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Abstract. We study Lagrange spectra of Veech translation surfaces, which are a gener-

alization of the classical Lagrange spectrum. We show that any such Lagrange spectrum

contains a Hall ray. As a main tool, we use the boundary expansion developed by Bowen

and Series to code geodesics in the corresponding Teichmüller disk and prove a formula

which allows to express large values in the Lagrange spectrum as sums of Cantor sets.
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1. Introduction

The Lagrange spectrum L is a classical and much studied subset of the extended

real line, which can be described either geometrically or number theoretically. In

connection with Diophantine approximation, it is the set

L WD
°
L.˛/ WD lim sup

q;p!1

1

qjq˛ � pj
; ˛ 2 R

±
� xR WD R [ ¹C1º:
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In other words, L 2 L if and only if there exists ˛ 2 R such that, for any c > L,

we have j˛ � p=qj > 1=cq2 for all p and q big enough and, moreover, L is

minimal with respect to this property. One can show that L can also be described

as a penetration spectrum for the geodesic �ow on the (unit tangent bundle of

the) modular surface X D H=SL.2;Z/ in the following way. If .
t /t2R is any

hyperbolic geodesic on X which has ˛ 2 R as forward endpoint, the value L.˛/

is related to the geometric quantity

lim sup
t!C1

height.
t / (1.1)

where height.�/ denotes the hyperbolic height function. This quantity gives the

asymptotic depth of penetration of the geodesic 
t into the cusp of the modular

surface.

The structure of L has been studied for more than a century, from the works

of Marko� (1879). Hurwitz (1891) and Hall (1947) up to the recent results by

Moreira [14]. We refer the interested reader to the book [2] by Cusick and Flahive.

Moreover, several generalizations of the classical Lagrange spectrum have been

studied by many authors, in particular in the context of Fuchsian groups and, more

in general, negatively curved manifolds see [3, 5, 7, 11, 15, 16, 18, 26]. For a very

brief survey of these generalizations, we refer to the introduction of [8].

In particular, a generalization of Lagrange spectrum was recently de�ned in [8]

in the context of translation surfaces, which are surfaces obtained by glueing a

�nite set of polygons in the plane, identifying pairs of isometric parallel sides by

translations. The simplest example of a translation surface is a �at torus, obtained

by identifying opposite parallel sides of a square. More in general, if we start from

a regular polygon with 2n sides, with n � 4, we obtain a translation surface of

higher genus, for example of genus 2 for the regular octagon. Translation surfaces

carry a �at Euclidean metric apart from �nitely many conical singular points and

can equivalently be de�ned as Riemann surfaces with Abelian di�erentials (see for

example the survey by Masur [12] or the lecture notes by Viana or Yoccoz [24, 27]).

These surfaces have been object of a great deal of research in the past thirty

years, in connection with the study of interval exchange transformations (IETs),

billiards in rational polygons and the Teichmüller geodesic �ow (see for example

the surveys [12, 24, 27, 28]).

In this paper, we study Lagrange spectra of Veech translation surfaces. These

are special translation surfaces which have many symmetries (the de�nition is

given in § 2). For instance, the surfaces obtained by glueing regular polygons with

2n sides are all examples of Veech translation surfaces. One of the characterizing

properties of Veech translation surfaces is that the moduli space of their a�ne

deformations is the unit tangent bundle of a hyperbolic surface, called Teichmüller
curve (see § 2).
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A saddle connection 
 on a translation surface S is a geodesic segment for

the �at metric of S starting and ending in a conical singularity and not containing

any other conical singularity in its interior. To each saddle connection 
 we can

associate a vector in R
2, called displacement vector (or holonomy), which can be

obtained developing 
 to R
2 and then taking the di�erence between the �nal and

initial point of the �at geodesic in R
2. In the following, we will often abuse the

notation and say “let v be a saddle connection” when v 2 R
2 is the displacement

vector of a saddle connection.

Let v be (the displacement vector of) a saddle connection on S and let �

be a �xed direction. Then Area.v/ is by de�nition the area of a rectangle with

horizontal and vertical sides which has v as a diagonal. If we identify R
2 with

the complex plane C and denote by Re.v/ and Im.v/ the real and imaginary

part of v, we have that Area.v/ D j Re.v/j � j Im.v/j. More in general, we will

denote by Area.v; �/ the area of a rectangle which has sides parallel to � and its

perpendicular direction �? and v as a diagonal. That is

Area.v; �/ D j Re� .v/j � j Im� .v/j;

where Re� .v/ WD Re.ei�v/ and Im� .v/ WD Re.ei�v/ are respectively the real and

imaginary part of the rotated vector ei�v 2 C.

The de�nition of Lagrange spectrum for a translation surface given in [8]

reduces, in the case when S is a Veech surface of total area one, to L.S/ D

¹LS .�/; 0 � � < 2�º, where

LS .�/ WD lim sup
j Im� .v/j!1

1

Area.v; �/
D

1

lim infj Im� .v/j!1 Area.v; �/
: (1.2)

One can show (see [8]) that this gives a generalization of the classical Lagrange

spectrum, since it reduces to the classical de�nition whenS is the �at torusT2=Z2.

The same quantity, in analogy with the classical case, has also a de�nition of

Diophantine nature in terms of interval exchange transformations (which can be

found in [8]) and also a hyperbolic equivalent de�nition, analogous to (1.1), which

we will now explain. As we said above, if S is a Veech surface, the space of

its a�ne deformations is the unit tangent bundle to a non-compact �nite-volume

hyperbolic surface X , called Teichmüller curve, as explained in § 2. The (saddle
connection) systole function S 0 7! syss:c:.S

0/ on T 1X is de�ned as the length of
the shortest saddle connection of the translation surface S 0, that is

syss:c:.S
0/ WD min¹jvj; v displacement vector of a saddle connection on S 0º:

Let .gt /t be the geodesic �ow on T 1X . Then a dynamical estimate of the

asymptotic maximal excursion of the positive orbit .gt .S
0//t�0 into the cusps of

T 1X is given by

s.S 0/ WD lim inf
t!1

syss:c:.gt .S
0//: (1.3)
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This quantity is related to LS .�/ by the following formula, due to Vorobets

(see [25] and also §1.3 of [8]):

LS .�/ D
2

s2.r�S/
;

where r�S 2 T 1X is the surface obtained by rotating S by an angle � in the

anticlockwise direction.

A fundamental result on the classical Lagrange spectrum was proven in [6] by

Hall in 1947, who showed that L contains a positive half-line, i.e. there exists r

such that the interval Œr;C1� � L. Any interval with this property is now called a

Hall’s ray. The value of r was later improved by Cusick and others [2] until �nally

Freiman in 1973 computed precisely the smallest r with this property, see [4]. Our

main result generalizes the classical result by Hall to any Veech surface. We prove

the following:

Theorem 1.1 (Existence of Hall ray). Let S be a Veech translation surface and
let L.S/ be its Lagrange spectrum. Then L.S/ contains a Hall ray, that is there
exists r D r.S/ > 0 such that

Œr.S/;C1� � L.S/:

Let us now comment on how our Theorem 1.1 relates to existing results in the

literature. For a special case of Veech surfaces, i.e. square-tiled surfaces, which

are translation surfaces that are covers of the �at torus branched over a single

point (also known as origamis or arithmetic Veech surfaces), the existence of a

Hall ray was proved in [8]. However, the proof was very speci�c to square-tiled

surfaces. The result in [8] guarantees the existence of a Hall ray for the Lagrange

spectrum of any closed SL.2;R/-invariant locus of translation surfaces containing

a square-tiled surface, see Corollary 1.7 in [8]. In the same way, one deduces

from Theorem 1.1 the stronger result that the Lagrange spectrum of every closed

invariant locus containing a Veech surface has a Hall ray. This leaves open the

natural question whether the existence of a Hall ray can be proved also for invariant

loci which do not contain Veech surfaces (such loci are known to exist by the work

of McMullen [13]).

As we remarked above (see the discussion around (1.3)), the Lagrange spectra

that we consider are related to penetration spectra in the context of hyperbolic

surfaces. More precisely, one can de�ne Lagrange spectra as the penetration

spectra of geodesics into the cusps of a non-compact (�nite volume) hyperbolic

surface X . This de�nition reduces to L.S/ when X is the Teichmüller curve of

a Veech surface S and the penetration is measured by the function 1= syss:c:. The

question of existence of a Hall ray in the general context of non-compact (�nite

volume) hyperbolic surfaces is currently open and thus our result constitutes a �rst

step in this direction. On the other hand, Schmidt and Sheingorn proved in [16]



The Lagrange spectrum of a Veech surface has a Hall ray 1291

the existence of a Hall ray for the Marko� spectrum of penetration of geodesics

into the cusps ofX , which is a close relative of the Lagrange spectrum itself. One

can show that this result implies the existence of a Hall ray for the set of values

°
sup
t>0

2

syss:c:.gt��S/2
; for 0 � � < 2�

±
: (1.4)

We stress that such result does not imply that there is a Hall ray for the Lagrange

spectrum L.S/. In general, indeed, it is much easier to construct values in the

Marko� spectrum than in the Lagrange spectrum, essentially because in order to

show that a certain value is in the former it is enough to construct a geodesic along

which the supremum in (1.4) is achieved, while for the latter one has to construct

a sequence of times which tends to the given value.

Two di�erent ways of further generalizing Lagrange spectra of hyperbolic

surfaces are to either consider variable curvature or higher dimension. In both

cases there are results in the direction of the existence of Hall rays. However, as we

said above, this problem is still open in dimension 2 even for the case of constant

negative curvature. In a very recent work [10], G. Moreira and S. A. Romaña

considered the case of surfaces with variable negative curvature. They proved that

the corresponding spectra have non-empty interior, i.e. they contain an interval
(not necessarily a Hall ray) for a generic small C k-perturbation of a hyperbolic

metric on the punctured surface, where k � 2. In the context of hyperbolic

manifolds of negative curvature in dimension n � 3, Paulin and Parkkonen in [15]

showed the existence of Hall rays for the associated Lagrange spectra. Moreover,

they also give a quantitative universal bound on the beginning of the Hall ray.

Unfortunately our methods do not allow us to give quantitative estimates on r.S/

in Theorem 1.1. It is clear though that such estimates cannot be independent of the

topological complexity of the surface, since as shown in [8] the minimum of L.S/

grows with the genus and the number of singularities (see Lemma 1.3 in [8]).

Our proof follows the scheme of Hall. A crucial point for his proof was the

formula which allows to compute values of the Lagrange spectrum in terms of the

continued fraction entries, that is

LT2.�/ D lim sup
n!1

Œan�1; an�2; : : : ; a1�C an C ŒanC1; anC2; : : : �; (1.5)

where .an/n are the continued fraction entries of the tangent of the angle � .

One of our main results is that a similar formula holds for high values in the

spectrum. In our formula, the continued fraction expansion entries are replaced

by cutting sequences of hyperbolic geodesics and in particular by the boundary

expansions invented and studied by Bowen and Series (see [1]). We then exploit

the interplay between the hyperbolic and �at worlds to study areas of a carefully

chosen set of saddle connections which realize high values of the spectrum and

can be calculated in terms of boundary expansions.
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Structure of the paper. The rest of the paper is arranged as follows. In § 2,

we de�ne translation surfaces and Veech surfaces. Moreover, we recall the back-

ground material we need about boundary expansions of hyperbolic geodesics. In

§ 3 we show how one can use boundary expansions and the interplay between hy-

perbolic and �at worlds to compute large values in the Lagrange spectrum L.S/.

In § 4 we de�ne an acceleration of the boundary expansion which still allows to

compute values in the spectrum and prove some bounds on values in terms of the

number of steps of the acceleration. Finally, in § 5, we show the existence of a

Hall’s ray, proving our main Theorem 1.1. The main tool is the formula appearing

in Theorem 5.1, which generalizes the classical (1.5) and enables us to express

values in the Lagrange spectrum L.S/ as a sum of Cantor sets and then show the

existence of a Hall’s ray in a similar way than in the classical proof of Hall. Sec-

tion 6 is devoted to the proof of Theorem 5.1, while in § 7 we prove some technical

estimates on the Cantor sets which shows that their sum contains an interval.

2. Background

2.1. Basic notation. Let N D ¹0; 1; : : : º denote the natural numbers. Let C be

the complex plane, which we consider identi�ed withR
2. LetHD¹z2C; Im z>0º

denote the upper half plane and let D D ¹z 2 C; jzj < 1º denote the unit disk. We

will use H and D interchangeably, by using the identi�cation C WH ! D given by

C.z/ D
z � i

z C i
; z 2 H:

Let SL.2;R/ be the set of 2 � 2 matrices with real entries and determinant one.

Given A 2 SL.2;R/ and v 2 R
2 we denote by Av the linear action of A on v. The

group SL.2;R/ also acts on H by Möbius transformations (or homographies).
Given G 2 SL.2;R/ we will denote by G � z the action of G on z 2 H given by

z 7�! G � z D
az C b

cz C d
; if G D

�
a b

c d

�
:

This action of SL.2;R/ on H induces an action on the unit tangent bundle T 1
H,

by mapping a unit tangent vector at z to its image under the derivative of G in z,

which is a unit tangent vector at G � z. This action is transitive but not faithful

and its kernel is exactly ¹˙ Idº, where Id is the identity matrix. Thus, it induces

an isomorphism between T 1
H and PSL.2;R/ D SL.2;R/=¹˙ Idº. Throughout

the paper, we will often write A 2 PSL.2;R/ and denote by A 2 SL.2;R/ the

equivalence class of the matrix A in PSL.2;R/. Equality between matrices in

PSL.2;R/ must be intended as equality as equivalence classes. Finally, let RP
1

denote the set of unoriented directions in R
2. We will adopt the convention of

identifying a direction in RP
1 with the angle � chosen so that ��

2
� � < �

2
and
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� is the angle formed by the direction with the vertical axis measured clockwise.

When we write � 2 RP
1 we hence assume that ��

2
� � < �

2
.

2.2. Translation surfaces and a�ne deformations. A translation surface is a

collection of polygons Pj � R
2 Š C with identi�cations of pairs of parallel sides

so that (1) sides are identi�ed by maps which are restrictions of translations, (2)

every side is identi�ed to some other side and (3) when two sides are identi�ed

the outward pointing normals point in opposite directions. If � denotes the

equivalence relation coming from identi�cation of sides then we de�ne the surface

S D
S
Pj= �. A translation surface inherits from the plane R

2 a Euclidean �at

metric at all points apart from a �nite set † of singularities which is contained

in the vertices of the polygons. A saddle connection is a geodesic for the �at

metric that connects two singularities, not necessarily distinct, and which does not

contain any singularity in its interior. A cylinder is a subset of the surface which

is the image of an isometrically immersed �at cylinder of the form R=wZ�h, for

some numbersw and h in RC. Remark that any cylinder is foliated by a collection

of periodic �at geodesics, which for short will be called closed geodesics. One can

show that any closed geodesic comes with a cylinder of parallel closed geodesics.

The group GLC.2;R/ of two by two real matrices with positive determinant

acts naturally on translation surfaces. Given � 2 GLC.2;R/ and a translation

surface S D
S
Pj= �, denote by �Pj � R

2 the image ofPj � R
2 under the linear

map �. Since � takes pairs of parallel sides to pairs of parallel sides, it preserves

the identi�cations between the sides of the polygons. The surface obtained by

glueing the corresponding sides of �P1; : : : ; �Pn will be denoted by � � S and can

be thought of as an a�ne deformation of S . We will consider in particular the

action of the following 1-parameter subgroups of deformations:

gt D

�
et=2 0

0 e�t=2

�
and r� D

�
cos � � sin �

sin � cos �

�
:

The �rst deformation, which stretches the horizontal direction and contracts the

vertical, is called Teichmüller geodesic �ow, while the second corresponds simply

to rotating the surface, and hence changing the vertical direction.

Let S and S 0 be translation surfaces. Consider a homeomorphism ‰ from S

to S 0 which takes the singular points † of S to the singular points †0 of S 0 and

is a di�eomorphism outside of †. We can identify the derivative D‰p with an

element of GLC.2;R/. We say that‰ is an a�ne di�eomorphism if the derivative

D‰p does not depend on the point p. We say that S and S 0 are a�nely equivalent
if there is an a�ne di�eomorphism ‰ between them. We say that S and S 0 are

translation equivalent if they are a�nely equivalent with D‰ D Id. If S is

given by identifying sides of polygons Pj and S 0 is given by identifying sides

of polygons P 0
k

then a translation equivalence ‡ from S to S 0 can be given by a

“cutting and pasting” map. That is to say we can subdivide the polygons Pj into
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smaller polygons and de�ne a map ‡ so that the restriction of ‡ to each of these

smaller polygons is a translation and the image of ‡ is the collection of polygons

P 0
k
. An a�ne di�eomorphism from S to itself is an a�ne automorphism. The

collection of a�ne automorphisms is a group which we denote by A�.S/. We

can realize an a�ne automorphism of S with derivative � as a composition of an

a�ne deformation from S to � � S with a translation equivalence, or cutting and

pasting map, from � � S to S .

2.3. Veech translation surfaces and Teichmüller curves. The Veech homo-

morphism is the homomorphism ‰ 7! D‰ from A�.S/ to GLC.2;R/. The im-

age V.S/ of this homomorphism lies in SL.2;R/ and is called the Veech group
of S . Remark that the elements of the Veech group stabilize the surface S under

the action of SL.2;R/. Note that the term Veech group is used by some authors

to refer to the image of the group of a�ne automorphisms in the projective group

PSL.2;R/.

A translation surface S is called a Veech surface (or a lattice surface) if V.S/

is a lattice in SL.2;R/. The torus T2 D R
2=Z2 is an example of a lattice surface

whose Veech group is SL.2;Z/. Veech more generally proved that all translation

surfaces obtained from regular polygons are Veech surfaces (see [23]). Veech

surfaces satisfy the Veech dichotomy (see [23, 25]) which says that if we consider

a direction � then one of the following two possibilities holds: either there is a

saddle connection in direction � and the surface decomposes as a �nite union of

cylinders each of which is a union of a family of closed geodesics in direction �

or each trajectory in direction � is dense and uniformly distributed.

Let S be a Veech surface. Since its Veech group V.S/ is a lattice in SL.2;R/

then X D H=V .S/ is a non-compact, �nite volume hyperbolic surface, which we

call the Teichmüller curve of S . We can moreover identify the unit tangent bundle

T 1X of X with the a�ne deformations modulo translation equivalence of the

translation surface S . Finally T 1
D can be identi�ed with all a�ne deformations

of S as follows. We �rst use the identi�cation induced by C between T 1
D and

T 1
H and then the one between the latter and PSL.2;R/ given by the action of

Möbius transformations. In virtue of this identi�cation, we will often call the

space of SL.2;R/ deformations of S its Teichmüller disk (for more details,1 we

refer to [20]). We choose the convention that the center of the hyperbolic disk

represents the surface S and that the vertical direction on S is represented by the

unit tangent vector i . Let us remark that the above identi�cation of T 1
D with

the Teichmüller disk induces an isomorphism between @D and RP
1, i.e. the set

of unoriented directions. Given � in @D we will denote by � D �.�/ the angle

��
2

� � < �
2

in R
2 such that � is the angle formed by the direction corresponding

to � with the vertical direction, measured clockwise. Reciprocally, for any � such

that ��
2

� � < �
2

we will denote by � D �.�/ the corresponding point in @D.

1 Remark, however, that our conventions are slightly di�erent from those of [20].
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Remark 2.1. The above correspondence is such that for any point � in @D the

direction � D �.�/ on the translation surface S is such that ��
2

� � < �
2

and the

lift g�
t of the geodesic �ow to T 1D satis�es

lim
t!C1

g�
t � S D �; where g�

t D r�1
� gt r� :

In particular, the geodesic .gtS/t2R converges to the point e
�
2

i D .0; 1/ 2 @D,

while .g�
t S/t2R converges to the point e. �

2 C2�/i 2 @D, which, as � changes from

��
2

to �
2
, rotates clockwise from .0;�1/ exactly once around @D.

2.4. Cutting sequences and boundary expansions. For a special class of Fuch-

sian groups, Bowen and Series developed a geometric method of symbolic cod-

ing of points on @D, known as boundary expansions, that allows to represent the

action of a set of suitably chosen generators of the group as a subshift of �nite

type. Boundary expansions can be thought of as a geometric generalization of

the continued fraction expansion, which is related to the boundary expansion of

the geodesic �ow on the modular surface (see [17] for this connection). We will

now recall two equivalent de�nitions of the simplest case of boundary expansions,

either as cutting sequences of geodesics on X D H=� or as itineraries of expand-

ing maps on @D. For more details and a more general treatment we refer to the

expository introduction to boundary expansions given by Series in [19].

Let � � PSL.2;R/ be a Fuchsian group, namely a discrete groups of hy-

perbolic isometries. Since hyperbolic isometries are given by Möbius transfor-

mations, we will identify a hyperbolic isometry with the matrix G 2 PSL.2;R/

which give the transformation. Assume that � be a co-�nite, non cocompact and

does not contain elliptic elements. Equivalently, assume the quotient X D H=�

is a smooth, non compact, hyperbolic surface with �nite volume. One can see that

� admits a fundamental domain which is an ideal polygon D in D, that is a hy-

perbolic polygon having �nitely many vertices � all lying on @D (see for example

Tukia [22]). We will denote by e the sides of D, which are geodesic arcs with

endpoints in @D. Geodesic sides appear in pairs, i.e. for each e there exists a side

Ne and an element G of � such that the image G.e/ of e by G is Ne. Let 2d (d � 2)

be the number of sides of of D. Let A0 be a �nite alphabet of cardinality d and

label the 2d -sides (d � 2) of D by letters in

A D A0 [ A0 D ¹˛ 2 A0º [ ¹ N̨ ; ˛ 2 A0º

in the following way. Assign to a side e an internal label ˛ and an external one N̨ .

The side Ne paired with e has N̨ as internal label and ˛ as the external one. We then

see that the pairing given by G.e/ D Ne transports coherently the couple of labels

of the side e onto the couple of labels of the side Ne. Let us denote by e˛ the side of

D whose external label is ˛. A convenient set of generators for � is given by the

family of isometriesG˛ 2 PSL.2;R/ for ˛ 2 A0, whereG˛ is the isometry which
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sends the side e N̨ onto the side e˛, and their inverses G N̨ WD G�1
˛ for ˛ 2 A0, such

that G�1
˛ .e˛/ D e N̨ . Thus, A can be thought as the set of labels of generators, see

Figure 1. It is convenient to de�ne an involution on A which maps ˛ 7! N̨ and

N̨ 7! NN̨ D ˛.

Figure 1. A hyperbolic fundamental domain, with sides labelling and the action of the

generator G˛ .

Since D is an ideal polygon, � is a free group. Hence every element of � as

a unique representation as a reduced word in the generators, i.e. a word in which

an element is never followed by its inverse. We transport the internal and external

labelling of the sides of D to all its copies in the tessellation by ideal polygons

given by all the images G.D/ ofD under G 2 �. We label a side of a copy G.D/

of D with the labels of the side G�1.e/ 2 @D. Remark that this is well de�ned

since we have assigned an internal and an external label to each side ofD, and this

takes into account the fact that every side of a copy G.D/ belongs also to another

adjacent copy G0.D/. Let 
 be a hyperbolic geodesic ray, starting from the center

O of the disk and ending at a point � 2 @D. The cutting sequence of 
 is the

in�nite reduced word obtained by concatenating the exterior labels of the sides of
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the tessellation crossed by 
 , in the order in which they are crossed. In particular,

if the cutting sequence of 
 is ˛0; ˛1; : : : , the i th crossing along 
 is from the

region G˛0
: : : G˛i�1

.D/ to G˛0
: : : G˛i

.D/ and the sequence of sides crossed is

G˛0
G˛1

: : :G˛n�1
.e˛n

/; n 2 N:

Remark that, since two distinct hyperbolic geodesics meet at most in one point,

a word arising from a cutting sequence is reduced. In other words, hyperbolic

geodesics do not backtrack. More in general, one can associate cutting sequences

to any oriented piece of a hyperbolic geodesics and describe a cross-section of the

geodesic �ow in terms of the shift map on boundary expansions (see for example

Series [17]), but we will not need it in this paper.

Let us now explain how to recover cutting sequences of geodesic rays by

itineraries of an expanding map on @D. The action of each G 2 � extends by

continuity to an action on @D which will be denoted by � 7! G.�/. Let AŒ˛� be

the shortest (closed) arc on @D which is cut o� by the edge e˛ ofD. Then it is easy

to see from the geometry that the actionG˛W @D ! @D associated to the generator

G˛ of � sends the complement of AŒ N̨ � to AŒ˛�. Moreover, if for each ˛ 2 A we

denote by �l
˛ and �r

˛ the endpoints of the side e˛, with the convention that the right

follows the left moving in clockwise sense on @D, we have

G˛.�
r
N̨ / D �l

˛ and G˛.�
l
N̨ / D �r

˛ : (2.1)

Let A D
S

˛

ı

ÀAŒ˛�� @D, where

ı

ÀAŒ˛� denotes the arc AŒ˛� without endpoints.

De�ne F WA ! @D by

F.�/ D G�1
˛ .�/; if � 2

ı

ÀAŒ˛� :
Let us call a point � 2 @D cuspidal if it is an endpoint of the ideal tessellation

with fundamental domain D, non-cuspidal otherwise. One can see that � is non-

cuspidal point if and only if F n.�/ is de�ned for any n 2 N. One can code a

trajectory ¹F n.�/; n 2 Nº of a non-cuspidal point � 2 @D with its itinerary with

respect to the partition into arcs ¹AŒ˛�; ˛ 2 Aº, that is by the sequence .˛n/n2N,

where ˛n 2 A are such that F n.�/ 2 AŒ˛n� for any n 2 N. We will call such

sequence the boundary expansion of �. Moreover, if � D �.�/ (see Remark 2.1),

in analogy with the continued fraction notation, we will write

� D Œ˛0; ˛1; : : : �@:

When we write the above equality or say that � has boundary expansion .˛n/n2N

we implicitely assume that � D �.�/ is non-cuspidal. One can show that the only

restrictions on letters which can appear in a boundary expansion .˛n/n2N is that

˛ cannot be followed by N̨ , that is

˛nC1 6D ˛n for any n 2 N: (2.2)
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We will call this property the no-backtracking condition.2 Boundary expansions

can be de�ned also for cuspidal points (see Remark 4.3) but are unique exactly for

non-cuspidal points. Every sequence in A
N which satis�es the no-backtracking

condition can be realized as a boundary expansion (of a cuspidal or non-cuspidal

point).

We will adopt the following notation. Given a sequence of letters ˛0; ˛1;: : : ;˛n,

let us denote by

AŒ˛0; ˛1; : : : ; ˛n� D AŒ˛0�\ F �1.AŒ˛1�/ \ � � � \ F�n.AŒ˛n�/

the closure of set of points on @D whose boundary expansion starts with the se-

quence of letters ˛0; ˛1; : : : ; ˛n. One can see that AŒ˛0; : : : ; ˛n� is a connected arc

on @Dwhich is non-empty exactly when the sequence satis�es the no-backtracking

condition (2.2). From the de�nition of F , one can work out that

AŒ˛0; ˛1; : : : ; ˛n� D G˛0
: : : G˛n�1

AŒ˛n�: (2.3)

Thus two such arcs are nested if one sequence contains the other as a beginning.

For any �xed n 2 N, the arcs of the form AŒ˛0; ˛1; : : : ; ˛n�, where ˛0; ˛1; : : : ; ˛n

vary over all possible sequences of n letters in A which satisfy the no-backtracking

condition, will be called an arc of level n. To produce the arcs of level nC 1, each

arc of level n of the form AŒ˛0; ˛1; : : : ; ˛n� is partitioned into 2d � 1 arcs, each

of which has the form AŒ˛0; ˛1; : : : ; ˛nC1� for ˛nC1 2 A n ¹˛nº. Each one of

these arcs corresponds to one of the arcs cut out by the sides of the ideal polygon

˛0˛1 : : : ˛nD and contained in the previous arc AŒ˛0; ˛1; : : : ; ˛n�. One can show

that if � D Œ˛0; ˛1; : : : �@ one has that

�.�/ D
\
n2N

G˛0
: : :G˛n

AŒ˛nC1�: (2.4)

Thus, the cutting sequence of the ray which starts at the origin and ends at a non-
cuspidal � gives the entries of the boundary expansion of �.�/. Notice that the

combinatorial no-backtracking condition (2.2) corresponds to the no-backtracking

geometric phenomenon between hyperbolic geodesics we mentioned earlier.

3. Lagrange values via boundary expansions

In this section we show that one can use boundary expansions to study Lagrange

spectra of Veech translation surfaces. From now on, let S be a �xed Veech

translation surface and let L WD L.S/ denote its Lagrange spectrum.

2 See the very end of this section for the reason for the choice of this name
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3.1. Boundary expansions for Veech surfaces. Let us consider a subgroup �

of �nite index in the Veech group V.S/ that has no torsion elements, i.e. such that

it does not contain elliptic elements. Then � admits a fundamental domain for the

action on D which is an ideal polygon D, that is an hyperbolic polygon having

�nitely many vertices �1; : : : ; �2d all lying on @D, see [22]. The domain D is a

�nite cover of a fundamental domain for V.S/ and hence the induced tessellation

of the hyperbolic plane has tiles which are �nite union of the original tiles. We

will now use the tessellation given by D to code geodesics on D and to study �at

geodesics on S . Let us stress that we do not pass to a �nite cover of the surface S ,

which is �xed and has V.S/ as its Veech group. We simply code geodesics in D

according to a tessellation of the disk that is more suited to our purposes than the

one we would obtain from V.S/.

Remark 3.1. One can obtain an ideal polygon D in a canonical way, which is

related to the �at geometry of the lattice surface S . We recall that the spine …
of a translation surface is the subset of D formed by the (isometry equivalence

classes3 of) surfaces which are a�nely isomorphic to S and that have two non-

parallel minimal length saddle connections. Then … is a deformation retract of

D (see [21]) and hence it is simply connected, which implies that … is a tree.

Its vertices are the surfaces with at least three, pairwise non-parallel, minimal

length saddle connections. If we consider the tessellation dual to …, we obtain

a tessellation of the hyperbolic disk into ideal polygons. The spine is invariant

under the action of the Veech group V.S/ but the tiles in the dual tessellation are

permuted under its action. Since all non-identity elements of V.S/ that �x a tile

have to have �nite order, we can quotient the Veech group to get a torsion-free

group � (that amounts to glueing some tiles of the tessellation together to obtain

the ideal polygon domain D).

From now on, we suppose that we have �xed a choice of a domainD, which is

an ideal polygon with 2d sides. As before, we will let A0 denote an alphabet with

d symbols and let A D A0 [A0. For each ˛ 2 A we choose a �xed representative

G˛ 2 SL.2;R/ of the generatorG˛ 2 � � PSL.2;R/. Thanks to the identi�cation

of the Teichmüller disk of S and T 1
D described in the previous section, we can

use the boundary expansions to code a�ne deformations of the surface S itself.

3.2. Wedges associated to boundary expansions. In this section, we �rst show

how to associate to the boundary expansion a collection of saddle connections,

which are obtained acting by the linear action associated to boundary expansions

on d pairs of displacement vectors of saddle connections, that we call wedges. We

3 We say that S and S 0 are isometric if they are a�nely equivalent by an a�ne map
‰ W S ! S 0 with D‰ 2 O.2/. The property of belonging to the spine is clearly invariant
by isometry, so it is well de�ned on isometry classes of surfaces a�nely isomorphic to S , which
are in one to one correspondence to points in D, see for example [20].
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show that, in order to evaluate large values of the Lagrange spectrum, it is enough

to know the areas of these collection of saddle connections. We will then show in

§ 6 that these areas can be expressed by a convenient formula.

For any vertex �i , 1 � i � 2d of D consider the corresponding direction

�i WD �.�i / on the translation surface S , see Remark 2.1. It is well known (see for

example [9]) that since �i corresponds to a cusp of D=�, �i is a parabolic direction

on the Veech surface S and hence the surface S has a cylinder decomposition in

direction �i . Let D be the collection of all displacement vectors of all saddle

connections which belong to the boundaries of the cylinders of the cylinder

decompositions in directions �i , for 1 � i � 2d . This �nite set of saddle

connections generates all other saddle connections, in the sense that for any saddle

connection u on S there exists a saddle connection v 2 D and a reduced word

g 2 � in the generators such that u is the image of v under the linear action of g

on S .

In order to analyze small areas of saddle connections, it is enough to consider

a smaller set of saddle connections. Namely, for each cylinder decomposition, we

pick only the shortest saddle connection which belongs to the cylinders bound-

aries. It is convenient to pair these saddle connections in wedges as follows. Recall

that, for each side e˛ in D labeled by ˛ 2 A, we call �l
˛ and �r

˛ the left and right

endpoint of e˛. Let � l
˛ and � r

˛ the the corresponding pair of parabolic directions.

De�nition 3.2 (Basic wedges). For any ˛ 2 A, let vr
˛ and vl

˛ be the displacement

vectors of the shortest saddle connections in the directions � r
˛ and � l

˛ respectively.

We will call wedge and denote by W˛ the basis of R2 formed by the ordered pair

of displacement vectors .vr
˛; v

l
˛/. We will identify vr

˛; v
l
˛ with the correspond-

ing column vectors which have as entries the coordinates .Re.vr
˛/; Im.v

r
˛// and

.Re.vl
˛/; Im.v

l
˛// with respect to the standard base of R2. We will often abuse the

notation and denote by W˛ also the matrix in GL.2;R/ that has as columns the

two vectors .vr
˛; v

l
˛/, that is

W˛ D

�
Re.vr

˛/ Re.vl
˛/

Im.vr
˛/ Im.vl

˛/

�
: (3.1)

Remark that vr
˛ is the �rst vector and vl

˛ is the second of the basis in order

to give it positive orientation, consistently with the orientation of @D. If v is

a displacement vector for some saddle connection on S then �v also is one.

Hence we de�ne �W˛ as the wedge formed by the vectors �vr
˛ and �vl

˛. Modulo

replacing S by some element in its SL.2;R/-orbit, we assume that all the W˛ are

in the upper half-plane R�RC and all the �W˛ are in the lower half-plane R�R�.

We want to use the boundary expansion of directions in @D to obtain a way

of approximating directions in RP
1 with the directions of a sequence of wedges

(see Lemma 3.3 below). For ˛ 2 A the generators G˛ of � act linearly on R
2 as

elements of SL.2;R/. For any ˛ in A consider the cone W˛ in R
2 spanned byW˛,
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that is the set of vectors

v D ˙.avr
˛ C bvl

˛/; with a � 0 and b � 0.

Let U˛ be the complement of W N̨ , namely R
2 nW N̨ , which is of also a cone in R

2.

By de�nition of the boundary expansion, we have

G˛U˛ D W˛; for any ˛;

as shown in Figure 2.

Figure 2. On the left, the cones W˛ , U˛ and W N̨ . On the right, the image under G˛ of U˛

and W N̨ .

Consider a direction � corresponding to a point �.�/ in @D which is not a cusp

and let .˛n/n2N be the cutting sequence given by the boundary expansion, where

˛n 2 A for any n. De�ne a sequence of wedges W
.n/

�
setting

´
W

.0/

�
WD W˛0

;

W
.n/

�
WD G˛0

: : :G˛n�1
W˛n

; n 2 NC:
(3.2)

Write W
.n/

�
D ¹v

.n/
r ; v

.n/

l
º and denote by �.v

.n/
r / and �.v

.n/

l
/ the directions in

RP
1 of the displacement vectors v

.n/
r and v

.n/

l
respectively. We say that a saddle

connection v is in the wedge W
.n/

�
if v D v

.n/
r or v D v

.n/

l
and moreover that a

direction � belongs to a wedge .v.n/
r ; v

.n/

l
/ if �.v

.n/
r / � � � �.v

.n/

l
/.

For any n let Wn be the cone spanned by the wedge W
.n/

�
, that is the set of

vectors of the form

v D ˙.av.n/
r C bv

.n/

l
/; with a, b � 0:

Observe that the cones Wn are nested, that is we have WnC1 � Wn for any n. The

same does not necessarily holds for the wedges W
.n/

�
, but this is not a problem,

since we are interested only in the directions �.v
.n/

l
/ and �.v

.n/
r / of the vectors v

.n/
r
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and v
.n/

l
in RP

1 which converge monotonously to the direction � 2 RP
1. More

precisely, by de�nition of the wedgesW
.n/

�
and by the properties of the boundary

expansion, one can prove the following.

Lemma 3.3. For any � , the wedgesW .n/

�
D .v

.n/
r ; v

.n/

l
/ and the associated cones

Wn are such that

(1) The cones Wn are nested and all contain � , that is, for any n 2 N we have

�
�

2
� �.v.n/

r / � �.v.nC1/
r / � � � �.v

.nC1/

l
/ � �.v

.n/

l
/ <

�

2
:

(2) The cones Wn shrink to � , i.e. the directions �.v.n/

l
/ and �.v.n/

r / both con-
verge to � as n grows.

3.3. Boundary expansion detects large values of the spectrum. We will now

show (see Theorem 3.4 below), that the areas of the saddle connections in the

wedges de�ned in the previous section allow to compute large values of the

spectrum. Let us �rst introduce some notation. Let D0 be the set of displacement

vectors vl
˛ or vr

˛ appearing in the wedges W˛ for ˛ 2 A, namely

D0 D ¹vl
˛; ˛ 2 Aº D ¹vr

˛; ˛ 2 Aº:

For n � 1 let Dn be the set of u in R
2 of the form u D G˛1

: : :G˛n
v, where

˛1; : : : ˛n is any sequence of letters in A satisfying the no-backtracking condi-

tion (2.2) and v 2 D0. Remark that Dn is exactly the set of displacement vectors

of saddle connections which can appear in a wedge of the form W
.n/

�
.�/ for some

� . For any n � 0 set

Mn WD max¹jvj; v 2 Dnº; (3.3)

where jvj denotes the Euclidean length of a vector v in R
2.

Theorem 3.4. For any Veech surface S there exists a constant L0 D L0.S/ > 0

such that for any � such that L.�/ > L0 we have

L.�/ D
1

lim infn!1 Area.W
.n/

�
/
;

where
Area.W

.n/

�
/ D min¹Area.v.n/

r ; �/;Area.v
.n/

l
; �/º

and .W .n/

�
/n2N is the sequence of wedges W .n/

�
D .v

.n/
r ; v

.n/

l
/ associated to � .

Moreover, we can take

L0.S/ D
4M0M1

c.S/2
;

where c.S/ is the constant de�ned below in Lemma 3.5 and M0, M1 are de�ned
by (3.3).
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We will actually show in the next section that one can de�ne an acceleration

of the boundary expansion map (see § 4) so that the corresponding subsequence

of wedges still allows to compute large values of the spectrum (see Theorem 4.6).

The rest of this section is devoted to the proof of Theorem 3.4. The proof is based

on the following two lemmas.

Lemma 3.5. For a Veech surface S there exists a positive constant c D c.S/ such
that if � and 
 are two saddle connections of lengths j� j and j
 j in directions �.�/
and �.
/ respectively, then we have

j�.
/ � �.�/j >
c

j
 j � j� j
:

Proof. Since S is a Veech surface, then there exists a constant M > 1 such that

if 
 and 
 0 are closed geodesics or saddle connections in the same direction, then

we have j
 j < M j
 0j and j
 0j < M j
 j. Moreover there exists a constant a > 0

such that the family of closed geodesics parallel to any given saddle connection


 spans a cylinder C with Area.C / > a. Let C
 and C� be cylinders in the two

directions �.
/ and �.�/ of the two saddle connections 
 and � . If we replace C


and C� by parallel cylinders C
 0 and C� 0 with core curves the closed curves � 0; 
 0

parallel to � and 
 respectively, we can assume that C
 0 and C� 0 have non empty

intersection. Since cylinders have area bigger than a then the width of C
 0 is at

least a=j
 0j. Since 
 0 and � 0 are not parallel (they intersect since by assumption the

corresponding cylinders intersect), than � 0 is not contained in C
 0 , see Figure 3.

It follows that

j� 0j � jsin.�.�/ � �.
//j >
a

j
 0j

and therefore

j�.�/ � �.
/j > jsin.�.�/ � �.
//j >
a

j
 0j � j� 0j
�

1

M 2

a

j
 j � j� j
: �

Figure 3. The two cylinders C
 0 and C� 0 .
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The following Lemma provides a useful way to bound areas of saddle con-

nections. Fix a direction � and consider the sequence of wedges W
.n/

�
de�ned by

Equation (3.2). The area of a displacement vector v of S can be estimated in terms

of the position of v with respect to the wedgesW
.n/

�
. More precisely, we have the

following.

Lemma 3.6. Fix a direction � and consider the sequence .W .n/

�
/n2N associated to

� by the boundary expansion. Suppose that v is a displacement vector in direction
�.v/ and consider integers n and N such that either

�.v.n/
r / < �.v/ < �.v.nCN /

r / < �; (3.4)

or
� < �.v

.nCN /

l
/ < �.v/ < �.v

.n/

l
/: (3.5)

Then we have that

Area.v; �/ �
c.S/2

4M0MN

:

Proof. Let us assume that �.v
.n/
r / < �.v/ < �.v

.nCN /
r / < � . The proof of the

other case is analogous. Let �? denote the direction orthogonal to � . Remark that,

since all sides of D have at most angular amplitude � , the wedge W
.n/

�
, which is

contained in W
.0/

�
, has angular amplitude at most �=2. Hence, since � belongs to

the wedge W
.n/

�
, �? cannot belong to the same wedgeW

.n/

�
, thus

�? < �.v
.n/
r / < �.v/ H) j�.v/ � �?j � j�.v.n/

r / � �?j: (3.6)

Let � D Œ˛0; : : : ; ˛n; : : : �@ and let G WD G�1
˛n�1

: : :G�1
˛0

be the element of � such

thatGW
.n/

�
D W˛n

. Let us renormalize by applying the elementG, that is consider

the saddle connections v0 WD Gv, v0 WD Gv
.n/
r , vN WD Gv

.nCN /
r and let us denote

respectively by �.v0/, �.v0/ and �.vN / their directions. Let us now show that

�.v0/ is bounded away from the directions � 0, � 0
? de�ned by tan � 0 D G � tan �

and tan � 0
? D G � tan �?. In other words, � 0 and � 0

? are directions of lines which

are image of lines in direction � and �? under G.

Since G preserves the order of points on @D and hence the order of the

corresponding directions, it follows from (3.4) and (3.6) that

� 0
? < �.v0/ < �.v

0/ < �.vN / < �
0;

which implies

j� 0 � �.v0/j � j�.vN / � �.v0/j and j�.v0/ � � 0
?j � j�.v0/ � �.v0/j: (3.7)
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Recall that Area.v; �/ is the area of a rectangle R with sides in directions � and

�? and v as a diagonal. Since G acts linearly and preserves areas, Area.v; �/

is also the area of the parallelogram G � R which has v0 as diagonal and sides

in directions � 0 and � 0
?. One can see that this area is bounded below as long

as the angles j�.v0/ � � 0j and j�.v0/ � � 0
?j formed by the diagonal v0 with the

sides of the parallelogram are bounded below. Indeed, calculating the area of

the parallelogram by the formula which gives the area of a triangle with a side of

length s adjacent to angles ; ' as .jsj2 sin sin '/=2.sin.�=2� �'/, and using

the trivial inequalities jxj
2

� jsin.x/j � 1 we get that

Area.v; �/ D
jv0j2.sin.� 0 � �.v0// sin.�.v0/ � � 0

?/

sin.�
2

� � 0 � � 0
?/

�
jv0j2j� 0 � �.v0/j � j�.v0/ � � 0

?j

4
:

Thus, by (3.7), using Lemma 3.5 and recalling the de�nition of the constantsM0,

MN in (3.3), we get

Area.v; �/ �
jv0j2j�.vN / � �.v0/j � j�.v0/ � �.v0/j

4

�
c.S/2jv0j2

4jvN jjv0jjv0jjv0j

D
c.S/2

4jvN jjv0j

�
c.S/2

4MNM0

: �

We can now use Lemmas 3.5 and 3.6 to prove Theorem 3.4.

Proof of Theorem 3.4. Set L0 WD 4M0M1=c
2.S/ where c.S/ is the constant in

Lemma 3.5 and M0, M1 are de�ned by (3.3). Let � be such that L.�/ > L0 and

let .W
.n/

�
/n2N be the sequence of associated wedges. Let us remark �rst that we

always have that 1=L.�/ � lim infn!1 Area.W
.n/

�
; �/, since 1=L.�/ is computed

considering the lim inf on a larger set of saddle connections then the ones which

belong to the wedges W
.n/

�
. Thus it is enough to prove the converse inequality.

Let .vk/k2N be a sequence of saddle connections such that .Area.vk; �//k2N

converges to 1=L.�/ as Im� .vk/ grows. We are going to show that there exists Nk

such that each vk with k � Nk belongs to W
.nk/

�
for some nk 2 N, so that we also

have that

1

L.�/
D lim inf

k!1
Area.vk; �/ � lim inf

k!1
k� Nk

Area.W
.nk/

�
; �/ � lim inf

n!1
Area.W

.n/

�
; �/:
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Since Im� .vk/ ! C1, and displacement vectors of saddle connections form

a discrete set, we must have that Re� .vk/ ! 0. Thus the directions of all

vk , with k su�ciently large, belong to the initial wedge W
.0/

�
. According to

Lemma 3.6, if vk was neither equal to v
.n/
r nor to v

.n/

l
for some n, we would have

Area.vk; �/ > 1=L0. Since Area.vk; �/ ! 1=L.�/ and L.�/ > L0, this is not

possible. Hence vk is in some wedge W
.�/

nk
for some nk 2 N. This concludes the

proof.

�

4. The cusp acceleration of the boundary expansion

We now de�ne an acceleration of the boundary expansion. The acceleration is

obtained by grouping together all steps which correspond to excursions in the

same cusp, in a similar way to how the Gauss map is obtained from the Farey map

in the theory of classical continued fractions expansions. One can show that it is

su�cient to consider accelerated times to compute large values of the spectrum

(see Theorem 4.6) and that one can bound areas of saddle connections in terms of

the number of steps in the acceleration (see Proposition 4.7).

4.1. Cuspidal words and cuspidal sequences. We �rst describe sequences that

can taken to be boundary expansions of the ideal vertices of D.

De�nition 4.1. A left cuspidal word (respectively a right cuspidal word) is a word

˛0 : : : ˛k in the alphabet A which satis�es the no-backtracking condition (2.2) and

such that the k C 1 arcs

AŒ˛0�; AŒ˛0; ˛1�; : : : ; AŒ˛0; : : : ; ˛k�1�; AŒ˛0; : : : ; ˛k�

all share as a common left endpoint the left endpoint �l
˛0

of AŒ˛0� (respectively

as right endpoint the right endpoint �r
˛0

of AŒ˛0�), see Figure 4. We simply write

that ˛0 : : : ˛k is a cuspidal word when left or right is not speci�ed. We say that

a sequence .˛n/n2N is a cuspidal sequence if any word of the form ˛0 : : : ˛n for

n 2 N is a cuspidal word and that it is eventually cuspidal if there exists k 2 N

such that .˛nCk/n2N is a cuspidal sequence.

Equivalently, ˛0 : : : ˛k is a left (right) cuspidal word exactly when the arc

AŒ˛0; : : : ; ˛k� � @D has a vertex of D as its left (respectively right) endpoint.

In § 4.3 we show that all cuspidal sequences are periodic (see Lemma 4.9) and we

give an explicit combinatorial description of cuspidal words (see Lemma 4.8).
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e˛0
G˛0

.e˛1
/

G˛0
: : : G˛k�1

.e˛k
/

A
Œ˛

0 �
AŒ˛0; : : : ; ˛k��l

˛0

: : :

G˛0
G˛1

.e˛2
/

Figure 4. A left cuspidal word ˛0 : : : ˛k .

Remark 4.2. Remark that given an ideal vertex �, there is a unique left (right)

cuspidal word of length k C 1 such that the arc AŒ˛0; : : : ; ˛k� has � as left (right)

endpoint. Indeed, such word can be obtained as follows. Let ˛0 be such that AŒ˛0�

has � as its left (right) endpoint. For any 0 � i < k, the arc AŒ˛0; : : : ; ˛i � of level i

is subdivided at level iC1 into 2d�1 arcs of level iC1 and AŒ˛0; : : : ; ˛iC1� is the

unique one which contains the left (respectively right) endpoint of AŒ˛0; : : : ; ˛i �.

Remark 4.3. Boundary expansions can be de�ned for all points in the boundary

@D (and not only non-cuspidal points) as follows. Cuspidal sequences can be

taken by de�nition to be boundary expansions of vertices of the ideal polygonD.

More precisely, if � is the left endpoint of e˛ and the right endpoint of eˇ , that is

� D �l
˛ D �r

ˇ
, then � has exactly two boundary expansions which are respectively

given by the unique left boundary expansion starting with ˛ and the unique right

boundary expansion starting with ˇ. Similarly, eventually cuspidal sequences can

be taken to be boundary expansions of cuspidal points.

4.2. De�nition and properties of the cusp acceleration. Let us now de�ne the

cusp acceleration.

De�nition 4.4. Let � D Œ˛0; : : : ; ˛n; : : : �@ and let .W
.n/

�
/n2N be the sequence

of wedges associated to � . The sequence of accelerated times is the sequence

.nk/k2N on integers nk de�ned as follows:

n0 WD 0; nkC1 D min¹n > nk such that ˛nk
: : : ˛n is not a cuspidal wordº:

The wedges which are associated to � by the cusp acceleration are the subsequence

.W
.nk/

�
/k2N of the wedges .W

.n/

�
/n2N associated to � corresponding to accelerated

times.
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By construction, the integers .nk/k2N provide a decomposition of words into

maximal cuspidal words, that is, for each k 2 N, ˛nk
: : : ˛nkC1�1 is a cuspidal

word and is the largest cuspidal word in ˛nk
; ˛nkC1; : : : which starts with ˛nk

.

We remark that nkC1 can be equal to nk C 1, i.e. maximal cuspidal words in the

decomposition may have length one.

A description of the acceleration times in terms of wedges is given by the

following Lemma, which shows that the acceleration groups together exactly all

steps in which one of the two displacement vectors in the wedges does not change.

Lemma 4.5. Let � D Œ˛0; : : : ; ˛n; : : : �@ and .W .n/

�
/n2N be the sequence of wedges

associated to � by the boundary expansion. Call .nk/k2N the sequence of accel-
erated times. Then, for any time k 2 N, exactly one of the following holds:

v.n/
r D v.nk/

r ; for all nk � n < nkC1, and �.v
.nkC1/
r / ¤ �.v.nk/

r /, (4.1)

v
.n/

l
D v

.nk/

l
; for all nk � n < nkC1, and �.v

.nkC1/

l
/ ¤ �.v

.nk/

l
/. (4.2)

More precisely, if ˛nk
: : : ˛nkC1

is a right cuspidal word, then (4.1) holds, and if
˛nk

: : : ˛nkC1
is a left cuspidal word, then (4.2) holds.

Proof. By de�nition of accelerated times, ˛nk
: : : ˛nkC1�1 is a maximal cuspidal

word. Let us show that if it is a right cuspidal word then (4.1) holds. Let us

�rst remark that if we prove the equalities in (4.1), namely v
.n/
r D v

.nk/
r for all

nk < n < nkC1, then the inequality �.v
.nkC1/
r / ¤ �.v

.nk/
r / in (4.1) follows from

maximality, since if it failed then we would have �l
nk

D � � � D �l
nkC1�1 D �l

nkC1

and ˛nk
: : : ˛nkC1�1˛nkC1

would also be cuspidal, contradicting the de�nition of

nkC1. Let us now show that it is enough to prove that

v.n/
r D v.0/

r ; for 0 < n < n1; (4.3)

that is to prove the equalities in (4.1) for the case k D 0, recalling that n0 D 0.

Consider the element Gk WD G˛0
: : : G˛nk�1

and apply G�1
k

to the wedges W
.n/

�

with n > nk , to obtain the wedges

G�1
k W

.n/

�
D .G�1

˛nk�1
: : :G�1

˛0
/G˛0

: : : G˛n�1
W˛n

D G˛nk
G˛nkC1

: : : G˛n�1
W˛n

; n > nk :
(4.4)

Thus, since Gk is invertible and hence acts bijectively on R
2, to prove that

v
.n/
r D v

.nk/
r for some n > nk it is enough to prove that the vector G�1

k
v

.n/
r

in (4.4) is equal to G�1
k
v

.nk/
r D vr

˛nk
. Remark now that F acts as a shift on

boundary expansions, so that F nk .�/ D Œ˛nk
; ˛nkC1; : : : �@. So, W˛nk

and the

wedges in (4.4) are the wedges .W
.m/

F nk .�/
/2N associated to F nk .�/ by the boundary
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expansion. Hence, by replacing � with F nk .�/, one reduces to proving (4.3). Fix

now 0 < n < n1. Since

W
.n/

�
D G˛0

: : :G˛n�1
W˛n

;

v
.n/
r is the image by a linear map of the right vector vr

˛n
in W˛n

, that by de�nition

is the shortest vector in direction �.vr
˛n
/. It follows that v

.n/
r is the shortest vector

in direction �.v
.n/
r /. On the other hand, since ˛0; : : : ; ˛n is a right cuspidal word,

by De�nition 4.1 we have that �r
n D �r

0 and hence also �.v
.n/
r / D �.v

.0/
r /. Thus,

since by de�nition v
.0/
r is the shortest displacement vector in direction �.v

.0/
r /, by

uniqueness of the shortest displacement vector of a saddle connection in direction

�.v
.n/
r / D �.v

.0/
r /, we must have v

.n/
r D v

.0/
r . This concludes the proof of (4.1).

The case of a left cuspidal word leads to (4.2) and is proved analogously. �

One can show that accelerated times are su�cient to evaluate large values of

the spectrum.

Theorem 4.6. Let S be a Veech surface and assume that � is such that

L.�/ > 4M0M2=c.S/
2:

Let .W .nk/

�
/k2N be the corresponding sequence of wedges at the accelerated times

introduced in De�nition 4.4. Then, denoting as before

Area.W
.nk/

�
/ D min¹Area.v.nk/

r ; �/;Area.v
.nk/

l
; �/º;

we have

L.�/ D
1

lim infk!1 Area.W
.nk/

�
/
:

We do not include the proof of this result since we will not use it. The proof

can be easily deduced by the estimates in the following Lemma, that we will use

in the proof of the existence of the Hall ray.

Proposition 4.7. Let .W .n/

�
/n2N be the sequence of wedges associated to a direc-

tion � and let .nk/k2N be the sequence of accelerated times. Let c D c.S/ be as in
Lemma 3.5 and letNk WD nkC1 �nk be the lengths of the the kth maximal cuspidal
word. For any k 2 N, either (4.1) holds, in which case we have

Area.v.n/
r ; �/ D Area.v.nk/

r ; �/ >
c2

4M0MNkC2

; for nk � n < nkC1; (4.5)

and

Area.v
.nk/

l
; �/ >

c2

4M0MNk�1C3

; (4.6a)
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Area.v
.n/

l
; �/ >

c2

4M0M2

; for nk < n < nkC1 � 1; (4.6b)

Area.v
.nkC1�1/

l
; �/ >

c2

4M0MNkC1C2

; (4.6c)

or (4.2) holds, in which case the same inequalities hold with the role of r and l
exchanged.

Proof. Fix k 2 N. By Lemma 4.5, either (4.1) or (4.2) hold. Let us assume

that (4.1) holds and prove the inequalities (4.5) and (4.6). The case when (4.2)

holds is analogous. Remark that, since for any n the wedges W
.n/

�
and W

.nC1/

�

di�er by at least one vector, by (4.1) for any nk < n < nkC1 � 1 we have

�.v
.n�1/

l
/ < �.v

.n/

l
/ < �.v

.nC1/

l
/; (4.7)

while one could have that �.v
.nkC1�1/

l
/ D �.v

.nkC1/

l
/. The inequality (4.6b) for

nk < n < nkC1 �1 hence follows immediately from (4.7) by applying Lemma 3.6

with N D 2. In order to prove (4.5), observe �rst that by (4.1) v
.n/
r D v

.nk/
r for

nk � n < nkC1. We claim that we have

�.v.nk�2/
r / < �.v.n/

r / < �.v
.nkC1/
r /: (4.8)

From (4.8), applying Lemma 3.6 with n D nk � 2 and N D Nk C 2 D nkC1 �

.nk � 2/, we immediately get (4.5). We are hence left to prove (4.8): the last

inequality is part of (4.1), while the �rst inequality follows by remarking that

we cannot have �.v
.nk�2/
r / D �.v

.nk�1/
r / D �.v

.nk/
r / since this would contradict

the de�nition of nk . More in detail, if �.v
.nk�1/
r / < �.v

.nk/
r / then �.v

.nk�2/
r / �

�.v
.nk�1/
r / < �.v

.nk/
r / and we are done. If �.v

.nk�1/
r / D �.v

.nk/
r / then (4.1) does

not hold for k � 1. Thus (4.2) for k � 1 yields �.v
.nk�2/

l
/ D �.v

.nk�1/

l
/ and so

�.v
.nk�2/
r / < .v

.nk�1/
r /.

Finally, we obtain the bounds in (4.6a) and in (4.6c) by applying twice

Lemma 3.6 to the inequalities

�.v
.nk�1�2/

l
/ < �.v

.nk/

l
/ < �.v

.nkC1/

l
/

and

�.v
.nkC1�2/

l
/ < �.v

.nkC1�1/

l
/ < �.v

.nkC2/

l
/;

which can be proved reasoning as above and using the de�nition nk�1, nkC1 and

nkC2. �
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4.3. Combinatorial description of cuspidal words. In this section we give a

combinatorial descriptions of cuspidal words.

Lemma 4.8. Assume that ˛0; ˛1; : : : ; ˛k which satis�es the no-backtracking con-
dition (2.2).

The word ˛0˛1 : : : ˛k is a left cuspidal word if and only if

�l
˛i

D G˛i
.�l

˛iC1
/; for 0 � i � k � 1. (4.9)

Similarly, ˛0˛1 : : : ˛k is a right cuspidal word if and only if

�r
˛i

D G˛i
.�r

˛iC1
/; for 0 � i � k � 1. (4.10)

Proof. Assume that ˛0; : : : ; ˛k satisfy the no-backtracking condition (2.2). For

1 � i < k, we write AŒ˛0; : : : ; ˛i � D G˛0
: : : G˛i�1

AŒ˛i �. Then, by De�nition 4.1,

we know that ˛0 : : : ˛k is a left cuspidal word if and only if, for any 0 � i � k� 1,

the pair of arcs

AŒ˛0; : : : ; ˛i � and AŒ˛0; : : : ; ˛iC1�;

share a common left endpoint. Thus, applying .G˛0
: : :G˛i�1

/�1, we see that this

equivalently means that for every 0 � i < k the pair of arcs

AŒ˛i � D .G˛0
: : :G˛i�1

/�1
AŒ˛0; : : : ; ˛i �

and

G˛i
AŒ˛iC1� D .G˛0

: : :G˛i�1
/�1

AŒ˛0; : : : ; ˛iC1�

share an endpoint. In particular, since the left endpoints of AŒ˛i � and AŒ˛iC1�

are respectively �l
˛i

and �l
˛iC1

and since ˛iC1 ¤ N̨ i , we see that G˛i
maps left

endpoints of arcs to left endpoints of arcs. Thus ˛0; : : : ˛k is a left parabolic word

if and only if (4.9) holds. The proof for right cuspidal words is analogous. �

We now show that cuspidal sequences are simply obtained by repeating peri-

odically words which correspond to parabolic elements.

Lemma 4.9. Given any cuspidal sequence .˛n/n2N there exists an integer k > 0
such that the following conditions hold.

(1) The group element G D G˛0
: : : G˛k�1

2 � associated to ˛0 : : : ˛k�1 is a
parabolic linear transformation. If .˛n/n2N is right cuspidal, G �xes the
vector vr

˛0
in direction �.vr

˛0
/ D �.vl

˛k�1
/, while if it is left cuspidal G �xes

vl
˛0

in direction �.vl
˛0
/ D �.vr

˛k�1
/.

(2) The in�nite cuspidal word ˛0˛1 : : : ˛n : : : is obtained by repeating periodi-
cally the word ˛0 : : : ˛k�1, that is, using the notation n mod k for the remain-
der of the division of n by k, we can write

˛n D ˛n mod k for all n 2 N:
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Notation 4.10. Given a cuspidal sequence .˛n/n2N, we will say that k given

by Lemma 4.9 is the period of the cuspidal sequence and that ˛0; : : : ; ˛k is the

parabolic word associated to .˛n/n2N.

Proof. Let us assume that .˛n/n2N is left cuspidal. The other case is analogous.

Let k 2 N be the smallest integer such that ˛k D ˛0. Since the word ˛0 : : : ˛k�1˛0

coincide by assumption with the initial word ˛0 : : : ˛k�1˛k of .˛n/n2N and hence

it is cuspidal, it follows from Lemma 4.8 that

�l
˛i

D G˛i
.�l

˛iC1
/; for 0 � i � k � 2, (4.11a)

xi l˛k�1
D G˛k�1

.�l
˛0
/: (4.11b)

Let us consider G D G˛0
: : : G˛k�1

2 �. It follows from (4.11) that G �xes

the point �l
˛0

in @D and hence the direction �.vl
˛0
/, since vl

˛0
is by de�nition a

vector the direction �.�l
˛0
/ which correspond to �l

˛0
. Since vl

˛0
is the shortest

displacement vector in direction �.vl
˛0
/, linear maps send the shortest vector in

a given direction to the shortest vector in the image direction and G �xes the

direction �.�l
˛0
/, it follows that Gvl

˛0
D vl

˛0
. Finally, to show that �.vl

˛0
/ D

�.vr
˛k
/, remark that, by using G˛k

.�l
˛0
/ D �l

˛k
in (4.11) and (2.1), we get

�l
˛0

D G�1
˛k
.�l

˛k
/ D G˛k

.�l
˛k
/ D �r

˛k
:

Thus part .1/ of the Lemma is proved. To show part .2/, let us remark that by (2.3)

the element G de�ned above is such that

GAŒ˛0� D G˛0
: : : G˛k�1

AŒ˛0� D AŒ˛0; : : : ; ˛k�1; ˛0�:

Moreover, since ˛0; : : : ; ˛k�1 is a cuspidal word, by De�nition 4.1 we know that

AŒ˛0; : : : ; ˛i � all share a common endpoint for 0 � i < k. Thus it follows that

also

GAŒ˛0; : : : ; ˛i � D AŒ˛0; : : : ; ˛k�1; ˛0; : : : ; ˛i �; 0 � i < k

all share the same endpoint, which is the same endpoint of AŒ˛0; : : : ; ˛k�1; ˛0�.

Thus also the word ˛0; : : : ; ˛k�1; ˛0; : : : ; ˛k�1 is left cuspidal. Since there is

a unique left cuspidal word starting with ˛0 (see Remark 4.2), it follows that

˛n D ˛n mod k for all k � n < 2k. Using this argument with powers Gl of

G, one can prove by induction on l the desired conclusion. �

Remark 4.11. If G˛ D G�1
N̨ is a parabolic generator of �, the two sides e˛; e N̨

share a common vertex, say � D �r
˛ D �l

N̨ . In this case

G˛.�
l
N̨ / D �l

N̨ D �r
˛ D G N̨ .�

r
˛/

and the length-one words ˛ and N̨ identify a cusp with �xed parabolic direction

�.vl
N̨ / D �.vr

˛/. More in general, the cusps of D=� are in bijection with the set of

parabolic words, modulo the operations of cyclical permutation of the entries and

inversion ˛0 : : : ˛k 7! ˛k : : : ˛0.
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5. Existence of a Hall’s ray

In this section we prove our main result, Theorem 1.1, that is the existence of a

Hall ray for any Veech surface. We �rst state and explain two results which are

needed in the proof. The �rst one is a formula for areas of wedges using the

boundary expansions (see Theorem 5.1 and Corollary 5.2), which has a similar

form to the formula (1.5) for values of the classical Lagrange spectrum in terms

of the continued fraction entries. This formula allows to express large values in

the spectrum as a sum of two Cantor sets. A result proved in the original paper

by Hall is that, under a technical condition, the sum of two Cantor sets contains

an interval. The second result needed (Proposition 5.3) is that this condition is

satis�ed for the Cantor sets given by the formula in Theorem 5.1. After stating

these two results, respectively in § 5.1 and § 5.2, we present in § 5.3 the arguments

which allow to construct the Hall’s ray and hence prove Theorem 1.1.

5.1. A formula for areas of wedges. In order to state the formula for areas of

wedges, we need to introduce some notation. Recall that we write A 2 PSL.2;R/

to denote the equivalence class in PSL.2;R/ of a matrix A 2 SL.2;R/. Consider

the matrices G˛ 2 PSL.2;R/, ˛ 2 A, introduced in § 2.4 as generators of � and

recall that we use the symbol W˛ for the matrix

W˛ D

�
Re.vr

˛/ Re.vl
˛/

Im.vr
˛/ Im.vl

˛/

�
:

For any �xed letter ˛ 2 A, de�ne the family of matrices

A˛
ˇ WD .W �1

˛ G˛/ Gˇ .W
�1

˛ G˛/
�1 D W �1

˛ G˛GˇG
�1
˛ W˛; ˇ 2 A: (5.1)

We will also need a second family of matrices. IfAT as usual denotes the transpose

matrix of A, set

B˛
ˇ WD .RW T

˛ / G
T
ˇ .RW

T
˛ /

�1 D RW T
˛ G

T
ˇ .W

T
˛ /

�1R; ˇ 2 A; (5.2)

where R D
�

0 1
1 0

�
. Let us now de�ne two continued fractions based on these

two families of matrices as follows. Recall that we denote by x 7! A � x the

action of A on R by Möbius transformations. Let ˛ be a letter in the alphabet

A and assume ˛; ˛0; ˛1; : : : ; ˛n satis�es the no-backtracking condition (2.2). The

(�nite) ˛-forward continued fraction associated to the word ˛0˛1 : : : ˛n is

Œ˛0; ˛1; : : : ; ˛n�
C
˛ WD A˛

˛0
A˛

˛1
: : : A˛

˛n�1
.W �1

˛ G˛W˛n
/ � 1: (5.3)

Similarly, the (�nite) ˛-backwards continued fraction associated to the word

˛0˛1 : : : ˛n is

Œ˛0; ˛1; : : : ; ˛n�
�
˛ WD B˛

˛0
B˛

˛1
: : : B˛

˛n
.RW T

˛ .W
T

˛n
/�1R/ � 1: (5.4)
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We will show in the next section (see Lemma 6.3) that, having �xed an in�nite

word .˛n/n2N such that ˛0 ¤ N̨ , both the previous expressions converge as n tends

to in�nity. Hence the following quantities, which will be called respectively the

(in�nite) ˛-forward and ˛-backward continued fractions with entries .˛n/n2N, are

well de�ned:

Œ˛0; ˛1; : : : ; ˛n; : : : �
C
˛ WD lim

n!1
Œ˛0; ˛1; : : : ; ˛n�

C
˛ ;

Œ˛0; ˛1; : : : ; ˛n; : : : �
�
˛ WD lim

n!1
Œ˛0; ˛1; : : : ; ˛n�

�
˛ :

We can now state the formula which expresses areas of saddle connections in the

wedges using ˛-backward and forward continued fractions.

Theorem 5.1 (Continued fraction formula). Let .˛n/n2N be the boundary expan-
sion of a direction � . Given two sequences of numbers xn and yn, let us write
xn � yn if jxn � ynj ! 0 as n ! 1. We have

1

Area.v
.n/
r ; �/

�
1

det.W˛n
/
.Œ˛n�1; : : : ; ˛0�

�
˛n

C Œ˛nC1; ˛nC2; : : : �
C
˛n
/;

1

Area.v
.n/

l
; �/

�
1

det.W˛n
/

� 1

Œ˛n�1; : : : ; ˛0��˛n

C
1

Œ˛nC1; ˛nC2; : : : �
C
˛n

�
:

The proof of Theorem 5.1 is given in § 6, where we also deduce the following

Corollary.

Corollary 5.2. Let .˛n/ be the boundary expansion of a direction � . For any
˛ 2 A, there exists �˛ > 0 such that the following holds. Let ˛
1 : : : 
p�1 be the
unique right cuspidal word which starts with ˛. Assume that there are arbitrarily
large n such that

˛n D ˛; ˛nC1 D 
1; : : : ; ˛nCp�1 D 
p�1; ˛nCp D ˛:

For such times4 we have

1

Area.v
.n/
r ; �/

�
1

det.W˛/
.Œ˛n�1; : : : ; ˛0�

�
˛ C �˛ C Œ˛nCpC1; ˛nCpC2; : : : �

C
˛ /:

Remark that this formula is very similar to the classical formula (1.5), in the

sense that it is the sum of a term which depends only on the past of the symbolic

coding and a term which depend only on the future. Moreover, the constant �˛ in

the statement is the shear of the parabolic matrix given at point (3) of Lemma 6.2.

4 Since we require the extra condition ˛nCp D ˛, that is the �nite word ˛n : : : ˛nCp is part
of a bigger cuspidal word, we are looking at areas of wedges at instants which do not necessarily
coincide with the instants of the parabolic acceleration.
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5.2. Sums of Cantor sets. The formula in the previous section, as in the classical

case, allows to express large values in the spectrum as sum of the following two

Cantor sets. Let us now �x an arbitrary positive integer N . We call KN the set of

all sequences .˛n/n2N which satisfy the no-backtracking condition (2.2) and do

not contain any cuspidal word of length N . Fix a letter ˛ 2 A and call K˛
N the

subset of sequences .˛n/n2N 2 KN whose �rst letter ˛0 ¤ N̨ . We introduce the

following subsets of the real line

K
C
N;˛ D ¹Œ˛0; ˛1; : : : ; ˛n; : : : �

C
˛ ; with .˛n/n2N 2 K

˛
N ºI

K
�
N;˛ D ¹Œˇ0; ˇ1; : : : ; ˇn; : : : �

�
˛ ; with .ˇn/n2N 2 K

˛
N º:

One can show that actually K
˙
N;˛ � R

C D Œ0;1/ (see Lemma 6.2, part .5/). We

will show in § 7 that KC
N;˛ and K

�
N;˛ are Cantor sets. The �nal ingredient we need

for the proof of the existence of the Hall ray is the following Proposition, which

will be proved in § 7.

Proposition 5.3. For any ˛ 2 A and any � > 0 there exists a positive integer N
such that the sum of the Cantor sets KC

N;˛ and K
�
N;˛ is an interval of size at least

�, that is, ifm˙;M˙ denote respectively the minimum and the maximum of K˙
N;˛ ,

we have

K
C
N;˛ C K

�
N;˛ D ŒmC Cm�;MC CM�� and MC CM� � .mC Cm�/ > �:

5.3. Concluding arguments for the existence of a Hall ray. Before starting the

proof of Thereom 1.1 we want to stress the fact that we will prove the existence of

a Hall’s ray relative to any given cusp, in the sense that we will show that for any

given � ideal vertex of D there is an interval Œr;C1� � L whose values can be

attained by excursions in the cups associated to � (see Remark 4.11).

Proof of Theorem 1.1. Fix any ˛ 2 A. Let ˛
1 : : : 
p�1 be the unique right para-

bolic word starting with ˛ and let � WD �˛ be given by Corollary 5.2. By Propo-

sition 5.3 there exists an integer xN so that, for N � xN , we have that the size of

K
C
N;˛ CK

�
N;˛ is greater than�. For brevity, let us write K WD K

˛
N and let us denote

by K
˙ WD K

˙
N;˛ the corresponding Cantor sets with maximaM˙ and minimam˙.

We will show that

Œr;C1� � L; for any r >
4M0MN C1

c.S/2
; (5.5)

where c.S/ is the constant in Lemma 3.5 and M0, MN are de�ned by (3.3). Fix

any real number L � r and consider the number det.W˛/L. By Proposition 5.3,
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since KC CK
� contains an interval of length at least�, we can write det.W˛/L D

K�C l where l 2 K
C C K

�. Thus, by de�nition of K˙, there exist .˛n/n2N and

.ˇn/n2N in K such that

L D
1

det.W˛/
.Œˇ0; ˇ1; : : : ; ˇn; : : : �

�
˛ CK�C Œ˛0; ˛1; : : : ; ˛n; : : : �

C
˛ /: (5.6)

Let us now construct an in�nite word .cn/n2N that will give the boundary

expansion of an angle � such that L.�/ D L. Let us de�ne blocks of entries

Cj , j 2 N, which we will then concatenate to form the word .cn/n2N. Set

Cj D ǰ : : : ˇ0.˛
1 : : : 
p�1/
K˛˛0 : : : j̨ ; j 2 N;

where .˛; 
1; : : : ; 
p�1/
K means that the block ˛; 
1; : : : ; 
p�1 is repeatedK times.

Remark that, by de�nition of the Cantor sets and K, we have that ˛0 ¤ N̨ and

ˇ0 ¤ N̨ and thus Ck satisfy the no-backtracking condition (2.2). Let us choose

letters to interpolate between Cj and Cj C1 as follows. Since the alphabet A has

cardinality 2d > 3, we can pick ıj such that ıj ¤ j̨ and j̨ ıj is not a cuspidal

word and then ı0
j such that ı0

j ¤ ıj , ı0
j ¤ ǰ C1 and ı0

j ǰ C1 is not a cuspidal word.

Thus, the sequence

˛0 : : : j̨ ıj ı
0
j ǰ C1 : : : ˇ0 (5.7)

satis�es the no-backtracking condition (2.2) and, by de�nition of K and choice

of ıj ; ı
0
j does not contain any parabolic word of length N . It follows that the

in�nite word .cn/n2N obtained juxtaposing the blocksCj ; ıj ; ı
0
j in increasing order

of j 2 N satis�es the no-backtracking condition or, in other words, is actually a

boundary expansion of some angle � .

To show that L.�/ D L, let .W
.n/

�
/n2N be the wedges associated to � and

recall that, by Theorem 3.4, we have that L.�/ D lim supn!1 1=Area.W
.n/

�
/,

where Area.W
.n/

�
/ is the minimum area with respect to � of the vectors in the

wedge W
.n/

�
. Let .nk/k2N be the sequence of accelerated times. Remark that

since .˛
1; : : : ; 
p�1/
K˛ is cuspidal, it is contained in a unique maximal cuspidal

word. For each j 2 N, let kj be such that the word .˛; 
1 : : : ; 
p�1/
K˛ in Cj

is contained in the kth
j cuspidal word of the decomposition (that is the cuspidal

word cnkj
; cnkj

C1; : : : ; cnkj C1�1). Since we are assuming that 
1; : : : ; 
p is right

parabolic, the cuspidal word which contains it is right cuspidal and, by Lemma 4.5,

we have that v
.n/
r D v

.nkj
/

r for any nkj
� n < nkj C1. Thus, we can compute

Area.v
.nkj

/

r ; �/ by evaluating Area.v
.n/
r ; �/ for n which corresponds to the �rst

occurrence of ˛ in the block .˛
1; : : : ; 
p�1/
K˛ in Cj and applying Corollary 5.2.

As j ! 1, recalling the form of the blocks Cj and using the convergence of



The Lagrange spectrum of a Veech surface has a Hall ray 1317

˛-forward and ˛-backward continued fractions (see Lemma 6.3), we get

lim
j !1

1

Area.v
.nkj

/

r ; �/

D
1

det.W˛/
.Œˇ0; : : : ; ˇn; : : : �

�
˛ CK�C Œ˛0; : : : ; ˛n; : : : �

C
˛ /

D L;

(5.8)

where the last equality is given by (5.6). On the other hand, by Proposition 4.7

(see 4.6b), we have that for nkj
< n < nkj C1 � 1

1

Area.v
.n/

l
; �/

�
4M0M2

c.S/2
�
4M0MN C1

c.S/2
< r � L;

where the last inequalities follow since M2 � MN C1 by De�nition (3.3) of Mn

and by choices of r (see (5.5)) and L. Furthermore, since by construction, for any

j , the word (5.7) does not contain any cuspidal word of length greater thanN �1,

we have that for any kj C 1 � k < kj C1, Nk WD nkC1 � nk � N � 1. Thus, again

by Proposition 4.7, we have that

1

Area.v
.n/
r ; �/

�
4M0MN C1

c.S/2
< L for nkj C1 � n < nkj C1

;

1

Area.v
.n/

l
; �/

�
4M0MN C1

c.S/2
< L for nkj C1 � 1 � n � nkj C1

:

This shows that the lim sup which gives L.�/ is achieved by (5.8) along the

subsequence of times .nkj
/j 2N and hence that L.�/ D L. �

6. The formula via ˛-backward and forward continued fractions

In this section we prove Theorem 5.1. We �rst prove some preliminary Lemmas

which are used to show the convergence of ˛-backward and ˛-forward continued

fractions.

6.1. Convergence of ˛-backward and ˛-forward continued fractions. Recall

that all matrices denote equivalence classes in PSL.2;R/. We say thatA is positive
(strictly positive) if there exists a representative of A in its equivalence class

in PSL.2;R/ (that is a matrix tA with t ¤ 0) with all entries positive (strictly
positive). As usual, AT denotes the transpose matrix of A.
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Lemma 6.1. Let ˛0˛1 : : : ˛k be any �nite word. The product

W �1
˛0
G˛0

: : :G˛k�1
W˛k

(6.1)

is positive if and only if ˛0 : : : ˛k satis�es the no-backtracking condition (2.2).
Furthermore, if ˛0 : : : ˛k satis�es the no-backtracking condition (2.2), the matrix
product (6.1) is strictly positive if and only if ˛0 : : : ˛k is not a cuspidal word.

Proof. Recall that for any ˛ 2 A, by de�nition,W˛ sends the cone RC �RC onto

the cone W˛. In order to prove the �rst statement, consider a word with two letters

˛0˛1. If ˛0 6D ˛1 then W˛1
� U˛0

D R
2 n W˛0

, so that G˛0
W˛1

� W˛0
and thus

W �1
˛0
G˛0

W˛1
.RC � RC/ � RC � RC:

On the other hand G˛0
D G�1

˛0
so that G˛0

.W˛1
/ D U˛0

and thus

W �1
˛0
G˛0

W˛0
.RC � RC/ D R� � RC:

Therefore the statement (1) is proved for k D 2. One can easily prove it inductively

for any k observing that we have the factorization

W �1
˛0
G˛0

G˛1
: : : G˛k

W˛kC1
D W �1

˛0
G˛0

: : :G˛k�1
W˛k

W �1
˛k
G˛k

W˛kC1
: (6.2)

The second part of the statement is easy to prove and we leave it to the reader. �

Fix a letter ˛ in A. In the previous section we have introduced two families of

matrices, A˛
ˇ

and B˛
ˇ

as ˇ varies in A, see (5.1) and (5.2). The next Lemma

summarizes the properties we need for ˛-forward and ˛-backward continued

fractions, which all follow easily from the previous Lemma.

Lemma 6.2. Let ˛˛0 : : : ˛k any �nite word that satis�es the no-backtracking
condition (2.2).

(1) The product A˛
˛0
A˛

˛1
: : : A˛

˛k�1
W �1

˛ G˛W˛k
is positive and it is strictly posi-

tive if and only if ˛˛0 : : : ˛k is not a cuspidal word.

(2) The productB˛
˛0
B˛

˛1
: : : B˛

˛k
RW T

˛ .W
T

˛k
/�1R is positive and it is strictly pos-

itive if and only if ˛˛1 : : : ˛k is not a cuspidal word.

(3) For any parabolic word 
0
1 : : : 
p�1 there exists � > 0 such that

A
0

1
: : : A
0


p�1
A
0


0
D

�
1 �

0 1

�
:

(4) For any ˛; ˇ 2 A we have

0 � W �1
˛ G˛Wˇ � 1 � C1; 0 � RW T

˛ .W
T

ˇ /
�1R � 1 � C1:

(5) The �nite continued fractions Œ˛0; ˛1; : : : ; ˛k�
˙
˛ 2 Œ0;C1�.
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Proof. Part .1/ follows from Lemma 6.1 since, by De�nition (5.1) of the matrices

A˛
˛i

D W �1
˛ G˛G˛i

G�1
˛ W˛ ,

A˛
˛0
A˛

˛1
: : : A˛

˛k�1
W �1

˛ G˛W˛k
D W �1

˛ G˛G˛1
: : : G˛k�1

W˛k
: (6.3)

For part .2/, observe that by De�nition (5.2) of the matrices

B˛
˛i

D RW T
˛ G

T
˛i
.W T

˛ /
�1R

we have that

B˛
˛0
: : : B˛

˛k
RW T

˛ .W
T

˛k
/
�1
R D RW T

˛ G
T
˛0
: : : GT

˛k
.W T

˛k
/
�1
R

D R.W �1
˛k
G˛k

: : : G˛0
W˛/

TR:
(6.4)

Since being positive is invariant under transposition and conjugation by R and

the sequence ˛k : : : ˛0˛ satis�es the no-backtracking condition, since ˛˛0 : : : ˛k

does, also part (2) follows from Lemma 6.1.

To prove .3/ recall that by part .1/ in Lemma 4.9 the productG
0
G
1

: : : G
p�1

is parabolic and �xes the vector vr

0

. Thus, by the equality in (6.3) we have

A
0

1
: : : A
0


p�1
A
0


0

�
1

0

�
D W �1


0
G
0

G
1
: : : G
p�1

W
0

�
1

0

�

D W �1

0
G
0

G
1
: : : G
p�1

vr

0

D W �1

0
vr


0

D

�
1

0

�
:

Moreover, positivity of � follows from Lemma 6.1.

Let us prove part .4/. If ˇ ¤ N̨ , the �rst set of inequalities follows since

the product W �1
˛ G˛Wˇ is positive by Lemma 6.1 and hence W �1

˛ G˛Wˇ � 1 �

Œ0;C1�. Otherwise, sinceW N̨ � 1 D vr
N̨ is a generator of the cone U˛ and hence,

since G˛U˛ D W˛ , it is mapped by G˛ to a generator of the cone W˛ , we get

that W �1
˛ G˛W N̨ � 1 � ¹0;1º. To prove the second set of inequalities, remark

�rst that if ˛ D ˇ we get trivially the identity matrix which �xes 1. Thus let us

assume that ˛ ¤ ˇ. Since RT D R and R is an involution in PSL.2;R/,

RW T
˛ .W

T
ˇ /

�1R D Œ.RW �1
˛ WˇR/

T ��1: (6.5)

Recall that by de�nition the matrixWˇ sends R˙ �R
˙ to the wedges ˙Wˇ � Wˇ

and since ˛ ¤ ˇ,Wˇ � .R2nW˛/. Thus, using also thatR.RC�R
C/ D R

C�R
C

and R.R˙ � R
�/ D R

� � R
˙, we get

RW �1
˛ WˇR .R

C � R
C/ � RW �1

˛ .R2 n W˛/ D R
C � R

� [ R
� � R

C:

Thus, �1 � RW �1
˛ WˇR � 0 � 0. Hence, since one can verify that .AT /�1 � z D

�1=A � .�1=z/, it follows from (6.5) that 0 � RW T
˛ .W

T
ˇ
/�1R � 1 � C1.
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Finally, part .5/ follows immediately from the De�nitions (5.3) and (5.4) of

˛-forward and ˛-backward continued fractions and part .1/ when k � 1 and part

.4/ for Œ˛0�
˙
˛ . �

We can now prove that the ˛-forward and ˛-backward continued fractions

introduced in the previous section are well de�ned. This follows immediately

from the following Lemma.

Lemma 6.3. Assume that .˛n/n2N satis�es the no-backtracking condition and
˛0 ¤ ˛ 2 A. Then the �nite ˛-forward and backward continued fractions
Œ˛0; ˛1; : : : ; ˛n�

˙
˛ converge.

Proof. Set

A.n/ WD A˛
˛0
A˛

˛1
: : : A˛

˛n�1
W �1

˛ G˛W˛n
;

and

B.n/ WD B˛
˛0
B˛

˛1
: : : B˛

˛n
RW T

˛ .W
T

˛n
/�1R:

We will show that both
T

n2N.A
.n/ � RC/ and

T
n2N.B

.n/ � RC/ are non-empty

and consist of a unique point.

By the equalities (6.3) and (6.4), the factorization (6.2) and Lemma 6.1, we

have that

A.nC1/ � RC D .W �1
˛ G˛G˛0

: : :G˛n�1
W˛n

/.W �1
˛n
G˛n

W˛nC1
/ � RC

� A.n/ � RC

and

B.nC1/ � RC D .RW T
˛ G

T
˛0
: : :GT

˛n
.W T

˛n
/
�1
R/.RW T

˛n
GT

˛nC1
.W T

˛nC1
/
�1
R/

� B.n/ � RC:

Thus, both are intersections of nested sets. Furthermore, if v.n/ and w.n/ denote

the two column vectors of A.n/, we have that

jA.n/ � 0 � A.n/ � 1j � †.v.n/; w.n// �
c

jv.n/jjw.n/j

and a similar estimate holds for jB.n/ � 0 � B.n/ � 1j. Thus, to prove that the

intersections consists of a unique point it is enough to show that the norm of A.n/

andB.n/ are growing. If .˛n/n2N is eventually cuspidal, one of the column vectors

inA.n/ (resp.B.n/) is eventually constant for n large, but the other grows linearly in

norm, thus we are done. On the other hand, if .˛n/n2N is not eventually cuspidal,

by Lemma 6.1, A.n/ and B.n/ factorize as shown above in arbitrarily many factors

which are strictly positive, hence their norms also grow. This concludes the

proof. �
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6.2. The proof of Theorem 5.1. Let .˛n/n2N be the cutting sequence associated

to � . Let W
.n/

�
be the sequence of matrices de�ned by Equation (3.2). We write

W
.n/

�
D

 
Re� .v

.n/
r / Re� .v

.n/

l
/

Im� .v
.n/
r / Im� .v

.n/

l
/

!
:

The key remark to obtain an expression which splits past and future of the coding

is the following. Since G˛0
; : : : ; G˛n�1

are in SL.2;R/ we have

det.W˛n
/ D detW

.n/

�
D Re� .v

.n/
r / Im� .v

.n/

l
/ � Re� .v

.n/

l
/ Im� .v

.n/
r / > 0:

Moreover Area.v
.n/
r ; �/ D Re� .v

.n/
r / � Im� .v

.n/
r /, and therefore

1

Area.v
.n/
r ; �/

D
1

Re� .v
.n/
r / � Im� .v

.n/
r /

D
1

det.W˛n
/

Re� .v
.n/
r / Im� .v

.n/

l
/ � Re� .v

.n/

l
/ Im� .v

.n/
r /

Re� .v
.n/
r / � Im� .v

.n/
r /

D
1

det.W˛n
/

� Im� .v
.n/

l
/

Im� .v
.n/
r /

C
� Re� .v

.n/

l
/

Re� .v
.n/
r /

�
:

(6.6)

The following Lemma describes how the two terms in the parenthesis transform

as n changes. From the previous formula and the Lemma the continued fraction

formula will be then easily deduced.

Lemma 6.4. For any n we have

Im� .v
.n/

l
/

Im� .v
.n/
r /

D B˛n
˛n�1

: : : B˛n
˛0
RW T

˛n
.W T

˛0
/�1R �

Im� .v
l
0/

Im� .v
r
0/
: (6.7)

Moreover for any integer k > 0 we have

� Re� .v
.n/

l
/

Re� .v
.n/
r /

D A˛n
˛nC1

: : : A˛n
˛nCk�1

W �1
˛n
G˛n

W˛nCk
�

� Re� .v
l
nCk

/

Re� .v
r
nCk

/
: (6.8)

The proof of the Lemma exploits the following linear algebra exercise (see

Lemma 6.5). Consider two matrices W and W 0 with column vectors respectively

vr , vl and wr , wl , that is

W D

�
Re.vr/ Re.vl/

Im.vr/ Im.vl/

�
and W 0 D

�
Re.wr/ Re.wl/

Im.wr/ Im.wl/

�
:

Given �=2 � � < �=2, recall that r� is the rotation sending the direction � onto

the vertical direction � D 0. Remark that

r� �W D

�
Re� .v

r/ Re� .v
l/

Im� .v
r/ Im� .v

l/

�
and r� �W 0 D

�
Re� .w

r/ Re� .w
l/

Im� .w
r/ Im� .w

l/

�
:
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Lemma 6.5. Consider a matrix A with det.A/ > 0 such that W 0 D W � A. Then
we have

Im� .w
l/

Im� .w
r/

D

�
0 1

1 0

�
� AT �

�
0 1

1 0

�
�

Im� .v
l/

Im� .v
r/
;

and

� Re� .v
l/

Re� .vr/
D A �

� Re� .w
l/

Re� .wr/
:

Proof. We obviously have r� �W 0 D r� �W � A. Observe that we have

�
a b

c d

��1

D

�
d �b

�c a

�
; where

�
a b

c d

�
WD A;

where equality hold in PSL.2;R/ even if ad � bc D det.A/ 6D 1. The Lemma

follows directly by a computation starting from the product

�
Re� .v

r/ Re� .v
l/

Im� .v
r/ Im� .v

l/

�
�

�
a b

c d

�

D

�
aRe� .v

r/C c Re� .v
l/ b Re� .v

r/C d Re� .v
l/

a Im� .v
r/C c Im� .v

l/ b Im� .v
r/C d Im� .v

l/

�
: �

Proof of Lemma 6.4. For any n � 1, Equation (3.2) can be rewritten recursively

as W
.n/

�
D W

.n�1/

�
Hn in terms of the matrix

Hn WD W �1
˛n�1

G˛n�1
W˛n

:

We �rst prove Equation (6.7). Observe that that for any n � 2 we have

HT
n H

T
n�1 D W T

˛n
GT

˛n�1
GT

˛n�2
.W T

˛n�2
/�1:

We have r�Wi D r�Wi�1Hi for any i with 1 � i � n and moreover R2 D Id, thus

Lemma 6.5 implies

Im� .v
.n/

l
/

Im� .v
.n/
r /

D RHT
n R �

Im� .v
l
n�1/

Im� .v
r
n�1/

D RHT
n R : : :RH

T
1 R �

Im� .v
l
0/

Im� .v
r
0/

D RW T
˛n
GT

˛n�1
: : : GT

˛1
GT

˛0
.W T

˛0
/�1R �

Im� .v
l
0/

Im� .v
r
0/

D B˛n
˛n�1

: : : B˛n
˛0
RW T

˛n
.W T

˛0
/�1R �

Im� .v
l
0/

Im� .v
r
0/
;

where the last inequality follows from the de�nition (5.2) of

B˛
ˇ D RW T

˛ G
T
ˇ .W

T
˛ /

�1R:
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Now we prove Equation (6.8). For any integer k > 0 we have

r�W
.iC1/

�
D r�W

.i/

�
HiC1; for any i with n � i � nC k � 1;

thus Lemma 6.5 implies

� Re� .v
.n/

l
/

Re� .v
.n/
r /

D HnC1 : : :HnCk �
� Re� .v

l
nCk

/

Re� .v
r
nCk

/

D W �1
˛n
G˛n

: : :G˛nCk�1
W˛nCk

�
� Re� .v

l
nCk

/

Re� .v
r
nCk

/

D A˛n
˛nC1

: : : A˛n
˛nCk�1

W �1
˛n
G˛n

W˛nCk
�

� Re� .v
l
nCk

/

Re� .v
r
nCk

/
;

where the last inequality follows from the de�nition (5.1) of

A˛
ˇ WD W �1

˛ G˛GˇG
�1
˛ W˛: �

We have now all elements to conclude the proof of Theorem 5.1.

Proof of Theorem 5.1. By (6.6) and Lemma 6.4

1

Area.v
.n/
r ; �/

D
1

det.W˛n
/

� Im� .v
.n/

l
/

Im� .v
.n/
r /

C
� Re� .v

.n/

l
/

Re� .v
.n/
r /

�

D
1

det.W˛n
/

�
B˛n

˛n�1
: : : B˛n

˛0
RW T

˛n
.W T

˛0
/�1R �

Im� .v
l
0/

Im� .v
r
0/

C A˛n
˛nC1

: : : A˛n
˛nCk�1

W �1
˛n
G˛n

W˛nCk
�

� Re� .v
l
nCk

/

Re� .v
.nCk/
r /

�
:

Thus, by Lemma 6.3 and by De�nitions (5.3) and (5.4) of ˛n-forward and ˛n-back-

ward continued fractions,

1

Area.v
.n/
r ; �/

�
1

det.W˛n
/
.B˛n

˛n�1
: : : B˛n

˛0
RW T

˛n
.W T

˛0
/�1R � 1

C A˛n
˛nC1

: : : A˛n
˛nCk�1

W �1
˛n
G˛n

W˛nCk
� 1/

D
1

det.W˛n
/
.Œ˛n�1; : : : ; ˛0�

�
˛n

C Œ˛nC1; ˛nC2; : : : �
C
˛n
/:
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We have thus proved the �rst formula of Theorem 5.1. The second one, that is

the formula for Area.v
.n/

l
; �/ follows trivially from the �rst one observing that we

have
1

Area.v
.n/

l
; �/

D
1

det.W˛n
/

� Im� .v
.n/
r /

Im� .v
.n/

l
/

C
Re� .v

.n/
r /

� Re� .v
.n/

l
/

�
:

This concludes the proof of Theorem 5.1. �

Proof of Corollary 5.2. Let ˛
1 : : : 
p�1 be the right parabolic word starting with

˛ 2 A. By Lemma 6.1 there exists �˛ > 0 such that

A˛

1
: : : A˛


p�1
A˛

˛ D

�
1 �˛

0 1

�
:

Thus, for any n such that ˛nC1 : : : ˛nCp D 
1 : : : 
p�1˛, we have that

Œ˛nC1; ˛nC2; : : : �
C
˛ D Œ
1; : : : ; 
p�1; ˛; ˛nCpC1; ˛nCpC2; : : : �

C
˛

D A˛

1
: : : A˛


p�1
A˛

˛ � Œ˛nCpC1; ˛nCpC2; : : : �
C
˛

D �˛ C Œ˛nCpC1; ˛nCpC2; : : : �
C
˛ :

Hence, recalling that ˛n D ˛, the Corollary follows immediately by Theorem 5.1.

�

7. Cantor sets

In this section we explain with more details the construction of the Cantor sets

introduced in § 5 and we prove the technical Proposition 5.3.

7.1. Hall’s gap condition. Let K be any Cantor set in R. A slow subdivision of

K is a family of closed sets .K.n//n2N satisfying the following properties.

(1) Any set K.n/ is the union of disjoint closed intervals.

(2) For any n there is exactly one compact interval K in K.n/ and a non-empty

open subinterval BK of K such that

I \ K.nC 1/ D K n BK D KL tKR;

whereKL andKR are two disjoint, non-empty, closed subintervals in K.nC

1/. In particular K.n C 1/ � K.n/ and K.n C 1/ is obtained removing the

interval BK from K.

(3) We have \
n2N

K.n/ D K:
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Remark that if B1; : : : ; Bn; : : : is any enumeration of the holes of K, setting

K.0/ D ŒminK;maxK� K.n C 1/ and K.n C 1/ D K.n/ n BnC1 we obtain a

slow subdivision of K.

We say that a slow subdivision .K.n//n2N of the Cantor set K satis�es the gap
condition if for any n, the interval BK � K 2 K.n/ such that K.n C 1/ \ K D

K n BK (see .2/ in the de�nition above) satis�es

jBK j < jKLj and jBK j < jKRj:

We say that the Cantor set K satis�es the gap condition if it admits a slow

subdivision which satis�es the gap condition. We call holes of a Cantor set K

the connected components of the complement which are contained in the interval

ŒminK;maxK�. Remark that holes are maximal open intervals in the complement.

Given two Cantor sets K and F, we say that the pair of Cantor sets .K;F/

satis�es the size condition if the length jKj of K is bigger than the length of any

hole in F and vice versa the length jFj of F is bigger than the length of any hole

in K.

We have the following

Theorem 7.1 (Hall). Let K and F be two Cantor sets in R, each one satisfying
the gap condition. Assume that the pair .K;F/ satis�es the size condition. Then
we have

K C F D Œmin.K/C min.F/;max.K/C max.F/�:

This result is a slight reformulation5 of the Theorem proved in [6, pp. 968–

970] which is a key part in the original proof of the existence of the Hall ray for

the classical spectrum. For the convenience of the reader, we include a proof of

this Theorem in the Appendix A.

In the next sections we will show that forN su�ciently large the Cantor sets we

consider satisfy the gap and size conditions and hence we can apply Theorem 7.1

to prove Proposition 5.3.

7.2. Description of the Cantor sets holes. Throughout the section, we �x a

letter ˛ 2 A and a positive integer N . To simplify the notation, we denote by

K WD K˛
N and by K

˙ the Cantor sets K
˙
N;˛ . Similarly, we will denote by Aˇ

(resp. Bˇ ) the matrices A˛
ˇ

(resp. B˛
ˇ

) introduced in § 5, see (5.1, 5.2), dropping

the explicit dependence on ˛. For any word ˛0 : : : ˛n which satis�es the no-

backtracking condition (2.2), let us de�ne

I˙
˛ .˛0; ˛1; : : : ; ˛n/ D ¹Œˇ0; ˇ1; : : : ; ˇn; : : : �

˙
˛ W .ˇn/n2N satis�es (2.2) and

ˇi D ˛i for 0 � i � nº:

5 The theorem proved by Hall in [6, pp. 968–970] is stated for ternary Cantor sets. Hall
assumes a condition that is equivalent to the size condition for ternary Cantor sets.
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One can see that I˙
˛ .˛1; : : : ; ˛n/ are closed intervals in R and that for �xed n

they have disjoint interiors and cover R. Furthermore, it follows from part .5/ of

Lemma 6.2 that

Œ0;C1� D
[

ˇ¤ N̨

IC
˛ .ˇ/; Œ0;C1� D

[
ˇ¤ N̨

I�
˛ .ˇ/: (7.1)

It hence follows from their de�nition that the sets K
˙ are obtained by removing

from Œ0;C1� all intervals of the form

I˙
˛ .˛1; : : : ; ˛n�N ; ˇ1; : : : ; ˇN /; with ˇ1 : : : ˇN cuspidal word.

We can also assume that ˛1 : : : ˛n�N does not contain any cuspidal word of length

N . We will call intervals of this form deleted intervals of level n. Notice that two

such intervals cannot intersect in their interior, but deleted intervals of di�erent

levels can have common endpoints. More precisely, any deleted interval of level n

has a common endpoint with a deleted interval of level nCN . Thus, to describe

the Cantor set structure of K˙, we are now going to group deleted intervals to

describe holes of the Cantor set.

We will give de�nitions for KC and K
� in parallel. By Lemma 6.2, let

xC
0 WD 0 < xC

1 < � � � < xC
2d�2

< xC
2d�1

WD C1

be the endpoints of the intervals IC
˛ .ˇ/, ˇ ¤ N̨ , arranged in increasing order.

Similarly let

x�
0 WD 0 < x�

1 < � � � < x�
2d�2 < x

�
2d�1 WD C1

be the endpoints of the intervals I�
˛ .ˇ/, ˇ ¤ N̨ also in increasing order. By

convention, we also set x˙
2d�1

D C1 D �1.

Notation 7.2. For each 0 � i � 2d � 1, let ��
i and ��

i denote the letters such

that x�
i is a right endpoint of I�

˛ .�
�
i / and a left endpoint of I�

˛ .�
�
i /. Similarly let

�C
i and �C

i denote the letters such that xC
i is a right endpoint of IC

˛ .�
C
i / and a left

endpoint of IC
˛ .�

C
i /, see Figure 5.

Figure 5. A schematic representation of the Cantor set KC. The dashed segments are some

holes of level zero.



The Lagrange spectrum of a Veech surface has a Hall ray 1327

For any x˙
i with 0 � i � 2d � 1, let us group the deleted intervals around

x˙
i as follows. Let I˙

˛ .ˇ1; : : : ; ˇN / be the unique deleted interval of length N

which has x˙
i as left endpoint, namely assume ˇ1 : : : ˇN is the unique left cuspidal

word that start with ˇ1 WD �˙
i (see Remark 4.2). Consider the right endpoint of

I˙
˛ .ˇ1; : : : ; ˇN /. There exists a unique deleted interval of length 2N which has

this point as its left endpoint. Continuing in this way, de�ne at step k a deleted

interval of length kN whose left endpoint coincide with the right endpoint of the

interval at step k � 1. Since the size of these intervals shrink exponentially in k,

there exists a point r˙
i de�ned as limit point of the right endpoints of these intervals

as k grows. Repeating the construction on the other side, we can de�ned similarly

the points l˙i . Remark that for 0 � i � 2d � 2 we have that l˙i < x˙
i < r˙

i and

by construction the intervals .l˙i ; r
˙
i / for 0 � i � 2d � 2 and .�1; r2d�1/ and

.l2d�1;C1/ are union of deleted intervals.

De�nition 7.3. The holes of �rst generation for K˙ are the intervals .l˙i ; r
˙
i / for

0 < i < 2d � 1. The holes of generation k for K
C, whose union will be denoted

HC
k

, consist of all intervals of the form

.A˛1
: : : A˛k

� lCi ; A˛1
: : : A˛k

� rC
i /; �C

i ¤ ˛k ; �
C
i ¤ ˛k ;

where ˛1 : : : ˛k are the �rst letters of a sequence .˛n/n2N 2 K. The holes of
generation k for K�, whose union will be denoted H�

k
, consist of all intervals of

the form

.B˛1
: : : B˛k

� l�i ; B˛1
: : : B˛k

� r�
i /; ��

i ¤ ˛k ; �
�
i ¤ ˛k;

where ˛1 : : : ˛k are the �rst letters of a sequence .˛n/n2N 2 K.

Lemma 7.4. The mimima and maximam˙ andM˙ of K˙ are given bym˙ D r˙
0

and M˙ D l˙
2d�1

. The Cantor sets K
˙ are obtained removing from Œm˙;M˙�

the union over k of all holes of generation k, that is

K
˙ D Œm˙;M˙� n

[
k

H˙
k D Œr˙

0 ; l
˙
2d�1� n

[
k

H˙
k :

Proof. Let us �rst show that K˙ are closed. If y˙ belongs to the complement of

K
˙, it is described by a word .˛n/n2N 2 K which contains a parabolic word of

length N and thus y˙ belongs to some deleted interval for K˙, call it I . Remark

that the endpoints of I are described by eventually cuspidal words. Thus, either

.˛n/n2N is not eventually cuspidal and hence y˙ belongs to the interior of I , or

.˛n/n2N is eventually cuspidal and it has another eventually cuspidal expansions

.ˇn/n2N. In this case, for n large enough, y˙ is the common endpoint of the two

adjacent deleted intervals I.˛1; : : : ; ˛n/ and I.ˇ1; : : : ; ˇn/. In both cases, y˙ is

contained in an open interval in the complement of K˙ and thus K˙ is closed.
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Let us denote by @H˙
k

the endpoints of holes of generations k for K˙. We will

show �rst that [
k

@H˙
k

� K
˙ � Œm˙;M˙� n

[
k

H˙
k (7.2)

and then that the inclusions are indeed equalities. It follows from Lemma 6.2

and the de�nitions of K˙ and ˛-continued fractions that K˙ � Œ0;C1�. Let us

now show that r˙
i for 0 � i < 2d � 1 and l˙i for 0 < i � 2d � 1 belong to

K
˙. This implies in particular that r˙

0 and l˙
2d�1

are respectively the minimum

and maximum of K˙, since by construction Œ0; r˙
0 / and .l˙

2d�1
;C1� are union

of deleted intervals and hence do not intersect K˙. If, by contradiction, rC
i does

not belong to K
C, it is contained in the interior of a deleted interval Ia or it is

the common endpoint of two deleted intervals Ib and Ic respectively of levels n

and n C N , for some n. In both cases, since rC
i is the limit point of the right

endpoints of deleted intervals of shrinking size, one can �nd a deleted interval

which is strictly contained in either Ia, Ib or Ic . Since deleted intervals cannot

intersect in their interior, we have a contradiction. Similarly, one can show that all

the endpoints of holes of generations k for K˙ belong to K˙. Indeed, remark �rst

that if I˙ WD I˙.ˇ1; : : : ; ˇn/,

A˛1
: : : A˛k

� IC D IC.˛1; : : : ; ˛k ; ˇ1; : : : ; ˇn/; (7.3a)

and

B˛1
: : : B˛k

� I� D I�.˛1; : : : ; ˛k ; ˇ1; : : : ; ˇn/: (7.3b)

Thus, consider for example the hole endpoint A˛1
: : : A˛k

� lCi (the others are

treated similarly). If it did not belong to K
C, it would belong to the interior

of a deleted interval of the form IC.˛1; : : : ; ˛k; ˇ1; : : : ; ˇn/ or it would be the

common endpoint of two intervals of a similar form of two di�erent levels n and

n C N for some n. In the �rst case, by (7.3), lCi would belong to the interior

of IC.ˇ1; : : : ; ˇn/, which is also a deleted interval and this, as we proved above,

gives a contradiction. In the second case, Equation (7.3) would similarly imply

that we can �nd a deleted interval which has lCi as an endpoint and contains a

deleted interval of smaller size. This proves that [k@H
˙
k

� K
C. Since K

C is

closed, we have shown the �rst inclusion in (7.2).

To prove the second inclusion in (7.2), remark that the holes in HC
k

(resp.

H�
k

) are by construction union of intervals of the form A˛1
: : : A˛k

� IC (resp.

B˛1
: : : B˛k

� I�) where I˙ are deleted intervals, which, by (7.3) are again

deleted intervals. Thus, HC
k

is included in the complement of K
˙ and hence

K
˙ � Œm˙;M˙� n [kH

˙
k

.

Remark also that Œm˙;M˙� n [kH
˙
k

is obtained removing open intervals and

hence is closed. We proved at the beginning that K˙ is also closed. Thus, to

conclude it is enough to show that [k@H
˙
k

is dense in Œm˙;M˙� n [kH
˙
k

, since

taking its closure this forces the inclusions in (7.2) to be equalities. A point in
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ŒmC;MC� n [n
kD0

HC
k

(the treatment of H�
k

is analogous) belongs to an intersec-

tion in k of complementary intervals to HC
k

, which are intervals of the form

.A˛1
: : : A˛k

� rC
i ; A˛1

: : : A˛k
� lCiC1/; �˙

i ¤ ˛k ; �
C
iC1 ¤ ˛k : (7.4)

Since, by Notation 7.2, rC
i 2 IC.�C

i / and lCiC1 2 IC.�C
iC1/, the assumption on

�C
i and �C

iC1, (7.3) and (7.1) imply that A˛k
� rC

i and A˛k
� lCiC1 both belong to

Œ0;C1�. Thus, the interval (7.4) is contained in A˛1
: : : A˛k�1

� Œ0;C1�, whose

size shrinks to zero as k grows by Lemma 6.3. Density of endpoints follows. �

7.3. Veri�cation of the gap condition and end of the proof. In this section,

we give the proof of Proposition 5.3. In order to verify the gap condition for the

Cantor sets K
˙, we will use the following general estimate on the distortion of

distances under a Möbius transformation.

Lemma 7.5. Consider a Möbius transformation g.t/ D .at C b/=.ct C d/ with
ad � bc D 1 and �x two real numbers x < y such that the pole g�1.1/ D �d=c

of g does not belong to the closed interval Œx; y�. For any t with x < t < y the
estimates below hold.

(1) If g�1.1/ < x then we have

jx � t j

jy � t j
<

jg.x/ � g.t/j

jg.y/ � g.t/j
<

jy � g�1.1/j2

jx � g�1.1/j2
jx � t j

jy � t j
:

(2) If y < g�1.1/ then we have

jy � g�1.1/j2

jx � g�1.1/j2
jx � t j

jy � t j
<

jg.x/ � g.t/j

jg.y/ � g.t/j
<

jx � t j

jy � t j
:

Proof. We just prove the �rst case, the second being the same. Recall that

jg0.t /j D jct C d j�2 and that this is a decreasing function on Œx; y�, since the

pole of g satis�es g�1.1/ < x. We have

jg0.t /j � jt � xj < jg.t/ � g.x/j < jg0.x/j � jt � xj;

jg0.t /j � jt � yj > jg.t/ � g.y/j > jg0.y/j � jt � yj:

Thus the Lemma follows recalling that for any pair of points r and s we have

jg0.r/j

jg0.s/j
D
.cs C d/2

.cr C d/2
D
.s � .�d=c//2

.r � .�d=c//2
D
.s � g�1.1//2

.r � g�1.1//2
: �

The key ingredient to verify the gap condition for KC is the following lemma,

in which the length of a hole in HC
k

is compared with the lengths of the adjacent

intervals in the complement of HC
k

.
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Lemma 7.6. If N is su�ciently large, for any sequence .˛n/n2N in K D K˛
N , any

k and any 0 � i � 2d � 1 such that both �C
i 6D ˛k and �C

i 6D ˛k , the following
two conditions are satis�ed:

j.A˛1
: : : A˛k

� lCi ; A˛1
: : : A˛k

� rC
i /j < j.A˛1

: : : A˛k
� rC

i�1; A˛1
: : : A˛k

� lCi /j;

j.A˛1
: : : A˛k

� lCi ; A˛1
: : : A˛k

� rC
i /j < j.A˛1

: : : A˛k
� rC

i ; A˛1
: : : A˛k

� lCiC1/j;

where the index i in rC
i ; l

C
i should be considered modulo 2d .

Proof. Let z 7! g.z/ denote the Möbius transformation given by the matrix

A˛1
: : : A˛k

. It is convenient to change coordinates to reduce to a standard interval

as follows. For any 0 � i � 2d � 1, let  i be the unique Möbius transformation

that sends xi�1, xi and xiC1 respectively to �1, 0 and 1. Consider the Möbius

transformation gi WD g ı  �1
i and remark that g.z/ D gi . i .z//. Thus, if we set

l 0i WD  i .l
C
i /; r 0

i WD  i .r
C
i /; for 0 � i � 2d � 1;

we equivalently want to show that

j.gi .l
0
i / � gi .r

0
i//j

jg.r 0
i�1/ � gi .l

0
i //j

D
j.g.lCi / � g.rC

i //j

jg.rC
i�1/ � g.lCi /j

< 1; (7.5a)

and

j.gi .l
0
i / � gi .r

0
i //j

jgi .l
0
iC1/ � g.r 0

i //j
D

j.g.lCi / � g.rC
i //j

jg.lCiC1/ � g.rC
i /j

< 1: (7.5b)

Remark that for any 0 � i � 2d � 1 we have

� 1 < r 0
i�1 < l

0
i < 0 < r

0
i < l

0
iC1 < 1: (7.6)

Recall that for any 0 � i � 2d � 1 the points lCi D lCi .N / and rC
i D rC

i .N /

de�ned in § 7.2 converge to xi as N grows. Thus, by continuity of gi , it follows

that for any 0 � i � 2d � 1

lim
N !1

r 0
i�1.N / D �1; lim

N !1
r 0

i .N / D lim
N !1

l 0i .N / D 0; lim
N !1

l 0iC1.N / D 1:

(7.7)

Consider N D 2 and set l 0i WD l 0i .2/ and r 0
i WD ri.2/

0. Fix a constant C > 1 such

that

sup
0�i�2d�2

4

jl i C 1j2
< C and sup

0�i�2d�2

4

j1 � r i j
2
< C:
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We can then choose N > 1 large enough so that we have both

sup
0�i�2d�2

jl 0i � r 0
i j

jl 0iC1 � r 0
i j
<
1

C
and sup

0�i�2d�2

jl 0i � r 0
i j

jl 0i � r 0
i�1j

<
1

C
; (7.8)

which is possible since by (7.7), as N grows, l 0i � r 0
i tends to 0, while the denom-

inators both tend to 1.

Observe now that, since IC.�C
i / D Œxi�1; xi � and IC.�C

i / D Œxi ; xiC1�, by

Notation 7.2, the assumptions �C
i 6D ˛k and �C

i 6D ˛k guarantee (by (7.3) and

Lemma 6.2) that the image of the interval .xi�1; xiC1/ under g is contained in

RC and thus that the pole g�1.1/ does not belong to the interior of the interval

.xi�1; xiC1/ whereas it may be one of the endpoints. It follows that for any

0 � i � 2d � 1 the closed interval Œr 0
i�1; l

0
iC1� � .�1; 1/ D  i ..xi�1; xiC1//

does not contain the pole g�1
i .1/.

If g�1
i .1/ < �1 < r 0

i�1, Lemma 7.5 (applied to x WD r 0
i�1; t WD l 0i ; y WD r 0

i )

and (7.8) imply that

jgi .l
0
i / � gi .r

0
i/j

jgi .r
0
i�1/ � gi .l

0
i /j
<

jl 0i � r 0
i j

jr 0
i�1 � l 0i j

<
1

C
< 1: (7.9)

Again Lemma 7.5, applied this time to x WD l 0i ; t WD r 0
i ; y WD l 0iC1, also gives that

jgi .l
0
i / � gi .r

0
i /j

jgi .l
0
iC1/ � gi .r

0
i /j
<

jl 0iC1 � g�1
i .1/j2

jl 0i � g�1
i .1/j2

jl 0i � r 0
i j

jl 0iC1 � r 0
i j
: (7.10)

Using that g�1
i .1/ < �1 and the function z 7! jl 0iC1 �zj=jl 0i �zj is monotonically

increasing for z < l 0i and that by (7.6) we have l 0iC1 < 1, while l 0i � l 0i sinceN � 2,

we have
jl 0iC1 � g�1

i .1/j2

jl 0i � g�1
i .1/j2

�
j1 � .�1/j2

jl 0i � .�1/j2
<

4

jl i C 1j2
< C:

This, together with (7.10) and (7.8), concludes with (7.9) the proof of the two

inequalities in (7.5).

If l 0iC1 < 1 < g
�1
i .1/, reasoning in a similar way, Lemma 7.5 and (7.8) imply

that
jgi .l

0
i / � gi .r

0
i /j

jgi .l
0
iC1/ � gi .r

0
i /j
<

jl 0i � r 0
i j

jl 0iC1 � r 0
i j
<
1

C
;

and, using that this time z 7! .z � r 0
i�1/

2=.z � r 0
i /

2 is increasing for z > r 0
i ,

r 0
i�1 < xi�1 and that r i � r 0

i since N � 2, also that

jgi .l
0
i / � gi .r

0
i /j

jgi .r
0
i�1/ � gi .l

0
i /j

<
jr 0

i�1 � g�1
i .1/j2

jr 0
i � g�1

i .1/j2

jl 0i � r 0
i j

jr 0
i�1 � l 0i j

<
4

j1 � r 0
i j

2

jl 0i � r 0
i j

jr 0
i�1 � l 0i j

< 1:

This concludes the proof. �
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An analogous Lemma, whose proof we leave to the reader, also holds for the

Cantor set K�.

Lemma 7.7. If N is su�ciently large, let .˛n/n2N be any sequence in K D K
˛
N .

Then for any k and any 0 � i � 2d � 1 such that both ��
i 6D ˛k and ��

i 6D ˛k the
following two conditions are satis�ed:

j.B˛1
: : : B˛k

� l�i ; B˛1
: : : B˛k

� r�
i /j < j.B˛1

: : : B˛k
� r�

i ; B˛1
: : : B˛k

� l�iC1/j;

j.B˛1
: : : B˛k

� l�i ; B˛1
: : : B˛k

� r�
i /j < j.B˛1

: : : B˛k
� r�

i�1; B˛1
: : : B˛k

� l�i /j;

where the index i in r�
i ; l

�
i should be considered modulo 2d .

Proof of Proposition 5.3. Remark that as N tends to in�nity, the minima m˙
N

and maxima M˙
N of K

˙
˛;N (which by Lemma 7.4 are given by r˙

0 and l˙
2d�1

)

tend respectively to 0 and C1. Thus, the size of K
˙ increases as N grows.

Furthermore, the holes in K
˙ shrink exponentially. Hence, we can choose N

large enough such that (1) MC
N C M�

N � mC
N � m�

N > �; (2) the size of K
C

and K
� is larger than the size of any hole, i.e. the size condition holds and in

addition (3) both Lemma 7.6 and Lemma 7.7 hold. According to Lemma 7.6 the

Cantor set KC admits a slow subdivision satisfying the gap condition. Indeed,

the holes in K
C are described in Lemma 7.4 and the �rst 2d � 1 D jAj � 1

levels K
C.1/ � � � � � K

C.2d � 1/ of the subdivision are de�ned just removing,

in any order, the holes corresponding to holes of �rst generation. Similarly, the

next .2d � 1/2 levels of the subdivision are de�ned removing, in any order, the

holes of second generation and so on. It is clear that at every step the intervals

KL; KR � KC.n/ as in property .2/ of the de�nition of slow subdivision are

larger than the ones considered in Lemma 7.6 and hence the gap condition holds.

Similarly, Lemma 7.4 and Lemma 7.7 imply that the Cantor set K
� admits a

slow subdivision satisfying the gap condition. Hence, applying Hall’s Theorem

(Theorem 7.1) one gets the desired conclusion. �

Appendix A. Hall’s theorem on the sums of Cantor sets

In this appendix we include, for completeness’ sake, the proof of Theorem 7.1.

Consider any Cantor setK and let .Bi/i2N be the collection of its holes. A slow

subdivision .K.n//n2N for K is called a monotone slow subdivision if the holes

B1; : : : ; Bn; : : : such that for any n K.nC 1/ D K.n/ n BnC1 are ordered by size,

i.e. jBnC1j � jBnj for any n. It is hence clear that a monotone slow subdivision

always exist.
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LetK be a compact interval and let B be an open interval with B � K, where

the inclusion is obviously strict. De�ne the two closed subintervals KL and KR

of K such that K D KL tB tKR. As suggested by the notation, we assume that

KL is on the left side of B and KR is on the right side of B .

Lemma A.1. Let .K.n//n2N be a monotone slow subdivision for the Cantor setK.
If K admits another slow subdivision .zK.n//n2N which satis�es the gap condition,
then also the monotone slow subdivision .K.n//n2N satis�es the gap condition.

Proof. Fix any n, consider the interval K in the level K.n/ and the hole BK � K

such that K.n C 1/ \ K D K n BK . Let KL and KR be as usual the closed

subintervals of K such that K D KL tBK tKR. Let us show that jBKj < jKRj,

the proof of jBK j < jKLj being the same.

Consider the integerm and the interval zK of the zK.m/ such thatB zK D BK , i.e.
zK.mC1/\ zK D zK nBK and let zKL and zKR be the closed subintervals of zK such

that zK D zKL t BK t zKR. Let B be the hole in K whose left endpoint coincides

with the right endpoint ofK (and ofKR). Remark that since the slow subdivision

..K.n//n2N is a monotone slow subdivision then we have jBj � jBKj. Since by

assumption .zK.n//n2N satis�es the gap condition, we have jBK j < j zKRj. If by

contradiction jBK j � jKRj, sinceKR and zKR have the same endpoints,KR must

be strictly contained in zKR. Equivalently, this means that we have zKR \ B ¤ ¿.

Remark that for any given slow subdivision for K, any interval of any level of the

subdivision strictly contains all the holes which intersect it. Thus we must have

B � zKR. Hence, the interval zKR contains the hole B and KR is a connected

component of zKR n B and jBj � jBKj � jKRj. Since for some m0 > m the

hole B is removed from zKR, this implies that the gap condition cannot hold

for zK.m0/, thus giving a contradiction and concluding the proof by absurd that

jBK j < jKRj. �

Hall’s Theorem is proved iterating the simple argument stated in the Lemma

below, whose proof is left to the reader (see also Lemma 2 in Chapter 4 in [2]).

Lemma A.2. Let K and F be two compact intervals. Let B be an open interval
contained in K. If jBj < jF j then

K C F D .KL C F / [ .KR C F /:

Remark that the intervalsKL CF andKR CF in the Lemma are not disjoint,

indeed they are closed and the sum K C F is connected.

Proof of Theorem 7.1. Let .K.n//n2N and .F.n//n2N be slow monotone subdivi-

sions respectively forK andF. Since by assumptionK andF admit a slow subdivi-

sion which satisfy the gap condition, by Lemma A.1 also .K.n//n2N and .F.n//n2N

satisfy the gap condition. Set K0 WD ŒminK;maxK� and F0 WD ŒminF;maxF�
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and �x any point x 2 K0 CF0. The Theorem follows if we show that we can con-

struct two sequences .ni /i2N and .mi /i2N such that ni ! 1, mi ! 1 and two

sequences of nested closed intervals .Ki/i2N and .Fi /i2N, whereKi is an interval

of the levelK.ni / andFi is an interval of the levelF.mi /, such that x 2 Ki CFi for

any i 2 N. Indeed setting k WD
T

i2NKi and f WD
T

j 2N Fj one has x D k C f

with k 2 K and f 2 F.

We will construct the sequences .ni /i2N and .mi /i2N and the two families of

nested intervals by induction on i in N. Fix i in N and assume that respectively the

�rst i C 1 nested intervalsK0 � K1 � � � � � Ki and the �rst i C 1 nested intervals

F0 � F1 � � � � � Fi are de�ned. Let n.Ki / be the minimum n 2 N such that

Ki \ K.n/ ¤ Ki and let Bi be the hole in Ki , i.e. the open subinterval Bi � Ki

such that K.n.Ki // \ Ki D Ki n Bi . Similarly, let n.Fi / be the minimum n 2 N

such that Fi \ F.n/ ¤ Fi and let Ci be the hole in Fi , i.e. the open subinterval

Ci � Fi such that F.n.Fi // \ Fi D Fi n Ci .

We will simultaneously prove by induction that for every i the intervals

.Ki ; Fi / and the holes Bi � Ki , Ci � Fi in our construction satisfy the condition

jBi j < jFi j and jCi j < jKi j: (A.1)

Observe that for i D 0 the condition is true by the size condition which is assumed

in the statement. To de�ne the intervals at level i C 1, we subdivide the interval

having the bigger hole. Assume that jBi j � jCi j, the other case being the same.

Since jBi j < jFi j then Lemma A.2 implies Ki C Fi D .KL
i C Fi / [ .KR

i C Fi /.

Assume without loss of generality that x 2 KL
i C Fi and set KiC1 WD KL

i and

niC1 D n.Ki /, so that KiC1 2 K.niC1/. Set also FiC1 D Fi and miC1 D mi , so

FiC1 2 F.miC1/ holds trivially. By the property of a monotone slow subdivision,

the hole BiC1 � KiC1 satis�es jBiC1j � jBi j and therefore jBiC1j < jFi j

by inductive hypothesis. On the other hand the gap condition implies jBi j <

jKL
i j D jKiC1j and therefore, since Ci is by choice the smaller of the two holes,

jCi j � jBi j < jKiC1j. Thus, the pair of intervals .KiC1; FiC1/, with holes BiC1

andCiC1 D Ci satis�es the same condition (A.1) as the pair .Ki ; Fi/with holesBi

and Ci , and moreover we have x 2 KiC1 C FiC1. The inductive step is complete.

Finally, since the holes of a Cantor set which are longer than a given " > 0 are just

�nitely many, it is clear that both .ni /i2N and .mi /i2N are increasing sequences.

The Theorem is proved. �
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