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Abstract. We study the dependence of the Hausdor� dimension of the limit set of a hy-

perbolic Fuchsian group on the geometry of the associated Riemann surface. In particular,

we study the type and location of extrema subject to restriction on the total length of the

boundary geodesics. In addition, we compare di�erent algorithms used for numerical com-

putations.
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1. Introduction

The dependence of the Hausdor� dimension of dynamically de�ned sets on the

underlying dynamics has been studied by many di�erent authors in many di�er-

ent settings. In the case of limit setsƒ of convex cocompact Fuchsian groups this

question is intimately connected with the spectrum of the Laplacian, and aspects

of this problem have been studied rigorously by a number of authors, including

Phillips–Sarnak [10], Pignataro–Sullivan [11] and McMullen [9], and experimen-

tally by Gittins–Peyerimho�–Stoiciu–Wirosoetisno [6]. In this note we will con-

centrate on the simplest case of a convex cocompact Fuchsian group, namely the

one corresponding to a pair of pants, i.e., a Fuchsian group � generated by re-

�ection in three disjoint geodesics in the hyperbolic plane. Each pair of pants are

described up to isometry by the lengths b1; b2; b3 > 0 of three closed boundary

geodesics �xed by pairs of re�ections.

1 This work was partially supported by the grant 346300 for IMPAN from the Simons
Foundation and the matching 2015–2019 Polish MNiSW fund. The �rst author is supported by
EPSRC fellowship EP/M001903/1 and The Leverhulme Trust.
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2b1

2b2 2b3

Figure 1. A pair of pants with geodesic boundary curves of lengths 2b1, 2b2, 2b3

We can consider the function dimWR3
C ! R which associates to each pair

of pants parameterised by
N
b D .b1; b2; b3/ 2 R

3
C the Hausdor� dimension

dim.
N
b/ D dimH .ƒ

N
b/ of the associated limit set ƒ

N
b. Given any b > 0 we will

also be considering the behaviour of the restriction dimW�b ! RC to the simplex

�b D ¹
N
b D .b1; b2; b3/ 2 R

3
CW b1 C b2 C b3 D bº

We will also be interested in the extension of dim to the closure x�b and its

restriction to the boundary @�b. Our starting point is the following simple but

useful result.

Theorem 1. Let b > 1.

(1) The map dimW�b ! RC is real analytic,

(2) dimW x�b ! RC is continuous, and

(3) dimW @�b ! RC is real analytic.

Theorem 1 is a folklore fact, but we include a simple proof of the �rst part in

§3 using a slightly di�erent viewpoint; and we give proofs in the same spirit of

Part 2 and Part 3 (as Theorem 5) in §6.

There has been much interest historically in the behaviour of dim.
N
b/ in a

neighbourhood of the boundary of �. The case of a symmetric pair of pants (i.e.,

b1 D b2 D b3 D b=3) was studied by McMullen and the limiting case of the Hecke

group (i.e., b1 D 0 and b2 D b3 D b=2) was studied by Phillips–Sarnak [10] and

Pignataro–Sullivan [11].

The study of dimW�b ! R restricted to simplices�b seems to have begun with

Gittins et al who used a numerical method to describe empirically the function

dim.�/ providing b is su�ciently large. Their experiments were carried out using

an algorithm described by McMullen. In fact, more accurate values can be

obtained near the centre of the simplex using a comparable amount of computation

but a di�erent algorithm based on the famous Selberg zeta functions, as originally
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described in [8]. In particular, the dimension dim.
N
b/ occurs as a zero of the Selberg

zeta function

Z
N
b.s/ D

Y




1
Y

mD0

.1 � e�.sCm/�.
//

where 
 denotes a closed geodesic of length �.
/. In §3 we will show that we can

write

Z
N
b.s/ D 1C

1
X

nD1

a2n.s; N
b/; (1)

where a2n.s; N
b/ is given by a simple explicit expression de�ned in terms of the

lengths of closed geodesics (of word length at most 2n). This provides an e�cient

method for computing the dimension (which also provides explicit bounds, see

§9). One of the original motivations for this note was to compare the relative

e�ciency of these two approaches in the context of these canonical examples.

Example 1. When b D 9
2

and b1 D b2 D b3 D 3
2

then we can estimate

dim.
N
b/ D 0 � 667232 : : : which is empirically accurate to six decimal places and

uses a truncation of the series (1) to n � 8.

Based on their empirical results, Gittins et al proposed that there were four

particular points, including the centre of the simplex, which were local minima.

We �rst show the following.

Theorem 2. Let b > 0. The following points in the simplex are critical points for

the function dimW�b ! R:

(1) The centre
�

b
3
; b

3
; b

3

�

;

(2) The points
�

2b
3
; b

6
; b

6

�

,
�

b
6
; 2b

3
; b

6

�

and
�

b
6
; b

6
; 2b

3

�

; and

(3) The points
�

b
2
; b

4
; b

4

�

,
�

b
4
; b

2
; b

4

�

and
�

b
4
; b

4
; b

2

�

.

Figure 2. A contour plot for b D 9 with the seven critical points in the Theorem 2.
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Figure 3. (a) The plot of dimension when b is large (b D 11). (b) The plot of dimension

when b is smaller (b D 4:5).

The proof of Theorem 2 appears in §4. We will also prove the following.

Theorem 3. The centre of the simplex
�

b
3
; b

3
; b

3

�

is a local minimum for the map

dimW�b ! R for b su�ciently large.

The proof of Theorem 3 is presented in §5. The method of proof uses explicit

bounds on the Selberg zeta function Z
N
b.s/ which appear in §9.

Even with the use of our more e�cient algorithm to plot dimW�b ! R for

smaller values of b, the plots still seemed to support the conjecture that the four

critical points from (1) and (2) of Theorem 3 are local minima. However, in con-

trast to these results and Theorem 3, we expect that
�

b
3
; b

3
; b

3

�

is a local maximum

for b su�ciently small (see comments in §10 for some heuristic justi�cation).

2. Hyperbolic Geometry

A Fuchsian group � is a discrete subgroup of the isometries Isom.H2/ of the

hyperbolic plane H
2 D ¹z D x C iyW y > 0º with respect to the Poincaré metric

ds2 D dx2 C dy2

y2
:

The orientation preserving isometries in Isom.H2/ are linear fractional transfor-

mations z 7! azCb
czCd

with ad � bc D 1. It is often convenient to identify these with

matrices
�

a b
c d

�

2 SL.2;R/. (The orientation reversing isometries in Isom.H2/ are

linear fractional transformations z 7! azCb
czCd

with ad � bc D �1 and correspond

to matrices with determinant �1.)

De�nition 1. The limit set ƒ D ƒ� is the compact set of accumulation points in

the Euclidean norm for �i D ¹gi W g 2 �º:
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The limit set lies in the boundary @H2 D R [ ¹1º.
It is sometimes convenient to use the equivalent Poincaré disk model for

hyperbolic plane, where D
2 D ¹z D x C iyW jzj < 1º, and the Poincaré metric

in this case is of the form

ds2 D 4.dx2 C dy2/

.1 � x2 � y2/2
:

In this model limit set lies in the boundary @D [ ¹1º, which is the unit circle.

In the present context the limit setƒ is a Cantor set. It is an interesting question

to estimate the size of the setƒ via its Hausdor� dimension and its dependence on

the surface �. The original approach to these problems was through the work of

Patterson and Sullivan on measures on ƒ. This has been considered by a number

of authors in particular special cases:

Example 2 (b1 D b2 D b3). The case of a symmetric pair of pants (i.e.,

b1 D b2 D b3 D b=3) was studied in [9]. In the case that b tends to zero or

b tends to in�nity we can deduce from a result of McMullen [9] an asymptotic

estimate for the dimension at the central point:

(1) there exists c1 > 0 such that dim
�

b
3
; b

3
; b

3

�

� c1

b
as b ! C1; and

(2) there exists c2 > 0 such that dim
�

b
3
; b

3
; b

3

�

� 1 � c2b as b ! 0.

Numerically, we can estimate the �rst constant as c1 D 0:6924 : : : :

Example 3 (b1 D 0 and b2 D b3). The case of the Hecke group

�� D
D

� 1

z
; z C 2C �

E

;

where � > 0 (i.e., b1 D 0 and b2 D b3 D 1
2
b) was studied by Phillips–

Sarnak [10] and Pignataro–Sullivan [11] who established an asymptotic formulae

for the dimension of the limit set of the form 1 � dim
�

0; b
2
; b

2

�

� b
2

as b ! 0.

3. Selberg zeta function

We can consider the pair of pants V D H
2=� where � is the convex cocompact

group generated by re�ections in three disjoint circles. For each conjugacy class

in � we can associate a unique closed geodesic 
 , and we let �.
/ D �
N
b.
/ denote

its length. By analogy with the familiar presentation of the Selberg zeta function

for compact manifolds without boundary we can de�ne the following.

De�nition 2. We can formally de�ne the Selberg zeta function by

Z
N
b.s/ D

Y

m

Y




.1� e
�.sCm/�

N

b.
/
/

where the �rst product is taken over closed geodesics 
 of length �
N
b.
/.
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There is a well known bijection between closed geodesics and cyclically re-

duced words
N
i D .i1; � � � ; i2n/ 2 ¹1; 2; 3º2n, for n � 1, with

(1) ik ¤ ikC1 for 1 � k � 2n� 1, and

(2) i1 ¤ i2n.

Namely, to any closed geodesic on a pair of pants one can associate a periodic

cutting sequence, which de�nes a conjugacy class in �1.V /. We shall denote the

composition of 2n-re�ections with respect to the geodesics 
i1 , 
i2 , : : :, 
i2n
by

R
N
i D Ri1 � � �Ri2n

.

Theorem 4 (after Ruelle). The in�nite product Z
N
b.s/ converges to a non-zero

analytic function for <.s/ > dim.
N
b/ and extends as an analytic function to C with

a simple zero at s D dim.
N
b/. Furthermore, we can expand

Z.s/ D 1C
1

X

nD1

a2n.s/; (2)

where

(1) a2n.s/ depends only on the lengths �.
/ of closed geodesics 
 corresponding

to cyclically reduced words of length 2n; and

(2) there exists C > 0 and 0 < � < 1 such that ja2n.s/j � C n�n2

.

The original proof was in the context of Anosov �ows, which would corre-

spond to the geodesic �ows on closed surfaces. The geodesic �ow on (the recur-

rent part of) a pair of pants is a more general hyperbolic �ow, nevertheless, the

method of proof easily adapts. Since the proof of this theorem is a little technical

we will postpone it until §9, including explicit estimates on C > 0 and 0 < � < 1

and showing their dependence on b. However, for the present it su�ces to show

how the result above provides a proof of the �rst part of Theorem 1. We begin by

considering the values of the dimension where 0 < b1; b2; b3 < 1, i.e.,
N
b 2 int.�).

We now give a simple proof of Part 1 of Theorem 1 using the Selberg zeta

function and Theorem 4.

Proof of Part 1 of Theorem 1. By Theorem 4 we have that

(1) The function R �� 3 .t;
N
b/ 7! Z.t;

N
b/ is real analytic;

(2) For each
N
b we have that

@Z.t;
N
b/

@t
jtD0 ¤ 0; and

(3) The Hausdor� dimension ı D dim.ƒ
N
b/ ofƒ

N
b is the unique positive solution

to the equation Z
N
b.ı/ D 0.

It is an immediate consequence of the analyticity of the zeta function and the

implicit function theorem that we have the result. �
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4. Critical Points

In this section we will prove Theorem 2. Our approach is completely elementary,

making use of the analyticity of dim.
N
b/ and the symmetry in the coordinate space.

We begin by giving some simple lemmas that will be used in the proof.

Lemma 1. For
N
b D .b1; b2; b3/ 2 �,

(1) dim.b1; b2; b3/ D dim.b2; b3; b1/ D dim.b3; b1; b2/,

(2) dim.b1; b2; b3/ D dim.b1; b3; b2/

Proof. We can see from the geometry that the dimension is invariant under per-

mutations of the coordinates and the result follows by symmetry. �

The following general results are elementary exercises in calculus.

Lemma 2. Let f WRn ! R be a real analytic function.

(1) Assume there exists a neighbourhood U of a point x0 and non-zero vectors

v1; v2 2 R
n with x0 C v1; x0 C v2 2 U and such that f .x0 C "v1/ D

f .x0 C "v2/ for " > 0 small enough. Then the directional derivative

D.v1�v2/f D limı!0
f .xCı.v1�v2//

ı
vanishes at x0.

(2) Assume that there exist n linearly independent vectors w1; : : : ; wn such that

directional derivatives in these directions are degenerate at the point x0.

Then x0 is a critical point.

In order to understand the other critical points, we recall the following simple

lemma, relating values along lines from the centre of the simplex to the corners.

It appears as Proposition 4.2, in [6].

Lemma 3 (Gittins et al). Let 2.b1 C b2/ D b. Then

dim.2b1; b2; b2/ D dim.2b2; b1; b1/:

For the reader’s convenience we provide a short proof in §8.

We now turn to the proof of Theorem 2 and begin with the proof of part (1).

Observe that the dimension of the limit set is invariant with respect to any permu-

tation on coordinates. In particular, this implies that for � > 0 su�ciently small,

dimH

�b C "

3
;
b C "

3
;
b � 2"
3

�

D dimH

�b � 2"
3

;
b C "

3
;
b C "

3

�

D dimH

�b C "

3
;
b � 2"
3

;
b C "

3

�

:
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Then any pair of the three vectors v1 D .1; 1;�2/, v2 D .�2; 1; 1/, v3 D .1;�2; 1/
satisfy the conditions of Lemma 2 where n D 3 and f D dim. Since w1 WD
v1 � v2 D .3; 0;�3/ and w2 WD v1 � v3 D .0; 3;�3/ are independent the lemma

follows from the second part of Lemma 2. This completes the proof of part (1) of

the theorem.

We now turn to the proof of part (2). We can consider
N
b D

�

b
2
; b

4
; b

4

�

, the other

cases being similar. We �rst prove that at these points the derivative is zero along

the line to the centre. By Lemma 3

dim
�b C �

2
;
b � 2�

4
;
b � 2�
4

�

D dim
�b � 2�

2
;
b C 2�

4
;
b C 2�

4

�

:

Thus by Lemma 1

D Nv1
dim

�b

2
;
b

4
;
b

4

�

D 0; where v1W D
�

1;�1
2
;�1
2

�

:

We next show that at these points the derivative is zero in the orthogonal direction

to the median. By a symmetry argument, based on dim being invariant under

re�ecting in the median of the simplex �,

dim
�b

2
;
b

4
C �;

b

4
� �

�

D dim
�b

2
;
b

4
� �; b

4
C �

�

:

Thus by Part 1 of Lemma 2

D Nv2
dim

�b

2
;
b

4
;
b

4

�

D 0; where v2W D .0; 2;�2/:

Two vectors v1 and v2 satisfy the conditions of part 2 of Lemma 2. This completes

the proof of part (2).

We now proceed to the proof of part (3). It su�ces to consider
N
b D .2b

3
; b

6
; b

6
/,

the other cases being similar. We �rst prove that at these points the derivative is

zero along the line to the centre. By Lemma 3

dim
�b C t

2
;
b � 2t
4

;
b � 2t
4

�

D dim
�b � 2t

2
;
b C 2t

4
;
b C 2t

4

�

:

Thus when we di�erentiate at t D b
3

we have that

D Nv1
dim

�

2b

3
;
b

6
;
b

6

�

D D Nv1
dim

�

b

3
;
b

3
;
b

3

�

D 0; where v1W D
�

1;�1
2
;�1
2

�

:

We next show that at these points the derivative is zero in the orthogonal di-

rection to the line to the centre. By a symmetry argument, based on the invariance

of dim under re�ecting in the median we have that

dim
�2d

3
;
d

6
C �;

d

6
� �

�

D dim
�2d

3
;
d

6
� �; d

6
C �

�

:
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Thus by Part 1 of Lemma 2

D Nv2

�2d

3
;
d

6
;
d

6

�

D 0; where v2W D .0; 2;�2/:

The two vectors v1 and v2 satisfy the conditions of part 2 of Lemma 2, and the

result follows. This completes the proof of part (3).

5. Proof of Theorem 2

Recall that we want to show that the point
�

b
3
; b

3
; b

3

�

is a local minimum providing

b is su�ciently large. To achieve this we will show that for large b a natural

function for which dim.
N
b/ is a solution can be approximated by a particularly

simple function for which the corresponding zero is easily seen to be a local

minimum. The function we choose is the Selberg zeta function and the content of

the proof is to show that this approximation is uniform in a suitable sense.

Lemma 4. We can write

Z
N
b.s/ D 1C a2.s; N

b/C  .s;
N
b/

where

(1) a2.s; N
b/ D �2.e�sb1 C e�sb2 C e�sb3/ when

N
b D .b1; b2; b3/ and

(2)  
�

s
b
;
N
b
�

tends to zero uniformly as b ! 1,

(a) for s in a �xed complex neighbourhood Œ0; 1� � U � C and

(b)
N
x D .x1; x2; x3/ WD

N
b=b in a compact region K � � of the standard

simplex

� D ¹
N
� D .�1; �2; �3/W �1 C �2 C �3 D 1º:

Proof. Recall that by (2) we can write

Z
N
b.s/ D 1C a2.s; N

b/C
1

X

nD2

a2n.s; N
b/

and so we denote

 .s;
N
b/ WD

1
X

nD2

a2n.s/:

By construction,

a2.s; N
b/ D �2.e�sb1 C e�sb2 C e�sb3/:
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By the bounds on the zeta function in Theorem 4 (see also §9) we know there

exists C > 0 and 0 < � < 1 such that ja2n.s/j � C n�n2

, where C and � can

be chosen independent of s 2 U and
N
x 2 �. However, we use the more detailed

description of these bounds given in §9 to provide the more explicit estimate on

the dependence on C D C.
N
b/ and � D �.

N
b/ that are required. More precisely, we

see that for large b we can bound � D O.1=b/ and C D O.1=b/. In particular, we

have that

j .s;
N
b/j D O

�

1
X

nD2

C n�n2
�

D O.1=b4/

for all s 2 U and x D
N
b=b 2 �. This su�ces to prove the lemma. �

Writing 0 < xi D bi=b < 1 with x1 C x2 C x3 D 1, as above, we can then

write

a2.s=b; b/ D �2
3

X

iD1

e�sxi :

It is easy to see by convexity that if d0 is the solution to

e�d0=3 C e�d0=3 C e�d0=3 D 1

2

then for (nearby) .x1; x2; x3/ 2 � �
®�

1
3
; 1

3
; 1

3

�¯

we have that

e�d0x1 C e�d0x2 C e�d0x3 >
1

2
:

In particular, the solution d1 D d1.x1; x2; x3/ > 0 to e�d1x1Ce�d1x2Ce�d1x3 D 1
2

therefore satis�es d1 > d0 and we deduce that
�

1
3
; 1

3
; 1

3

�

is a local minimum (with

non-zero Hessian) for 1C a2.s; N
b/. By choosing b su�ciently large and applying

Lemma 4 we complete the proof of Theorem 2.

6. Boundary behaviour

We begin with a few observations on the behaviour of the dimension dim.
N
b/ as

N
b

approaches the boundary of �b.

Proposition 1 (after Beardon [1]). We have that if
N
b 2 @�b then 1

2
� dim.

N
b/ < 1.

Proof. The observation that if
N
b 2 @�b then dim.

N
b/ � 1

2
is due to Beardon,

although it also possible to give an alternative proof by inducing on the boundary.

The observation that
N
b 2 @�b then dim.

N
b/ < 1 is easily seen by introducing an

extra circle into any gap on the boundary of the Poincaré disk and observing that

the dimension of the limit set corresponding to re�ections in this larger collection

of circles would necessarily be strictly larger. �
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We let

Li D ¹
N
b D .b1; b2; b3/ 2 �bW bi D 0 and 0 < bj < b for j ¤ iº; i D 1; 2; 3;

denote the three one-dimensional boundary segments.

The next theorem is a more precise statement of Theorem 1, Part 3.

Theorem 5. For each i D 1; 2; 3 we have that Li 3
N
b 7! dim.

N
b/ is analytic.

We now outline a proof of Theorem 5 using the viewpoint we have developed.

Without loss of generality, we can use the upper half plane model and consider

the limit set ƒ corresponding to the maps (on the extended real line)

S W z �! �1
z
;

TaW z �! a � z;

T�cW z �! �c � z

(where a; c > 2). These are three transformations given by re�ection in the unit

circle, and the re�ections in the lines <.z/ D a=2 and <.z/ D �c=2, respectively.

Up to a Möbius transformation, this is the same limit set as for the pair of pants

corresponding to b1 D 0, say. Moreover, we can write a D a.b2/ and c D c.b3/

where these clearly have an analytic dependence on b2; b3 > 0.

The limit set ƒ generated by these three re�ections will also have the same

dimension dim.
N
b/ as the limit set ƒ0 generated by the countable family of trans-

formations given by inducing (with repeat to the re�ection S in the unit circle).

More precisely, we can denote

U
.n/
1 .z/ WD S ı .Ta ı T�c/

n.z/ D �1
z C n.a C c/

;

U
.n/
2 .z/ WD S ı .Ta ı T�c/

n ı Ta.z/ D 1

z � a � n.aC c/
;

U
.n/
3 .z/ WD S ı Tc ı .Ta ı T�c/

n.z/ D 1

z C b C n.aC c/
;

for n � 1, and de�ne

ƒ0 D ¹ lim
l!C1

U
.n1/
i1

ı � � � ı U .nl /
il

.0/W n1; � � � ; nl � 1 and i1; � � � ; il 2 ¹1; 2; 3ºº
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It is easy to see that these maps are strictly contracting, i.e.,

max
i

sup
n;z2ƒ

j.U .n/0

i .z/j < 1:

Moreover, if we choose 0 < � < min¹a;cº
2

� 1 we observe that if B.0; 1/ � C

denotes the unit ball then U
.n/
i .B.0; 1// � B.0; 1/ for n � 1 and i 2 ¹1; 2; 3º.

To show the analyticity of the dimension it is convenient to characterize it in

terms of the following operator.

Lemma 5. IfB denotes the Banach space of bounded analytic functions onB.0; 1/

with the supremum norm then the operator Lt WB ! B de�ned by

Ltw.z/ D
1

X

nD1

3
X

iD1

.U
.n/
i

0
.z//tw.U

.n/
i .z//

is a nuclear operator.

We refer to §9 for the de�nition of nuclear operator. The operator is well

de�ned for t > 1
2
. Moreover, the operator has an isolated maximal positive

eigenvalue eP.t/ (cf. [13]), where P is the pressure function, P.t/ D log�t ,

where �t is the maximal eigenvalue for Lt . Using analytic perturbation theory, we

deduce that the map .t; b2; b3/ 7! .t; a; c/ 7! P.t/ is analytic. Since the dimension

d is characterized by P.d/ D 0, then since one can readily check @
@t
P.t/ ¤ 0 it

follows from the implicit function theorem that the dimension dim.
N
b/ depends

analytically on .b2; b3/. This completes the proof of Theorem 5.

Now we explain a proof of Theorem 1, part (2). We can also use the con-

struction above to see that dimW�
N
b ! R extends continuously to the boundary.

Let us consider
N
b D .b1; b2; b3/ 2 �b and assume for de�niteness that b1 ! 0

and b2; b3 remain bounded away from zero. This corresponds to Ta and Tb be-

ing replaced by re�ections in (large) circles. Furthermore, although the maps

Ta ı T�c are no longer translations, the corresponding induced maps U
.n/
i still

satisfy U
.n/
i B.0; 1/ � B.0; 1/ and have an analytic dependence on

N
b. The proof of

the continuity part of Theorem 1 follows from this.

7. The e�ciency of the algorithm

In this section we will compare the two algorithms used to compute the dimension

in a number of examples. The �rst method is that of McMullen, as used in the

article [6].
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McMullen’s approach The zeta function Z.s/ can be approximated by deter-

minants det.I �Bn.s//, where Bn.s/ is a �nite matrix indexed by allowed strings

of generators Ri0Ri1 : : : Rin�1
, say. The entries

(1) vanish (equal to zero), if the row is indexed by Ri0 : : : Rin�1
and the column

is indexed by Rj0
: : : Rjn�1

and Ri1 : : :Rin�1
¤ Rj0

: : : Rjn�2
;

(2) are equal to .Ri0 : : :Rin�1
/0.xi0:::in�1

/�s, if the row is indexed byRi0 : : :Rin�1

and the column is indexed byRj0
: : : Rjn�1

andRi1 : : :Rin�1
D Rj0

: : : Rjn�2
,

where xi0:::in�1
is the repelling �xed point on @D2 for Ri0 : : :Rin�1

.

This is an implementation of the approach of McMullen in [9]. The approach

in [9] was based on characterising the dimension in terms of the largest eigen-

value of the transfer operator with the objective of numerically computing the

dimension. The method we presented leads to better approximations in the case

of “moderate hyperbolicity” corresponding large b; however for smaller values of

b this advantage is often lost.

The zeta function approach The second method is to use the Selberg zeta

function approach, as described in the present article. More precisely, we compute

approximations to Z.s/ by truncations of the series in (2) to give expressions in

terms of �nitely many closed geodesics.

In the tables below, ”time” refers to computational time (in milliseconds)

obtained when using the Matlab environment on a laptop with Intel Core 2 Duo

processor. In Table 1, we show the estimates for b1 D b2 D b3 D 3
2

(and b D 9
2
/

and for b1 D b2 D b3 D 4 (and b D 12) using the McMullen approach.

Table 1. Estimates for b1 D b2 D b3 D 3

2
(and b D 9

2
/ and for b1 D b2 D b3 D 4 (and

b D 12), using the �rst algorithm.

b
N
b N D 14 N D 16 N D 18

dim time dim time dim time

4.5 (1.5,1.5,1.5) 0.667462 5.905 0.667307 26.569 0.667254 118.082

12 (4,4,4) 0.33455 5.85 0.334543 26.07 0.334542 116.209

In Table 2 we show estimates for the same values, but this time using this new

method. The empirical improvement in the estimates is easy to observe with better

convergence in a shorter time.

In these examples we are computing the dimension at the centre of the simplex.

If we consider the estimates on the dimension at points which are closer to the

boundary then the situation is slightly di�erent.
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Table 2. Estimates for b1 D b2 D b3 D 3

2
(and b D 9

2
/ and for b1 D b2 D b3 D 4 (and

b D 12) using the Selberg zeta function method.

b
N
b N D 14 N D 16 N D 18

dim time dim time dim time

4.5 (1.5,1.5,1.5) 0.668836 2.487 0.667232 9.042 0.667232 41.513

12 (4,4,4) 0.334541 2.312 0.334541 8.921 0.334541 35.312

In Table 3, we show the estimates for b1 D b2 D 0:5, b3 D 3:5 (and b D 9
2
/

and for b1 D b2 D 0:5, b3 D 11 (and b D 12) using the McMullen method.

Table 3. Estimates for b1 D b2 D 0:5, b3 D 3:5 (and b D 9

2
/ and for b1 D b2 D 0:5,

b3 D 11 (and b D 12) using the McMullen method.

b
N
b N D 14 N D 16 N D 18

dim time dim time dim time

4.5 (0.5,0.5,3.5) 0.690859 5.859 0.682198 26.267 0.676990 117.638

12 (0.5,0.5,11) 0.439097 5.827 0.425927 26.284 0.401183 116.020

Finally, in Table 4 we show estimates for these same values, but this time using

this new method. Empirically we obtain poor estimates on the dimension that are

strictly greater than 1, which is impossible.

Table 4. Estimates for b1 D b2 D 0:5, b3 D 3:5 (and b D 9

2
/ and for b1 D b2 D 0:5,

b3 D 11 (and b D 12) using the Selberg zeta function method.

dim time dim time dim time

b
N
b N D 14 N D 16 N D 18

4.5 (0.5,0.5,3.5) 1.89414 48.721 1.762531 219.539 1.502638 733.793

12 (0.5,0.5,11) 1.892794 48.137 1.76106 212.104 1.499075 728.036

In particular, we see that Selberg zeta function algorithm appears more e�cient

in the case of
N
b nearer the centre of the simplex. In this case the empirical

approximations work particularly well and convergence appears faster than with

McMullen algorithm. On the other hand, when .b1; b2; b3/ is close to the boundary

of the simplex, the Selberg Zeta function algorithm is not applicable, as the group

is not hyperbolic enough to achieve convergence. Indeed, if we consider the terms

an.s/ for di�erent values of the exponent s we notice that the coe�cients decrease

very slow, even with 18 matrices (see Table 5).
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8. Proof of Lemma 3

In this section we recall the proof of Lemma 3, corresponding to Proposition 4.2

of [6].

Figure 4. Proof of Lemma 3. Original geodesics 
1; 
2; 
3 and supplementary geodesics


4; 
5; 
6.

Proof. Denote by 
1, 
2 and 
3 the original three disjoint geodesics. Without

loss of generality, we may assume that one these, 
1, say, is a diameter in the

Poincaré disk model and �.
1; 
2/ D �.
1; 
3/ D b2, �.
2; 
3/ D 2b1. Consider

the two geodesics that are images of 
2 and 
3 with respect to the re�ection in

R1 in 
1, and denote these 
4W D R1
2 and 
5W D R1
3. The free group generated

by R
2
; R
3

; R
4
; R
5

has index 2 in the original group and is therefore a normal

subgroup:

hR
2
; R
3

; R
4
; R
5

i G hR
1
; R
2

; R
3
i

Indeed, by direct calculation, R
1
R
2

R
1
D R
4

and R
1
R
3

R
1
D R
5

.

Hence the dimensions of the associated limit sets are equal. Now observe that

�.
1; 
2/ D �.
1; 
4/ D �.
1; 
3/ D �.
1; 
5/ D b2

and, moreover, by construction,

�.
2; 
4/ D �.
3; 
5/ D 2b2
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Finally, consider a sixth geodesic 
6, that is taken to be the diameter in the

Poincaré disk model, orthogonal to 
1. Then �.
6; 
5/ D �.
6; 
3/ D b1. Thus

the group hR6; R5; R3i is generated by re�ections with respect to the geodesics


6; 
5; 
3 with pairwise distances b1; b1, and 2b2. By the same argument as

above, hR
2
; R
3

; R
4
; R
5

i is its normal subgroup of index 2 and therefore the

dimensions of the associated limit sets are equal. �

9. Additional bounds for Theorem 4

The convergenceof the series (2.2) in Theorem 4 follows from general estimates of

Ruelle and Fried, based on earlier ideas of Grothendieck. They can be formulated

in terms of a family of bounded linear operators LsWA ! A on a Banach space

A. We begin with a general de�nition

De�nition 3. We say that an operator T WB ! B on a Banach space B is nuclear

if there exist

(1) a sequence of vectors wn 2 B, n � 1;

(2) a sequence of linear functionals �n 2 B
�, n � 1; and

(3) C > 0 and 0 < � < 1 such that kwnkBk�nkB� � C�n,

such that we can write

T .w/ D
1

X

nD1

wn�n.w/; for w 2 B.

In the present context we want to apply this to the Banach space A of bounded

analytic functions on the union of disjoint discs Uj D ¹z 2 CW jz � zj j < rj º � C,

(j D 1; 2; 3) and rj > 0 su�ciently small.

D1 U1

0

D2U2

U3D3

Figure 5. Three circles of re�ection on the unit circle and neighbourhoods
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We want to consider the transfer operators Ls WA ! A de�ned by re�ections

Rj in the boundary of much smaller disks Dj � Uj given by

Lsw.z/ D
X

j ¤l

jR0
j .z/jsw.Rjz/ for z 2 Ul :

Lemma 6 (after Ruelle [13], Grothendieck [7]). The operators Ls are nuclear.

Furthermore, we can denote an.s/ D
P

i1<���<in
det

�

Œ�iu.wiv /�
n
u;vD1

�

and write

Z.s;
N
b/ D 1C

1
X

nD1

an.s/:

Moreover, the following simple (and easily proved) identity is very useful in

explicitly bounding jan.s/j.

Lemma 7 (Euler). Given 0 < � < 1 we have

1
Y

nD1

.1C �nz/ D 1C
1

X

nD1

cn.�/z
n where cn.�/ D �n.nC1/=2

.1� �/.1� �2/ � � � .1 � �n/
:

In particular, since the nuclearity of the operator means that j�i .wi /j � C�i ,

comparing the two lemmas above gives that

an.s/ D
X

i1<���<in

det
�

Œ�iu.wiv /�
n
u;vD1

�

� C.s/n�n.nC1/=2nn=2

.1 � �/.1� �2/ � � � .1� �n/
(3)

where nn=2 bounds the absolute value of the determinant of any n�nmatrix whose

entries bounded by 1.

9.1. Asymptotic bounds. In order to understand the asymptotic dependence of

the bounds C D C.
N
b/ and � D �.

N
b/ on

N
b it is convenient to map the unit disk to

the upper half plane H
2 D ¹z D x C iyW y > 0º by S.z/ D 1

i
z�1
zC1

.

Furthermore, without loss of generality we can make the following simplifying

assumptions:

(1) The image disks Vi D S.Ui / (i D 1; 2; 3) can be chosen to remain indepen-

dent of b provided only the values .x1; x2; x3/ WD .b1=b; b2=b; b3=b/ remain

in a bounded region in the unit simplex � away from boundary @�.

(2) We can assume, after applying a Möbius map, if necessary, that V1 is centred

at 0 , V2 is centred at 1 and V3 is centred at �1.
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The images Ei WD S.Di/ (i D 1; 2; 3) of the original circle of re�ection are

now circle in which we now re�ect in the transformed picture. We will concentrate

on the case of E1 and E2, the others being similar. By assumption, we have that

V1 intersects the real axis at z1 D �r1 and z2 D r1 and E2 intersects the real axis

at w1 D 1� r2, w2 D 1C r2 (cf. Figure 6).

Figure 6. Three circles and their neighbourhoods moved to the real line

We now come to a useful geometric lemma. Given z1 < w1 < w2 < z2 we

de�ne the cross ratio by

Œz1; w1; w2; z2� D .z1 �w2/

.z1 �w1/

.w1 � z2/

.w2 � z2/
:

We recall the following simple result (cf. [2] §7.23).

Lemma 8. Let L1; L2 be two disjoint geodesics with boundary end points z1; z2

and w1; w2. The distance b between L1 and L2 satis�es

Œz1; w1; w2; z2� tanh�2.b=2/ D 1:

We can apply this in the present setting to deduce the following corollary.

Corollary 1. As b ! C1 we have that

jz1 � z2j2 C jw1 �w2j2 D e�b
�1

2
C o.1/

�

:

In particular, we have that r1; r2; r3 D O.e�b/

Finally, we observe that

(1) For each i D 1; 2; 3, the images [j ¤iRi .Vj / � S.Di/ � Vi (i D 1; 2; 3)

are contained in a small disk of radius O.e�b/ and thus by de�nition we can

choose � D O.e�b/.

(2) We can bound C D supz2Di
jR0

j .z/j D O.diam.Ei // D O.e�b/.
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9.2. Explicit bounds. This provides explicit estimates on an.s/ via the constants

C and 0 < � < 1. Assume as above that, after applying a Möbius map if

necessary, that the circles in which we re�ect in H
2 have centres 0; 1;�1 and radii

r1; r2; r3 > 0. Given b1; b2; b3 > 0 we can solve for the radii using the equations

tanh�2.b1/ D 1� .r1 � r2/2
1� .r1 C r2/2

;

tanh�2.b2/ D 1� .r2 � r3/2
1� .r2 C r3/2

;

tanh�2.b3/ D 1� .r3 � r1/2
1� .r3 C r1/2

:

We can then choose any value 0 < � < 1 satisfying

max
° r1

1C r3
;

r1

1C r2
;
r3

2 � r2
;
r3

2 � r3

±

< � < 1:

Of course, this bound may be improved by transforming the re�ections to di�erent

circles under Möbius maps

10. Final remarks

In contrast to Theorem 2, there is a suggestion that for su�ciently small values of b

we have that .b
3
; b

3
; b

3
/ is actually a local maximum, rather than a local minimum.

These values of b appear to be beyond the reach of numerical experiments. It

is necessary to use quadruple precision calculations in order to keep control of

numerical error. Every quadruple precision number is stored in 16 bytes. There are

exactly 22nC2 closed geodesics of the word length 2n, which means that one needs

16 �.22n C2/ bytes to store their lengths. For instance, it takes about 4GiB of RAM

to store the lengths of geodesics of the word length 26. Using a contemporary

computer with an Intel i7 processor, and a fast Fortran code, it is possible to

compute an approximation to dimension for a single value of
N
b using periodic

points up to period 26 in about 4 hours. This allows us to consider values of b as

small as b D 3 log.
p
2/ � 1:0397 : : :1, where a26 is of the order 10�7. The centre

still appears to be a local minimum, where dim.log.
p
2/; log.

p
2/; log.

p
2// D

0:70721640 : : :2, while dim
�

log.
p
2/C 0:02; log.

p
2/ � 0:01; log.

p
2/ � 0:01

�

D
0:70721999 : : :.

The �rst piece of heuristic evidence supporting local maximum conjecture is

based on the following standard observation.

1 The value is equal to three halves of the side length of the regular hyperbolic hexagon.

2 Perhaps curiously, this value is close to
q

1

2
� 0:7071067 : : :.
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Lemma 9. Providing dim. Nb/ > 1
2

we have that � D �.
N
b/ D dim. Nb/.1 � dim. Nb//

is the smallest eigenvalue for Laplacian ��.

For large b, following [11] and [4] we can assume that the eigenfunction  
N
b

associated to the eigenvalue

�.
N
b/ D inf

Z

jrf j2
Z

jf j2

will take values close to 1 on the convex core of the pair of pants and values close

to 0 on the funnels. Moreover, jr bj is small except on hyperbolic collars for

the short geodesics. By the collar lemma the thin part is a hyperbolic cylinder of

width
1

2
log

�cosh.bi=2/C 1

cosh.bi=2/ � 1

�

� j log bi j

and area bi=.2 sinh.bi=2// ! 1. As b tends to zero we can expect that �.
N
b/ can

be compared with
1

j log b1j C 1

j log b2j C 1

j log b2j
subject to b1 C b2 C b3 D 1, which has a local maximum at b1 D b2 D b3.

The second indication comes from the following observation on lengths of

closed geodesics. If we denote by a; b the generators for the fundamental cor-

responding to two of the boundary components then there is a one-one corre-

spondence between closed geodesics and cyclically reduced words. In particular,

interchanging a and b maps a closed geodesic 
 D 
b to a re�ected geodesic

R
b. Let us change the length of the boundary curve b1 corresponding to a to

b=3 C � and the length of the boundary curve b2 corresponding to b to b=3 � �.

Clearly some geodesic curves will get shorter (for example, those containing a

larger proportion of generators b in their coding) while others will get longer

(for example, those containing a larger proportion of generators a in their cod-

ing) but for dim.
N
b/ to decrease for small � one would expect that “on average”

closed geodesics get longer. To this end, for each closed geodesic 
 we can asso-

ciate its image R
 and consider the behaviour of the dependence of the average

of their lengths a.�/ D .l.
/ C l.R
//=2. We claim that function � 7! a.�/ has

a local minimum at � D 0. By symmetry we see that � D 0 is a critical point.

Moreover, the dependence of l.
/ (and l.R
/) is strictly convex by [3] and [5].
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Here we comment on a few problems which are related to the themes of this

note.

(1) We can also consider other zeros of Z.s/ which correspond to zeros of zeta

function other than dim.
N
b/. These are frequently referred to as resonances.

There are typically many di�erent such zeros, as is shown in the empirical

work of Borthwick, but it is potentially interesting to consider the behaviour

of zeros closest to dim.
N
b/.

(2) We can consider the case of the groups � D hR1; � � � ; Rni generated by n

re�ections. In this case the lengths of the boundary components alone may

not be su�cient to describe a point in moduli space. However, the dimension

of the limit set will still depend analytically on the metric.

(3) We can consider the case of higher dimensions. It we consider four circles

in C (the re�ections there is generating a group) then we can assume without

loss of generality that three of them will have centers on the unit circle, and

have a similar parameterisation to the pair of pants. However, the fourth circle

will introduce three more real dimensions (two given by the position of the

centre and the third coming from the radii). Nevertheless, the dimension of

the limit set will still depend analytically on the parameters.

(4) We can consider the case that the pair of pants has variable negative curva-

ture. In this case the moduli space would be in�nite dimensional, but the

dimension of the limit set will still depend analytically on the metric.

(5) The determinant of the Laplacian detW�
N
b ! R can be de�ned for in�nite

area surfaces via the work of Efrat, generalising the approach of Sarnak. In

particular, we can express it in terms of the value @
@s
Z.s;

N
b/jsD0. Furthermore,

the symmetry argument we used for dim still applies in this context and we

can deduce the following: The point
N
b D

�

b
3
; b

3
; b

3

�

is a critical point for

detW�
N
b ! R.

References

[1] A. F. Beardon, Inequalities for certain Fuchsian groups. Acta Math. 127 (1971),

221–258. Zbl 0235.30022 MR 0286996

[2] A. F. Beardon, The geometry of discrete groups. Corrected reprint of the 1983 original.

Graduate Texts in Mathematics, 91. Springer-Verlag, New York, 1995. Zbl 0528.30001

(1983 ed.) MR 0698777 (1983 ed.) MR 1393195

[3] M. Bestvina, K. Bromberg, K. Fujiwara, and J. Souto, Shearing coordinates and con-

vexity of length functions on Teichmüller space. Amer. J. Math. 135 (2013), no. 6,

1449–1476. Zbl 1286.30032 MR 3145000

http://zbmath.org/?q=an:0235.30022
http://www.ams.org/mathscinet-getitem?mr=0286996
http://zbmath.org/?q=an:0528.30001
http://www.ams.org/mathscinet-getitem?mr=0698777
http://www.ams.org/mathscinet-getitem?mr=1393195
http://zbmath.org/?q=an:1286.30032
http://www.ams.org/mathscinet-getitem?mr=3145000


Critical points for the Hausdor� dimension of pairs of pants 1519

[4] J. Dodziuk, T. Pignataro, B. Randol, and D. Sullivan, Estimating small eigenvalues

of Riemann surfaces. In L. Keen (ed.), The legacy of Sonya Kovalevskaya. (Radcli�e

College and Amherst, 1985) Contemporary Mathematics, 64. American Mathematical

Society, Providence, R.I., 1987, 93–121. Zbl 0607.58044 MR 0881458

[5] M. Gendulphe, Derivatives of length functions and shearing coordinates on Teich-

müller spaces. Preprint 2015. arXiv:1506.06576 [math.GT]

[6] K. Gittins, N. Peyerimho�, M. Stoiciu, and D. Wirosoetisno, Some spectral appli-

cations of McMullen’s Hausdor� dimension algorithm. Conform. Geom. Dyn. 16

(2012), 184–203. Zbl 1291.37078 MR 2950130

[7] A. Grothendieck, Produits tensoriels topologiques et espaces nucléaires. Mem. Amer.

Math. Soc. 16 (1955). Zbl 0123.30301 MR 0075539

[8] O. Jenkinson and M. Pollicott, Calculating Hausdor� dimensions of Julia sets and

Kleinian limit sets. Amer. J. Math. 124 (2002), no. 3, 495–545. Zbl 1002.37023

MR 1902887

[9] C. T. McMullen, Hausdor� dimension and conformal dynamics. III. Computation of

dimension. Amer. J. Math. 120 (1998), no. 4, 691–721. Zbl 0953.30026 MR 1637951

[10] R. S. Phillips and P. Sarnak, On the spectrum of the Hecke groups. Duke Math. J. 52

(1985), no. 1, 211–221. Zbl 0564.30030 MR 0791299

[11] T. Pignataro and D. Sullivan, Ground state and lowest eigenvalue of the Laplacian

for noncompact hyperbolic surfaces. Comm. Math. Phys. 104 (1986), no. 4, 529–535.

Zbl 0602.58046 MR 0841667

[12] M. Pollicott, Some applications of thermodynamic formalism to manifolds of con-

stant negative curvature. Adv. Math. 85 (1991), no. 2, 161–192. Zbl 0726.58047

MR 1093004

[13] D. Ruelle, Zeta functions for expanding maps and Anosov �ows. Invent. Math. 34

(1976), no. 3, 231–242. Zbl 0329.58014 MR 0420720

[14] A. Selberg, Harmonic analysis and discontinuous groups in weakly symmetric Rie-

mannian spaces with applications to Dirichlet series. J. Indian Math. Soc. (N.S.) 20

(1956), 47–87. Zbl 0072.08201 MR 0088511

Received February 23, 2016

Mark Pollicott, University of Warwick, Gibbet Hill Road, Coventry, CV4 7AL, U.K.

e-mail: masdbl@warwick.ac.uk

Polina Vytnova, Queen Mary University of London, Mile End Road, London, E1 4NS,

U.K.

e-mail: p.vytnova@qmul.ac.uk

http://zbmath.org/?q=an:0607.58044
http://www.ams.org/mathscinet-getitem?mr=0881458
http://arxiv.org/abs/1506.06576
http://zbmath.org/?q=an:1291.37078
http://www.ams.org/mathscinet-getitem?mr=2950130
http://zbmath.org/?q=an:0123.30301
http://www.ams.org/mathscinet-getitem?mr=0075539
http://zbmath.org/?q=an:1002.37023
http://www.ams.org/mathscinet-getitem?mr=1902887
http://zbmath.org/?q=an:0953.30026
http://www.ams.org/mathscinet-getitem?mr=1637951
http://zbmath.org/?q=an:0564.30030
http://www.ams.org/mathscinet-getitem?mr=0791299
http://zbmath.org/?q=an:0602.58046
http://www.ams.org/mathscinet-getitem?mr=0841667
http://zbmath.org/?q=an:0726.58047
http://www.ams.org/mathscinet-getitem?mr=1093004
http://zbmath.org/?q=an:0329.58014
http://www.ams.org/mathscinet-getitem?mr=0420720
http://zbmath.org/?q=an:0072.08201
http://www.ams.org/mathscinet-getitem?mr=0088511
mailto:masdbl@warwick.ac.uk
mailto:p.vytnova@qmul.ac.uk

	Introduction
	Hyperbolic Geometry
	Selberg zeta function
	Critical Points
	Proof of Theorem 2
	Boundary behaviour
	The efficiency of the algorithm
	Proof of Lemma 3
	Additional bounds for Theorem 4
	Final remarks
	References

