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Algorithmic aspects of branched coverings I/V.

Van Kampen’s theorem for bisets
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Abstract. We develop a general theory of bisets: sets with two commuting group actions.

They naturally encode topological correspondences.

Just as van Kampen’s theorem decomposes into a graph of groups the fundamental

group of a space given with a cover, we prove analogously that the biset of a correspondence

decomposes into a graph of bisets: a graph with bisets at its vertices, given with some

natural maps. The fundamental biset of the graph of bisets recovers the original biset.

We apply these results to decompose the biset of a Thurston map (a branched self-

covering of the sphere whose critical points have �nite orbits) into a graph of bisets. This

graph closely parallels the theory of Hubbard trees.

This is the �rst part of a series of �ve articles, whose main goal is to prove algorithmic

decidability of combinatorial equivalence of Thurston maps.
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1. Introduction

This is the �rst of a series of �ve articles, and develops the theory of decomposi-
tions of bisets. For an overview of the series, see [1].

1.1. Bisets. Bisets are algebraic objects used to describe continuous maps up to
isotopy. Classically, a map f W .Y; �/ ! .X; �/ between pointed spaces induces
a homomorphism between the fundamental groups f�W�1.Y; �/ ! �1.X; �/.
If, however, f does not preserve any natural base points, it is much more con-
venient to consider a weaker kind of relation between �1.Y; �/ and �1.X; �/: this
is precisely a biset, namely a set B.f / with two commuting group actions, of
�1.Y; �/ on the left and of �1.X; �/ on the right. Bisets may naturally be multi-
plied, and the product of bisets corresponds to composition of the maps.

Another advantage of bisets is that only bijective maps may be inverted, while
every biset B has a contragredient B_, obtained by dualizing the actions. Thus

it is almost as easy to handle correspondences Y
i Z

f! X as genuine maps
Y ! X , see §4: the biset of the correspondence is B.i/_ ˝ B.f /.

Van Kampen’s theorem is a cornerstone in algebraic topology: given a spaceX
covered by (say) open subsets .U˛/, the theorem expresses the fundamental group
ofX in terms of the fundamental groups of the piecesU˛ and of their intersections.
This is best expressed in terms of a graph of groups, namely a simplicial graph
with groups attached to its vertices and edges. The fundamental group of a graph
of groups is algebraically constructed in terms of the graph data, and recovers the
fundamental group of X .

The main construction in this article is a graph of bisets expressing the decom-
position of a continuous map, or more generally a topological correspondence,
between spaces given with compatible covers, see De�nition 3.8. We single out
the subclass of �brant graphs of bisets. Graphs of bisets can be multiplied, and
the product of �brant graphs of bisets is again �brant.

We construct in De�nition 3.13 the fundamental biset of a graph of bisets, and
show in Corollary 3.20 how it can be conveniently computed for a �brant graph
of bisets.

Our central result, Theorem 4.8, is an analogue of van Kampen’s theorem in the
language of bisets. It expresses the biset of a correspondence as the fundamental
biset of a graph of bisets constructed from restrictions of the correspondence to
elements of the cover.

1.2. Applications. We then apply these results, in §5, to complex dynamics.
Following Thurston, we consider branched coverings of the sphere, namely self-
maps f WS2 that are locally modeled on z 7! zd in complex charts. The
subset of S2 at which the local model is zd with d > 1 is called the critical set
of f , and the post-critical set P.f / is the strict forward orbit of the critical set.
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A Thurston map is a branched covering of the sphere for which P.f / is �nite.
Such maps f are studied as correspondences

S2 n P.f / �- S2 n f �1.P.f //
f�! S2 n P.f /:

The simplest example of all is the map f .z/ D zd itself, with P.f / D ¹0;1º.
The map f is a covering on yC n ¹0;1º, and �1.yC n ¹0;1º; 1/ D Z. In this case,
we can give the biset of f quite explicitly: it is B.f / D Z, with right and left
actions given by m � b �n D dmC bCn. We call such bisets regular cyclic bisets,
and we de�ne a cyclic biset as a transitive biset over cyclic groups.

The next simplest maps are rational maps f .z/ with �nite post-critical set,
such as f .z/ D z2 � 1. In particular, complex polynomials have been intensively
studied via their Hubbard tree, see [7, 8, 16]. This is a dynamically-de�ned
f -invariant tree containing P.f / and embedded in C. We apply the van Kampen
Theorem 4.8 to the Hubbard tree and obtain in this manner a decomposition of the
biset of f as a graph of cyclic bisets, see Theorem 5.5.

One of the advantages in working with branched coverings rather than rational
maps is that surgery operations are possible. For example, given a Thurston map
f with a �xed point z mapping locally to itself by degree d > 1, and given
a (topological) polynomial g of degree d , a small neighbourhood of f may be
removed to be replaced by a sphere, punctured at1, on which g acts. One calls
the resulting map the tuning of f by g.

This operation has a transparent interpretation in terms of graphs of bisets: it
amounts to replacing a cyclic biset, at a vertex of the graph of bisets of f , with
the biset B.g/; see Theorem 5.8.

In case f itself also has degree d , one calls the resulting map h the mating of
f and g. The sphere on which h acts is naturally covered by the punctured spheres
on which f , respectively g act, and the “equator” on which they overlap. Thus h
is naturally expressed by a graph of bisets with two vertices corresponding to f
and g respectively, and an edge corresponding to the equator; see Theorem 5.9.

Laminations allow Julia sets of polynomials to be obtained out of the Julia set
of zd , namely a circle, by pinching. Similarly, van Kampen’s Theorem 4.8 applied
to the lamination of f decomposes the biset B.f / into a graph of bisets made of
trivial bisets and one regular cyclic biset (the biset of zd ). We compute it explicitly
for the map f .z/ D z2 � 1, and describe in this manner, in §5.6, the mating of
z2 � 1 with an arbitrary quadratic polynomial.

1.3. Notation. We introduce some convenient notations, which we will follow
throughout the series of articles. For a set S , we write S#: for its permutation
group. This has the mnemonic advantage that #.S#:/ D .#S/Š. We always write
1 for the identity map from a set to itself. The restriction of a map f WY ! X to
a subset Z � Y is written f�Z . Self-maps are written f WX in preference to
f WX ! X .
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Paths are continuous maps 
 W Œ0; 1� ! X ; the path starts at 
.0/ and ends at

.1/. We write 
#ı for concatenation of paths, following �rst 
 and then ı; this is
de�ned only when 
.1/ D ı.0/. We write 
�1 for the inverse of a path.

We write � for isotopy of paths, maps etc, � for conjugacy or combinatorial
equivalence, and Š for isomorphism of algebraic objects. Similarly h� denotes
the image of h under �. Similarly, g ı f is the composition of maps, �rst f then
g, and fg is the composition of homomorphisms, �rst f then g.

A graphs of groups is a graph X with groups associated with X’s vertices and
edges. We always write Gx for the group associated with x 2 X; thus if Y is
another graph of groups, we will write Gy for the group associated with y 2 Y,
and no relationship should be assumed between Gx and Gy . Similarly, in a graph
of bisets B there are bisets Bz associated with z 2 B, and di�erent graphs of
bisets will all have their bisets written in this manner.

2. Bisets

We show, in this section, how topological data can be conveniently converted to
group theory. We shall extend, along the way, the classical dictionary between
topology and group theory.

Consider a continuous map f WY ! X between path connected topological
spaces, and basepoints � 2 Y and � 2 X . Denote by H D �1.Y; �/ and
G D �1.X; �/ their fundamental groups. If f .�/ D �, then f induces a
homomorphism f�WH ! G; however, no such natural map exists if f does not
preserve the basepoints.

A solution would be to express f in the fundamental groupoid �1.X/, whose
objects are X and whose morphisms from x to y consist of all paths from x to y
in X up to homotopy rel their endpoints. However, for computational purposes, a
much more practical solution exists: one expresses f as an H -G-biset.

De�nition 2.1 (bisets). LetH;G be two groups. AnH -G-biset is a setB equipped
with a leftH -action and a rightG-action that commute; namely, a setB and maps
H � B ! B and B �G ! B , both written �, such that

h � h0 � .b � gg0/ D hh0 � .b � gg0/ D .hh0 � b/ � gg0 D .hh0 � b/ � g � g0;

so that no parentheses are needed to write any product of h’s, b, and g’s. We will
also omit the �, and write the actions as multiplication.

A G-biset is a G-G-biset.
AnH -G-setB is left-free if, qua leftH -set, it is isomorphic toH�S for a setS

(where, implicitly, the left action ofH is by multiplication on the �rst coördinate);
it is right-free if, qua right G-set, B is isomorphic to T � G. It is left-principal,
respectively right-principal, if furthermore S , respectively T may be chosen a
singleton, so that the respective action is simply transitive; more generally, it is
left, respectively right free of rank r if #S D r , respectively #T D r .
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Bisets should be thought of as generalizations of homomorphisms. Indeed, if
�WH ! G is a group homomorphism, one associates with it the H -G-biset B� ,
which, qua right G-set, is plainly G; the left H -action is by

h � b D h�b:

All bisets of the form B� are right-principal; and they are left-free if and only if
� is injective. Recall that h� denotes the image of h under �.

Let us return to our continuous map f WY ! X , but drop the assumption
f .�/ D �. The H -G-biset of f is de�ned as homotopy classes of paths rel their
endpoints:

B.f / D B.f; �; �/ D ¹
 W Œ0; 1�! X j 
.0/ D f .�/; 
.1/ D �º=�: (1)

For paths 
; ıW Œ0; 1�! X with 
.1/ D ı.0/, we denote by 
#ı their concatenation,
de�ned by

.
#ı/.t/ D
´


.2t/ if 0 � t � 1
2
;

ı.2t � 1/ if 1
2
� t � 1I

and, for a path 
 W Œ0; 1�! X , its reverse 
�1 is de�ned by


�1.t / D 
.1 � t /:

The left action of H on B.f / is, for a loop � in Y based at �,

Œ�� � Œ
� D Œ.f ı �/#
�;

and the right action of G is, for a loop � in X based at �,

Œ
� � Œ�� D Œ
#��:

It is then clear that B.f / is a right-principal biset. If f .�/ D �, then B.f / is
naturally isomorphic to Bf� .

As we will see in §4, bisets actually encode topological correspondences, as
generalizations of continuous maps.

2.1. Morphisms. We consider three di�erent kinds of maps between bisets.

De�nition 2.2 (biset morphisms). Let HBG and HB
0
G be two H -G-bisets.

A morphism between them is a map ˇWB ! B 0 such that

hbˇg D .hbg/ˇ for all h 2 H; b 2 B; g 2 G:

The de�nitions of endomorphism, isomorphism, automorphism, monomorphism,
and epimorphism are standard.
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Let nowHBG andH 0B 0
G0 be two bisets. An intertwiner is a triple . ; ˇ; �/ of

maps, with  WH ! H 0 and �WG ! G0 group homomorphisms, and ˇWB ! B 0

a map, such that

h bˇg� D .hbg/ˇ for all h 2 H; b 2 B; g 2 G:

The map ˇ itself is called a . ; �/-intertwiner; therefore a morphism is the same
thing as a .1;1/-intertwiner. An intertwiner is injective if all  ; ˇ; � are injective,
and similarly for surjective etc. A congruence is an invertible intertwiner.

Consider �nally aG-biset GBG and aG0-biset G0B 0
G0 . Apart from morphisms

and intertwiners, a third (intermediate) notion relates them: a semiconjugacy is a
pair .�; ˇ/ of maps, with �WG ! G0 and ˇWB ! B 0, such that

h�bˇg� D .hbg/ˇ for all g; h 2 G; b 2 B:

In other words, ˇ is a .�; �/-intertwiner. Note that we do not require, as is some-
times customary, that ˇ be surjective. A conjugacy is an invertible semiconjugacy,
i.e. a semiconjugacy in which both � and ˇ are invertible.

In summary,

intertwiners
. ; ˇ; �/

� semiconjugacies
 D � � morphisms

 D � D 1

[ [ [
congruences
. ; ˇ; �/

� conjugacies
 D � � isomorphisms

 D � D 1:

Note now the following important, if easy, fact: the isomorphism class of a
biset B� remembers precisely the homomorphism � up to inner automorphisms.
More precisely,

Lemma 2.3. Let �;  WH ! G be two homomorphisms. Then the bisets B� and
B are congruent if and only if there exists an automorphism � of G such that
 D ��; and they are isomorphic if and only if � may be chosen to be inner.

Proof. We only prove the second assertion (“isomorphic bisets if and only if � is
inner”).

Assume �rst  D ��, and let � be conjugation by g. Then an isomorphism
between the bisets B� and B is given by ˇW b 7! g�1b. Indeed,

.h � b/ˇ D .h�b/ˇ D g�1h�b D h��g�1b D h bˇ D h � bˇ :

Conversely, if B� and B are isomorphic, let ˇ be such an isomorphism, and
set g D .1ˇ /�1. Because ˇ commutes with the right G-action, which is principal,
the map ˇ must have the form bˇ D 1ˇb D g�1b, and the same computation as
above shows that  D ��, with � conjugation by g. �
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2.2. Products. The product of the H -G-biset B with the G-F -biset C is the
H -F -biset B ˝G C , de�ned as

B ˝G C D B � C
ı

¹.b; g � c/ D .b � g; c/ for all b 2 B; g 2 G; c 2 C ºI

it is naturally anH -F -biset for the leftH -action onB and the right F -action onC.
We have the easy

Lemma 2.4. Let �WH ! G and  WG ! F be group homomorphisms. Then

B� Š B� ˝G B :

Recall that we stick to the usual topological convention that g ı f is �rst f ,
then g; but we use the algebraic order on composition of homomorphisms and
bisets, so that fg means ‘�rst f , then g’ for composable algebraic objects f and
g. In other words, we may write g ı f D fg.

The contragredient of the H -G-biset B is the G-H -biset B_, which is B as a
set (but with elements written b_), and actions

g � b_ � h D .h�1 � b � g�1/_:

If �WH ! G is invertible, then we have .B�/_ D B��1 . In all cases, we have a
canonical isomorphism .B ˝ C/_ D C_ ˝ B_.

Remark 2.5. Answering a question of A. Epstein, we may de�ne Hom.B; C / D
B_˝C , and then note that ‘˝’ is the adjoint to this internal Hom functor, namely
Hom.C ˝ B;D/ D Hom.B;Hom.C;D// is natural.

Products allow us to write intertwiners in terms of morphisms:

Lemma 2.6. Let  WH ! H 0 and �WG ! G0 be homomorphisms, let B be an
H -G-biset, and let B 0 be an H 0-G0-biset. Then there is an equivalence between
intertwiners . ; ˇ; �/WB ! B 0 and morphisms 
 WB_

 ˝ B ˝ B� ! B 0, in
the following sense: there is a natural map � WB ! B_

 ˝ B ˝ B� de�ned by
b 7! 1_ ˝ b ˝ 1, and the intertwiner . ; ˇ; �/ factors as . ; ˇ; �/ D . ; �; �/
 .

In particular, the bisets GBG andG0B 0
G0 are conjugate if and only if there exists

an isomorphism �WG ! G0 with B 0 Š B_
� ˝ B ˝ B� D B��1 ˝ B ˝ B� .

2.3. Transitive bisets. We call an H -G-biset transitive if it consists of a single
H � G-orbit. If desired, transitive bisets may be viewed as quotients of right-
principal bisets (namely, bisets coming from homomorphisms), as follows:
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Lemma 2.7. Let B be a transitive H -G-biset. Then there exist a group K and
homomorphisms �WK ! G,  WK ! H such that B D B_

 ˝K B� . Furthermore,
there exists a unique minimal such K, in the sense that if .K 0; �0;  0/ also satisfy
B D B_

 0 ˝K0 B�0 then there exists a homomorphism � WK 0 ! K with �� D �0

and � D  0:

K 0

K

H G

�

 �

 0 �0

Proof. Choose a basepoint b 2 B , and de�ne

K D ¹.h; g/ 2 H �G j bg D hbº:

The homomorphisms ; � are given by projection on the �rst, respectively second
coördinate. To construct an isomorphism ˇWB_

 ˝ B� ! B , set .h_ ˝ g/ˇ WD
h�1bg; note that this is well-de�ned because h_˝g D .h0/_˝g0 if and only if there
exists .h00; g00/ 2 K with g0 D g00g and h0 D h00h; and then h�1bg D .h0/�1bg0.

To prove the unicity of K, consider a group K 0 with two homomorphisms
�0WK 0 ! G and  0WK 0 ! H , and an isomorphism ˇWB_

 0 ˝K0 B�0 ! B . De�ne
then the map � WK 0 ! K as follows. Write ˇ�1.b/ D .b1; b2/. For k0 2 K 0, de�ne
h 2 H; g 2 G by

ˇ.b1; k
0b2/ D hb D bg and then �.k0/ D .h; g/: �

Note that the product of two bisets, when expressed as groupsK;Lwith homo-
morphisms as in the lemma, is nothing but the �bre product of the corresponding
groups K;L.

If furthermore B is left-free, then the construction can be made even more
explicit: the biset B_

 is a subbiset of B , and B� is left- and right-free. We
summarize this in the

Proposition 2.8. LetB be a left-free transitiveH -G-biset. Choose b 2 B . De�ne

� Gb WD ¹g 2 G j bg 2 Hbº, the right stabilizer of b;

� D WD Gb
GG , the natural Gb-G biset;

� C_ WD Hb, an H -Gb subbiset of HBGb
.

Then C is a right-principal biset and B Š C_ ˝Gb
D.
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2.4. Combinatorial equivalence of bisets. Let GBG be a left-free biset. For
every n � 0 we have a right G-action on 1˝G B˝n

G , which gives a well de�ned
action on the set

T WD
G

n�0

1˝G B˝n
G :

The G-set T naturally has the structure of a rooted tree, by putting an edge from
1˝ b1 ˝ � � � ˝ bn to 1˝ b1 ˝ � � � ˝ bn ˝ bnC1 for all bi 2 B . It is called the Fock
tree of B in [14]. The action of G on T is self-similar in an appropriate labeling
of T , see [13, Chapter 2].

Set G0 WD G= ker.action/; thus G0 is the maximal quotient of G such that the
induced action on T is faithful. As in [15] we say that GBG is combinatorially
equivalent to

G0B 0
G0 WD G0 ˝G B ˝G G0:

(The motivation is dynamical: if GBG is contracting, then so is G0B 0
G0 and, more-

over, the limit dynamical systems associated with GBG and G0B 0
G0 are topologi-

cally conjugate, see e.g. [13, Corollary 3.6.7].)
We say that two left-free GBG andHCH are combinatorially equivalent if their

quotients G0B 0
G0 and H 0C 0

H 0 are conjugate.
It is easy to check that any surjective semi-conjugacy .�; ˇ/WGBG ! HCH

between left-free bisets descends to a semi-conjugacy .�0; ˇ0/WG0B 0
G0 ! H 0C 0

H 0 .
We say that a surjective semi-conjugacy .�; ˇ/WGBG ! HCH between left-free
bisets respects combinatorics if .�0; ˇ0/WG0B 0

G0 ! H 0C 0
H 0 is a conjugacy (so that

GBG and HCH are combinatorially equivalent).

2.5. Biset presentations. Let B be a left-free H -G-biset. Choose a basis of B ,
namely a subset S of B such that B , qua left H -set, is isomorphic to H � S . In
other words, S contains precisely one element from eachH -orbit of B .

The structure of the biset is then determined by the right action in that descrip-
tion. For g 2 G and s 2 S , there are unique .h; t / 2 H � S such that sg D ht .
The choice of basis therefore leads to a map S � G ! H � S , or, which is the
same, a map ˆWG ! .H � S/S .

Associativity of the biset operations yields, as is easy to see, that ˆ is a group
homomorphism G ! H o S#: . This last group, the wreath product of H with the
symmetric group S#: on S , is by de�nition the semidirect product ofHS with S#: ,
in which S#: acts by permutations of the coördinates in HS . We call ˆ a wreath
map of the biset B .

Wreath products are best thought of in terms of decorated permutations: one
writes permutations of S in the standard arrow diagram notation, but adds a label
belonging toH on each arrow in the permutation. Permutations are multiplied by
concatenating arrow diagrams and multiplying the labels.
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A presentation of B is a choice of generating sets �;� for G;H respectively,
and for each g 2 � an expression of the form

g D�h1; : : : ; hd�.i1; : : : /;

describing ˆ.g/; the hi are words in �, and .i1; : : : / is a permutation of S Š
¹1; : : : ; dº in disjoint cycle format.

Lemma 2.9. If ˆ;‰WG ! H o d#: are two wreath maps of the same biset HBG ,
then there exists w 2 H o d#: such that ‰ D ˆ � .h 7! hw/.

Proof. Let S; T be the bases of B in which ˆ;‰ are computed, and identify S; T
with ¹1; : : : ; dº by writing S D ¹s1; : : : ; sd º and T D ¹t1; : : : ; tdº. In B , write
si D wi � ti� for i D 1; : : : ; d , de�ning thus w D�w1; : : : ; wd�� 2 H o d#: .

Consider an arbitrary g 2 G, and write

ˆ.g/ D�g1; : : : ; gd��; ‰.g/ D�h1; : : : ; hd��:

We therefore have sig D gi si� and tig D hi ti� for all i . Now

hi� ti�� D ti�g D w�1
i sig D w�1

i gi si� D w�1
i giwi�� ti�� ;

so ˆ.g/w D ‰.g/. �

It may help to introduce an example here. Consider the map f .z/ D zd from
the cylinder X D C n ¹0º to itself. Choose � D � D 1 as basepoints, and identify
�1.X; �/ with Z by choosing as generator the loop �.t/ D exp.2i�t/.

Since it is right-(free and transitive), the biset B.f / is in bijection with the set
of homotopy classes of loops at 1, and so may be naturally identi�ed with Z. The
biset structure is given by n � b � m D dnC b C m for n;m 2 Z Š �1.X; �/ and
b 2 Z Š B.f /. Thus B.f / is left-free of rank d , and a basis is a complete set of
congruence representatives modulo d , for example ¹0; 1; : : : ; d �1º. In that basis,
the wreath map reads

ˆ.�/ D�1; : : : ; 1; ��.1; 2; : : : ; d /;

or in diagram notation

� D �
:

Since it is left-free of rank d , the biset B.f / is also in bijection with the
homotopy classes of paths from � to an f -preimage of �, namely to a d -th root of
unity. A basis of B.f / may be chosen as ¹exp.2i�tk=d/ j t 2 Œ0; 1�ºkD0;:::;d�1,
and in this basis one recovers the wreath map of � given above.
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2.6. Conjugacy classes in groups. We will, in later articles, consider conjugacy
classes so as to represent unbased loops in topological spaces. There are various
applications; for example, a fundamental construction by Goldman [9] de�nes a
Lie bracket structure on the vector space spanned by conjugacy classes in �1.X; �/
for a closed surface X . We consider, here, the general case of groups and bisets.

Let C.G/ denote the set of conjugacy classes of the group G, and consider a
left-free H -G-biset B . Choose a basis S of B , whence a wreath map ˆWG !
H o S#: . Consider gG 2 C.G/, write ˆ.g/ D�h1; : : : ; hd�� , and let S1; : : : ; S`
be the orbits of � on S . For each j D 1; : : : ; `, let kj be the product of
the hi ’s along the orbit Sj ; namely, if Sj D ¹s1; : : : ; sdj

º with s�i D siC1,
indices being computed modulo dj , then kj D hs1hs2 � � �hsdj

. The multiset

¹.dj ; kHj / j i D j; : : : ; `º consisting of degrees and conjugacy classes in H is

called the lift of gG .

Lemma 2.10. The lift of gG is independent of all the choices made: of g in its
conjugacy class, of the basis S , and of the cyclic ordering of the orbit Sj .

Proof. Di�erent choices of bases give conjugate wreath maps, by Lemma 2.9. �

Let QC.G/ denote the vector space spanned by the conjugacy classes C.G/,
and consider again a left-free H -G-biset B . Then the lift operation gives rise to a
linear map B�WQC.G/! QC.H/, de�ned on the basis by

B�.gG/ WD
X

.di ;h
H
i
/2lift of gG

kHj

dj
; (2)

called the Thurston endomorphism of B .

3. Graphs of bisets

We de�ne here the fundamental notion in this article: viewing groups as funda-
mental groups of spaces, bisets describe continuous maps between spaces. Graphs
of groups describe decompositions of spaces, and graphs of bisets describe con-
tinuous maps that are compatible with the decompositions.

3.1. Graphs of groups. We begin by precising the notion of graph we will use;
it is close to Serre’s [17], but allows more maps between graphs. In particular, we
allow graph morphisms that send edges to vertices.
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De�nition 3.1 (graphs). A graph X is a set X D V tE, consisting of two subsets
called vertices and edges respectively, equipped with two self-maps x 7! x� and
x 7! Nx, and subject to axioms

for all x 2 X; NNx D x; x� 2 V; and x D x� () x D Nx () x 2 V:
(3)

The object Nx is called the reverse of x. Setting xC D . Nx/�, the vertices x�; xC

are respectively the origin and terminus of x.

We write V.X/ and E.X/ for the sets of vertices and edges respectively in
a graph X. A path is a sequence .e1; : : : ; en/ of edges with eC

i D e�
iC1 for all

i D 1; : : : ; n � 1. A graph is connected if there exists a path joining any two
objects. A circuit is a sequence .e1; : : : ; en/ of edges with eC

i D e�
iC1 for all i ,

indices taken modulo n. A tree is a graph with no non-trivial circuits; that is in
every circuit .e1; : : : ; en/ one has eiC1 D Sei for some i .

A graph morphism is a map � WY ! X satisfying �. Ny/ D �.y/ and �.y�/ D
�.y/� for all y 2 Y. Note that � maps the vertices of Y to those of X. It is
simplicial if furthermore � maps the edges of Y to those of X.

A graph of groups is a connected graphX D V tE, with a groupGx associated
with every x 2 X, and homomorphisms .�/�WGx ! Gx� and S.�/WGx ! G Nx

for each x 2 X, satisfying the same axioms as (3), namely the composition
Gx ! G Nx ! G NNx D Gx is the identity for every x 2 X, and if x 2 V then
the homomorphisms Gx ! Gx� and Gx ! G Nx are the identity. For g 2 Ge we
write gC D . Ng/�. The graph of groups is still denoted X.

Let X D V tE be a graph of groups. For v; w 2 V , consider the set

…v;w D ¹.g0; x1; g1; : : : ; xn; gn/ j xi 2 X; x�
1 D v; xC

i D x�
iC1; x

C
n D w;

gi 2 GxC
i

D Gx�
iC1
º; (4)

of (group-decorated) paths from v to w. As a special case, if v D w then we
allow n D 0 and g0 2 Gv D Gw . Say that two paths are equivalent, written
�, if they di�er by a �nite sequence of elementary local transformations of the
form .gh/ $ .g; x; 1; Nx; h/ for some x 2 X and g; h 2 Gx� , or of the form
.gh�; x; k/$ .g; x; hCk/ for some x 2 X and g 2 Gx� ; h 2 Gx ; k 2 GxC , or of
the form .g; x; h/$ .gh/ for some x 2 V and g; h 2 Gx .

The product of two paths .g0; x1; : : : ; gm/ and .h0; y1; : : : ; hn/ is de�ned if
xC
m D y�

1 , and equals .g0; x1; : : : ; gmh0; y1; : : : ; hn/; this product…u;v �…v;w !
…u;w is compatible with the equivalence relation. The fundamental groupoid
�1.X/ of X is a groupoid with object set V , and with morphisms between v and
w the set �1.X; v; w/D …v;w=� of equivalence classes of paths from v to w.

In particular, for v 2 V , the fundamental group �1.X; v/ is …v;v=�. If X is
connected, then�1.X; v/ is up to isomorphism independent of the choice of v 2 V .
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In fact, the elements xi in a path may be assumed to all belong to E, and if
xiC1 D Sxi then the element giC1 may be assumed not to belong to .GxiC1

/�. Such
paths are called reduced, and …v;w=� may be identi�ed with the set of reduced
paths from v to w.

In a more algebraic language, the fundamental groupoid �1.X/ is the universal
groupoid with object set V , and whose morphism set is generated byXt

F

v2V Gv;
the source and target of x 2 X are x� and xC respectively; the source and target
of g 2 Gv are v; the relations are those of the Gv as well as v D 1 2 Gv for
all v 2 V , and x Nx D 1 2 Gx� and g�x D xgC for all x 2 X and g 2 Gx.
The path .g0; x1; : : : ; gn/ is identi�ed with g0x1 : : : gn. The following property
follows easily from the de�nitions:

Lemma 3.2 (e.g. Serre [17, §5.2]). Let X be a graph of groups. If all morphisms
Gx ! Gx� are injective, then all natural maps Gx ! �1.X; �/ are injective.

3.2. Decompositions and van Kampen’s theorem. Graphs of groups, and their
fundamental group, generalize decompositions of spaces and their fundamental
group. Here is a useful example of graphs of groups:

Example 3.3. If X be a path connected surface with at least one puncture,
consider a graph X drawn on X which contains precisely one puncture in each
face. Then X deformation retracts to X, and the groups �1.X; �/ and �1.X; �/ are
isomorphic. Here we consider X as a graph of groups in which all groups Gx are
trivial.

De�nition 3.4 (1-dimensional covers). Consider a path connected space X , cov-
ered by a collection of path connected subspaces .Xv/v2V . It is a 1-dimensional
open cover of X if for all u; v; w 2 V
(1) all path connected components ofXu\Xv are of the formXt for some t 2 V ;

(2) if Xu � Xv � Xw then u D v or v D w.

We order V by writing u < v if Xu ¦ Xv .
A 1-dimensional cover of X is a cover .Xv/v2V of X satisfying (1) and (2)

and such that for every family of open neighbourhoods Uv � Xv of the Xv there
exists a family zXv � Uv of path connected open subneighbourhoods such that the
natural map �1.Xv/! �1. zXv/ is an isomorphism for all v 2 V and the . zXv/v2V

form a 1-dimensional open cover as above, with same combinatorics as .Xv/v2V .

Traditionally, the sets Xv in a cover are assumed open so that every curve

 � X is a concatenation of �nitely many curves 
i where each 
i lies entirely in
some Xv.i/.

For our dynamical applications, we may also wish to consider closed subsets
Xv of X : typical dynamically-invariant subsets (such as the Julia set) are closed
but not open. We may use these more general covers in place of open covers,
thanks to the following fact:
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Lemma 3.5. Let f WY ! X be a continuous map, and suppose that f extends to
Qf W zY ! zX with X � zX and Y � zY . Assume that all spaces are path connected

and thatX ,! zX and Y ,! zY induce isomorphisms on fundamental groups. Then
the bisets of B.f / and B. zf / are isomorphic.

Proof. Suppose that � 2 Y and � 2 X are the basepoints; we can assume that
f .�/ D �. We need to show that f� D Qf�. Suppose that f� 6D Qf�. Then
there is a 
 2 �1.Y; �/ such that f�.
/ 6D 1 but Qf�.
/ D 1. This means
that f .
/ is not trivial in �1.X; �/ but is trivial in �1. zX; �/; this contradicts
�1.X; �/ ' �1. zX; �/. �

De�nition 3.6 (graphs of groups from covers). Consider a path connected space
X with a 1-dimensional cover .Xv/v2V . It has an associated graph of groups X,
de�ned as follows. The vertex set of X is V . For every pair u < v there are edges
e and Ne connecting u D e� D NeC and v D eC D Ne�, and we let E be the set of
these edges. Set X D V tE.

Choose basepoints �v 2 Xv for all v 2 V , and set Gv WD �1.Xv; �v/. For
every edge e with e� < eC choose a path 
e W Œ0; 1� ! XeC from �e� to �eC , set
Ge WD Ge� and de�neGe ! Ge� WD 1 andGe ! GeC by 
 7! 
�1

e #
#
e. Finally
for edges e with e� > eC set Ge WD G Ne and 
 Ne D 
�1

e and de�ne morphisms
Ge ! Ge� and Ge ! GeC as G Ne ! G NeC and G Ne ! G Ne� respectively.

The graph of groupsX depends on the choice of basepoints�v and paths 
e , but
mildly: we will show in Lemma 4.9 that the congruence class of X is independent
of the choice of �v and 
e.

Here is a simple example: on the left, the subspaces Xv are the simple loops
and the two triple intersection points; on the right, the corresponding graph of
groups, with trivial or in�nite cyclic groups.

�Z
�1

�Z
�
Z

�1
�Z

�Z

Theorem 3.7 (van Kampen’s theorem). Let X be a path connected space with
1-dimensional cover .Xv/ and a choice of basepoints �v 2 Xv as well as paths
connecting �u and �v if Xu ¦ Xv . Let X be the associated graph of groups.

Then, for every v, the groups �1.X; �v/ and �1.X; v/ are isomorphic.
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Sketch of proof. The isomorphism � W�1.X; v/! �1.X; �v/ is de�ned by

�.g0; e1; g1; : : : ; en; gn/ D g0#
e1
# : : : 
en

#gn:

We start by assuming that the 1-dimensional cover .Xv/ consists of open sets. Then
every loop 
 W Œ0; 1�! X with 
.0/ D 
.1/ D �v is homotopic to a concatenation
of the above type, so � is surjective. By the classical van Kampen argument
(see [12, Chapter IV]), the path �.g/ is homotopic to �.g0/ in X if and only if
g and g0 are equivalent in �1.X; v/; thus � is injective.

If theXv are not open, then they may be slightly enlarged enlarged to open sets
zXv , on which the theorem applies; the graphs of groups associated to the covers
.Xv/ and . zXv/ are isomorphic. �

In case X is a tree, �1.X; �/ is an iterated free product with amalgamation
of the Gv’s, amalgamated over the Ge’s. It may be constructed explicitly as
follows: consider the set of �nite sequences over the alphabet

F

v2V Gv; identify
two sequences if they di�er on subsequences respectively of the form ¹.1/; .�/º;
or ¹.g; h/; .gh/º for g; h in the same Gv; or ¹.g/; .g/º where the �rst, respectively
second, ‘g’ denote the image of g 2 Ge in Ge� , respectively GeC ; and quotient
by the equivalence relation generated by these identi�cations.

Note the following three operations on a graph of groups X, which does not
change its fundamental group.

(1) Split an edge. Choose an edge e 2 E. Add a new vertex v to V , and replace
e; Ne by new edges e0; Se0; e1; Se1 with eC

0 D e�
1 D v and e�

0 D e� and eC
1 D eC.

De�ne the new groups by Gv D Ge0
D Ge1

D Ge , with the obvious maps
between them;

(2) Add an edge. Choose a vertex v 2 V , and a subgroup H � Gv . Add a new
vertex w to V , and add new edges e; Ne with e� D v and eC D w. De�ne the
new groups by Ge D Gv D H , with the obvious maps between them;

(3) Barycentric subdivision. Construct a new graph X0 D V 0 t E 0 with V 0 D
X=¹x D Nxº and E 0 D E � ¹C;�º; for e 2 E and " 2 ¹˙1º, set .e; "/" D e"

and .e; "/�" D Œe� and .e; "/ D . Ne;�"/. De�ne �nally a graph of groups
structure .G0

Œx�
/ on X0 by setting G0

Œx�
to be Gx for all Œx� 2 V 0 (recalling

that Gx and G Nx are isomorphic), and G0
.e;"/
D Ge , with the obvious maps

between these groups.

Recall that graph morphisms may send edges to vertices, but not vertices
to (midpoints of) edges. If such a map between the topological realizations of
the graphs is needed, it may be expressed as a map between their barycentric
subdivisions.

If X be a graph of groups, let X0 denote the underlying graph of X, but with
trivial groups. Then, on the one hand, �1.X0/ is the usual fundamental groupoid of
X0, and�1.X0; v/ is a free group; on the other hand, there exists a natural morphism
of groupoids �1.X/! �1.X

0/.
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If X;Y be graphs of groups, � WY ! X be a graph morphism, and �y be, for
every y 2 Y, a homomorphism Gy ! G�.y/ such that �y.g/� D �y�.g�/ and
�y.g/ D � Ny. Ng/ for all g 2 Gy , then there is an induced morphism of groupoids
�1.Y/ ! �1.X/. We do not give a name to these kinds of maps, because they
are too restrictive; see the discussion in the introduction of [5]. We will give later,
in §3.9, more examples of graphs of groups; we now describe in more detail the
precise notion of morphisms between graphs of groups that we will use.

3.3. Graphs of bisets. Just as bisets generalize appropriately to our setting
homomorphisms between groups, so do “graphs of bisets” also generalize the
notion of homomorphisms between graphs of groups. In fact, our notion also
extends the de�nition of morphisms between graphs of groups given in [5], in
that a “right-principal graph of bisets” is the same thing as a morphism between
graphs of groups in the sense of Bass.

De�nition 3.8 (graph of bisets). Let X;Y be two graphs of groups. A graph of
bisets YBX between them is the following data:

� a graph B, not necessarily connected;

� graph morphisms �WB! Y and �WB! X;

� for every z 2 B, a G�.z/-G�.z/-biset Bz , an intertwiner .�/�WBz ! Bz� with
respect to the homomorphisms G�.z/ ! G�.z/� and G�.z/ ! G�.z/� , and a
congruence S.�/WBz ! B Nz with respect to the isomorphisms G�.z/ ! G�.z/
and G�.z/ ! G�.z/.

These homomorphisms must satisfy the same axioms as (3), namely: the
composition Bz ! B Nz ! B NNz D Bz is the identity for every z 2 X, and if
z 2 V , then the homomorphisms Bz ! Bz� and Bz ! B Nz are the identity.
For b 2 Bz we write bC D Nb�

.

We call B a Y-X-biset.

Example 3.9. A graph morphism � WY ! X, given with homomorphisms
�y WGy ! G�.y/ for all y 2 Y such that .�/� ı �y D �y� ı .�/�, naturally gives
rise to a Y-X-biset B� . Its underlying graph is B D Y; the maps are � D 1 and
� D � . For every z 2 B, the biset Bz is G�.z/ with its natural right G�.z/-action,
and its left Gz-action is g � b D �z.g/b.

De�nition 3.10 (product of graphs of bisets). Let B be a Y-X-biset, and let
C be a X-W-biset. The product of B and C is the following graph of bisets
YDW D B˝X C: its underlying graph is the �bre product

D D ¹.b; c/ 2 B � C j �.b/ D �.c/º;

with .b; c/� D .b�; c�/ and .b; c/ D . Nb; Nc/. The map �WD! Y is �.b; c/ D �.b/,
and the map �WD!W is �.b; c/ D �.c/. The biset B.b;c/ is Bb ˝G�.b/

Bc .
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Properties of the product will be investigated in §3.7. For now we content
ourselves with some illustrative examples.

Lemma 3.11 (see Example 3.9). Let � WY ! X and �WX ! W be graph
morphisms, given with homomorphisms �y WGy ! G�.y/ and �x WGx ! G�.x/.
Then their bisets satisfy B� ˝X B� D B�� .

Proof. We have natural identi�cations Gy ˝Gx
Gx D Gy between the bisets of

B� ˝X B� and those of B�� . �

The contragredient B_ of the graph of bisets B is de�ned by exchanging �
and �, and taking the contragredients of all bisets Bz . If � WY ! X is bijective
and all �y are isomorphisms, then the contragredient of B� is B��1 .

The identity biset for products is the following biset XIX: its underlying graph
is X, with maps � D � D 1, and bisets Bz D Gz .

Example 3.12 (see Lemma 2.7; a partial converse to Example 3.9). Let YBX be
a graph of bisets such that the graph B is connected and Bz is transitive for every
z 2 B. Suppose that for every z 2 B we are given an element bz 2 Bz such that
Sbz D b Nz and .bz/� D bz� for all z 2 B. Then there exist a graph of groups Z and
morphisms of graphs of groups �WZ ! Y and �WZ! X as in Example 3.9 such
that B is isomorphic to B_

�
˝B�.

Note, however, that it is not always possible to make coherent choices of
basepoints bz 2 Bz . For example, it may happen that .Be/� \ .Bf /� D ; for
two edges e; f with e� D f �.

Here is a dynamical situation in which this happens. Let f be a rational
map whose Julia set is a Sierpiński carpet, and assume that its Fatou set has two
invariant components U;V, perforce with disjoint closures, on which f acts as
z 7! zm; zn respectively. Remove these components, and attach on each of them a
sphere with a self-map that has an invariant Fatou component mapped to itself by
the same degree. To these data correspond a graph of groups X with three vertices
(the main sphere and the two grafted ones), and a graph of bisets XBX describing
the self-map. The basepoint on the main sphere cannot be chosen to coincide
with the basepoints of the grafted spheres, because the Fatou components of the
Sierpiński map have disjoint closures.

3.4. The fundamental biset

De�nition 3.13 (fundamental biset of graph of bisets). Let B be a Y-X-biset;
choose � 2 X and � 2 Y. Write G D �1.X; �/ and H D �1.Y; �/. The
fundamental biset of B is anH -G-biset B D �1.B; �; �/, constructed as follows:

B D
F

z2V.B/ �1.Y; �; �.z//˝G�.z/
Bz ˝G�.z/

�1.X; �.z/; �/
²

qb�p D q�.z/bC�.z/p for all
q 2 �1.Y; �; �.z/�/; b 2 Bz;
p 2 �1.X; �.z/�; �/; z 2 E.B/

³ : (5)
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In other words, elements of B are sequences .h0; y1; h1; : : : ; yn; b; x1; : : : ; gm�1,
xn; gn/ subject to the equivalence relations used previously to de�ne �1.X/, as
well as .yn; hb�g; x1/ $ .yn; h; �.z/; b

C; �.z/; g; x1/ for all z 2 B, b 2 Bz ,
h 2 G�.z/� , g 2 G�.z/� .

In particular, if Y D X are graphs with one vertex and no edges and associated
groups H;G respectively, the de�nition simpli�es a little: then B is the quotient
of

F

z2V.B/ Bz by the relation identifying b� with bC, for all edges z 2 B and all
b 2 Bz , with respective images b˙ in Bz˙ .

If f WY ! X be a continuous map and the spaces X; Y admit decompositions
giving a splitting of their fundamental group as a graph of groups, as in Theo-
rem 3.7, and if f is compatible with the decompositions of X and Y , then B.f /
will decompose into a graph of bisets, as we will see in Theorem 4.8.

Let X be a graph of groups. Choose � 2 X, and consider the graph ¹�º with a
single vertex and no edge. We treat it as a graph of groups, with group �1.X; �/
attached to �, and denote it by X0. Consider now the following biset X.X; �/X0

:
its underlying graph is X; the maps are � D 1 and �.z/ D � for all z 2 X; and the
bisets are Bz D �1.X; z�; �/; for vertices, this is just �1.X; z; �/, while for edges
this is a left Gz-set via the embedding Gz ! Gz� . The embedding Bz ! Bz� is
the identity, while the map Bz ! B Nz is b 7! Nzb.

Lemma 3.14. Write G D �1.X; �/. Then we have an isomorphism of G-G-bisets

�1..X; �/; �; �/Š GGG :

The bisets .X; �/ and .Y; �/ enable us, using (5), to write �1.B; �; �/ more
simply. We will prove Lemma 3.15 in §3.7:

Lemma 3.15. Let YBX be a graph of bisets, and choose � 2 X; � 2 Y. Then
�1.B; �; �/ D �1..Y; �/_ ˝B˝ .X; �/; �; �/.

Note, in particular, the expression �1..X; �/_ ˝X .X; �// D �1.X; �; �/ of the
set of paths from � to � in X in terms of graphs of bisets.

3.5. Fibrant and covering bisets. We now de�ne a class of graphs of bisets for
which the fundamental biset admits a convenient description.

De�nition 3.16 (�brant and covering graph of bisets). Let B be a Y-X-graph of
bisets. Then B is a left-�brant graph of bisets if �WB! X is a simplicial graph-
map, and for every vertex v 2 B and every edge f 2 X with f � D �.v/ the
map

G

e2��1.f /

e�Dv

G�.v/ ˝G�.e/
Be;�! Bv; g ˝ b 7�! gb�; (6)

is a G�.v/-Gf biset isomorphism, for the action of Gf on Bv given via the map
.�/�WGf ! G�.v/.
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If in additionBz is a left-free biset for every object z 2 X, thenB is a covering,
or left-free, graph of bisets.

If furthermore Bz is left-principal for every z 2 B and �WB ! Y is a graph
isomorphism, then B is left-principal. Right-�brant, -free, and -principal graphs
of bisets are de�ned similarly. For example, the biset associated with a morphism
of groups as in Example 3.9 is right-principal.

We think about (6) as a unique lifting property: we may always rewrite pbq 2
�1.B; �; �/ as p0b0 2 �1.B; �; �/ in an essentially unique way, as we will see in
Corollary 3.20. We will show in Lemma 3.28 that for left-principal graphs of
bisets (6) follows automatically.

For every object y 2 Y let us denote by yGy the image ofGy in the fundamental
groupoid �1.Y/; we write g 7! Og the associated natural quotient map Gy ! yGy .
We de�ne yGx and g ! Og similarly for x 2 X. Finally, for z 2 B we set

yBz WD yG�.z/ ˝G�.z/
Bz ˝G�.z/

yG�.z/

and denote by b 7! Ob the natural quotient map Bz ! yBz .
Let yB be the graph of bisets obtained from B by replacing all Gx ; Gy; Bz

by yGx; yGy; yBz respectively. It is immediate that �1.B; �; �/ and �1. yB; �; �/ are
naturally isomorphic via ybx 7! Oy Ob Ox.

Theorem 3.17. Suppose that B is a left-�brant biset. Then

(1) yB is left-�brant;

(2) yBz Š yG�.z/ ˝G�.z/
Bz via the natural map 1˝ b ˝ 1 1˝ b;

(3) .�/�W yBe ! yBe� are monomorphisms for all e 2 B; and

(4) if B is left-free, respectively left-principal, then so is yB.

Proof. For z 2 B let us write B 0
z WD yG�.z/ ˝ Bz , viewed as a right G�.z/-set. For

x 2 X let us write
Cx WD

G

z2��1.x/

B 0
z;

viewed as a right Gx-set. In particular, if f 2 X is an edge, then (6) gives a
bijection

G

e2��1.f /

. yG�.e�/= yG�.e// � B 0
e �! Cf � (7)

of right Gf -sets. Finally, for x 2 X we denote by Aut.Cx/ the set of pure
automorphisms of Cx :

Aut.Cx/ WD ¹� D .�z/z2��1.x/ j �z 2 .B 0
z/

#: ;

.gb/�z D g b�z for all b 2 B 0
z; g 2 yG�.z/º:
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The right action of Gx on Cx induces a homomorphism

�x WGx �! Aut.Cx/:

Lemma 3.18. Suppose B is a left-�brant biset. Then for every edge f 2 X there
is a natural embedding

.�/�WAut.Cf / ,�! Aut.Cf �/;

.�e/e2��1.f / 7�! Œ.g; b/ 2 . yG�.e�/= yG�.e// � B 0
e 7�! .g; b�e /�;

(8)

under the identi�cation of Cf � given by (7). Moreover, .�/� embeds �f .Gf / into
�f �.Gf �/.

Proof. The contents of (7) that we use is that everyGf -set occurring in Cf occurs
as a summand of Cf � , with multiplicity � 1. Therefore .�/� is injective. Since the
map .�/�WGf ! Gf � is equivariant with respect to the actions on Cf and Cf � ,
we get �f �.Gf �/ Š .�f .Gf //� � �f �.Gf �/. 4

Let X0 be the graph of groups obtained from X by replacing each Gx with
�x.Gx/, with maps .�/� given by (8). By Lemma 3.2, every �x.Gx/ embeds into the
fundamental groupoid �1.X0/. We also have an epimorphism � W�1.X/! �1.X

0/

induced by the epimorphisms �x WGx ! �x.Gx/. Therefore, �x WGx ! �x.Gx/

descends to a map O�x W yGx ! �x.Gx/. The action of yG�.z/ on yBz therefore lifts to
B 0
z , and this completes the proof of Claim (2).

Multiplying (6) on the left by yG�.v/ gives then Claim (1) as well as Claim (3).
Finally, if Bz is left-free then so is yG�.z/ ˝G�.z/

Bz D B 0
z Š yBz , and similarly

if Bz is left-principal then so is yBz; this �nishes the proof of Theorem 3.17. �

3.6. Canonical form for �brant bisets. We now derive a canonical expression
for element in a left-�brant biset. Let us set

S WD
G

z2V.B/

�1.Y; �; �.z//˝ yG�.z/

yBz ˝ yG�.z/
�1.X; �.z/; �/

Š
G

z2V.B/

�1.Y; �; �.z//˝G�.z/
Bz ˝G�.z/

�1.X; �.z/; �/:

Then �1.B; �; �/ Š S=�, where � is the equivalence relation from (5). For any
path p 2 �1.X; x; �/ starting at some vertex x 2 X, we consider the following
subset of S :

S.p/ WD
[

z2��1.x/

�1.Y; �; �.z//˝ yG�.z/

yBz ˝ yG�.z/
p

viewed as a left �1.Y; �/-set.
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Proposition 3.19. Suppose B is a left-�brant graph of bisets. Then for every
p1; p2 2 �1.X;�; �/ the relation � on S.p1/ � S.p2/ is, in fact, a �1.Y; �/-set
isomorphism between S.p1/ and S.p2/.

Proof. If p 2 �1.X; x; �/ then, clearly, S.p/ D S.gp/ for every g 2 Gx . We
now show that for every edge f 2 X with f C D x the equivalence qb�p D
q�.z/bC�.z/p in (5) induces an isomorphism between S.fp/ and S.p/. Since
yBC
e is isomorphic to yB�

e by Theorem 3.17(3) we have the required isomorphism:

S.fp/D
G

z2��1.f �/

�1. yY; �; �.z//˝ yG�.z/

yBz˝fp

D
G

z2��1.f �/

�1. yY; �; �.z//˝ yG�.z/

�

G

e2��1.f /
e�Dz

yG�.e�/ ˝ yB�
e

�

f̋p using (6)

D
G

e2��1.f /

�1. yY; �; �.e�//˝ yG�.e�/

yB�
e ˝ fp

Š
G

e2��1.f /

�1. yY; �; �.e�//˝.�.e/ yBC
e �.e// f̋p using qb�p�q�.z/bC�.z/p

D
G

e2��1.f /

�1. yY; �; �.eC//˝ yBC
e ˝ p D S.p/: �

Corollary 3.20 (canonical form of �1.B; �; �/). Let YBX be a left-�brant graph
of bisets. Then its fundamental graph of bisets has the following description

�1.B; �; �/ D
G

z2��1.�/

�1.Y; �; �.z//˝G�.z/
Bz; (9)

with right action given by lifting of paths in �1.X; �/.

Proof. Follows immediately from Proposition 3.19, since the right-hand side of (9)

is S.1/. �

Since �1.B; �; �/ Š �1. yB; �; �/, by Theorem 3.17 we may rewrite (9) as

�1.B; �; �/ Š
G

z2��1.�/

�1. yY; �; �.z//˝ yG�.z/

yBz: (10)

Corollary 3.21. Let YBX be a left-free graph of bisets. Then �1.B; �; �/ is a
left-free biset of degree equal to that of

F

z2��1.�/Bz .

In particular, the number of left orbits of
F

z2��1.�/
yBz is independent on

� 2 B.
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Proof. Follows immediately from (10) and Theorem 3.17 Claim 4. �

Lemma 3.22. Suppose B is a left-�brant graph of bisets. Then �1.B; �; �/ is
left-free if and only if yB is a left-free graph of bisets.

Proof. It follows from (10) that �1.B; �; �/ is left-free if and only if every zBz is
left-free. �

The following corollary is an adaptation of Lemma 3.2 to the context of bisets:

Corollary 3.23. Let B be a left-�brant graph of bisets. If for y 2 Y the maps
.�/�WGy ! Gy� are injective, then the natural maps

Bz �! �1.B; �.z/; �.z//; b 7�! 1˝ b ˝ 1;
are also injective for all vertices z 2 B.

Proof. By Lemma 3.2 we have Gy Š yGy for all y 2 Y. Therefore, by The-
orem 3.17(2) we have Bz Š yBz for all z 2 B. In particular, all Bz !
�1.B; �.z/; �.z// are injections by Corollary 3.20. �

Consider a graph of bisets YBX. As for graphs of groups, YBX has a barycen-
tric subdivision Y0B0

X0: all graphs of Y0;B0;X0 are the barycentric subdivisions
of those of Y;B;X respectively, the vertex groups and bisets Gy; Gx; Bz with
y 2 Y0; x 2 X0; z 2 B0 are the groups and bisets of the associated objects in
YBX, the edge groups and bisets in Y0B0

X0 represent the group morphisms and
the biset intertwiners of YBX.

Lemma 3.24. Let Y0B0
X0 be the barycentric subdivision of a graph of bisets

YBX. Then for � 2 Y and � 2 X we have a natural isomorphism �1.B; �; �/ Š
�1.B

0; �; �/.
If YBX is left-�brant (left-covering, etc.), then so is Y0B0

X0 .

Proof. Write B0
�;� WD .Y0; �/_˝B0˝ .X0; �/ and B�;� WD .Y; �/_˝B˝ .X; �/.

By Lemma 3.15, the fundamental bisets of B0
�;� and B�;� are isomorphic to the

fundamental bisets of B0 and B respectively. It is also easy to see that B0
�;�

is (isomorphic to) to the barycentric subdivision of B�;� because �1.Y0; �/ Š
�1.Y; �/ and �1.X0; �/ Š �1.X; �/. This reduces the problem to the case when
Y and X are graphs with one vertex. In this case we have a simple description of
the fundamental biset B of B, and similarly of B0, see §3.4: B is the quotient of
F

z2V.B/ Bz by the relation identifying b� with bC, for all edges z 2 B and all
b 2 Bz , with respective images b˙ in Bz˙ . The �rst claim of the lemma easily
follows.

The second part of the lemma is straightforward: the unique lifting property (6)

is respected by passing to the barycentric subdivision and (6) holds for the new
vertices of B0 which are the former edges of B. �
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3.7. Properties of products

Lemma 3.25. For every graphs of bisets YBX and XCW there exists a biset
morphism

�1.B˝X C; �; �/ �! �1.B; �; �/˝�1.X;�/ �1.C; �; �/ (11)

de�ned as follows: consider .v; w/ 2 V.B˝X C/ and b ˝ c 2 B.v;w/. Consider
paths q 2 �1.Y; �; �.v// and r 2 �1.W; �.w/; �/. Then a typical element of
�1.B˝X C; �; �/ is of the form q.b ˝ c/r , and its image under (11) is de�ned to
be .qbp/˝ .p�1cr/ for any choice of path p 2 �1.X; �.v/; �/D �1.X; �.w/; �/.

Proof. To show that (11) is well-de�ned, we must see that it is independent of the
choice of q.b˝ c/r in its �-equivalence class and of the choice of p. Clearly the
product overX is independent of the choice of p. Changing b˝c into bg˝g�1c is
the same as changingp into gp. For an edge .e; f / inB˝XC, changing q.b˝c/�r
into q�.e/.b ˝ c/C�.f /r is the same as changing p into �.e/p. It is immediate
that (11) is a biset morphism. �

In general, the morphism in Lemma 3.25 need not be an isomorphism. For
instance, B˝X C is the empty graph of bisets if the images of the graphs B and
C do not intersect in X. However,

Lemma 3.26. Let B be a left-�brant Y-X-biset, and let C be a X-W-biset.
Then (11) induces an isomorphism

�1.B; �; �/˝�1.X;�/ �1.C; �; �/ Š �1.B˝X C; �; �/:

Proof. By de�nition, every element in �1.B; �; �/˝�1.X;�/ �1.C; �; �/ is of the
form qbpcr for paths q; p; r in Y;X;W respectively. By Corollary 3.20 the
subexpression qbp can be rewritten in a unique way as q0b0. This de�nes a biset
morphism

�1.B; �; �/˝�1.X;�/ �1.C; �; �/ �! �1.B˝X C; �; �/

by qbpcr 7! q0.b0 ˝ c/r , which is clearly the inverse of (11). �

Lemma 3.27. Let YBX and XCW be left-�brant (respectively left-free, left-
principal) bisets. Then B ˝X C is a left-�brant (respectively left-free, left-
principal) graph of bisets.

Proof. Observe �rst that �WB ˝X C ! W is simplicial. Indeed, if �.v; w/ is
a vertex for .v; w/ 2 B ˝X C, then w is a vertex of C because �WC ! W is
simplicial, and �.w/ is a vertex of X because morphisms send vertices to vertices,
so v 2 ��1.�.w// is a vertex of B because �WB ! X is simplicial. Similarly,
if �.v; w/ is an edge, then so is w 2 C because �WC!W is simplicial; thus .v; w/
is an edge in B˝X C.
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Consider now a vertex .v; w/ 2 B ˝X C and an edge f 2 W with f � D
�.v; w/. Let us verify (6). Note �rst that if .`; e/ 2 ��1.f / with .`; e/� D .v; w/,
then ` D v if and only if �.`/ D �.v/, because �WB! X is simplicial. We have

B.v;w/ D Bv ˝ Bw

Š Bv ˝
G

e2��1.f /

e�Dw

G�.w/ ˝G�.e/
Be using (6) for Bw

D
G

e2��1.f /

e�Dw

.Bv ˝G�.w//˝G�.e/
Be

D
G

e2��1.f /

e�Dw

Bv ˝G�.e/
Be because �.v/ D �.w/

D
�

G

e2��1.f /

e�Dw

�.e/D�.v/

Bv ˝G�.e/
Be

�

t
�

G

e2��1.f /

e�Dw

�.e/¤�.v/

Bv ˝G�.e/
Be

�

Š
�

G

.v;e/2��1.f /

.v;e/�D.v;w/

B.v;e/

�

t
�

G

e2��1.f /

e�Dw

�.e/¤�.v/

�

G

`2��1.�.e//

`�Dv

G�.v/ ˝G�.`/
B`

�

˝G�.e/
Be

�

Š
�

G

.v;e/2��1.f /

.v;e/�D.v;w/

G�.v/ ˝ B.v;e/
�

t
�

G

.`;e/2��1.f /

.`;e/�D.v;w/

`¤v

G�.v/ ˝G�.`/
B.`;e/

�

Š
G

.`;e/2��1.f /

.`;e/�D.v;w/

G�.v/ ˝G�.`/
B.`;e/

D
G

.`;e/2��1.f /

.`;e/�D.v;w/

G�.v;w/ ˝G�.`;e/
B.`;e/:

This shows that B ˝X C is a left-�brant graph of bisets. If, moreover, YBX

and XCW are left-free (respectively left-principal), then all B.v;w/ are left-free
(respectively left-principal); thus B˝XC is a left-free (respectively left-principal)
graph of bisets. �

We are now ready to prove Lemma 3.15:

Proof of Lemma 3.15. Both .B; �/ and .X; �/ are left-principal graphs of bisets.
The proof now follows from Lemmas 3.26 and 3.27. �
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3.8. Principal and biprincipal graphs of bisets. Let us now simplify the part
of De�nition 3.16 concerning principal graphs of bisets.

Lemma 3.28. A graph of bisets YBX is left-principal if and only if �WB! X is
a graph isomorphism and Bz are left-principal for all z 2 B.

Proof. We verify that the conditions stated in Lemma 3.28 imply (6).
Since �WB ! X is a graph isomorphism, (6) takes the following form: for

every z 2 B the map

G�.e�/ ˝G�.e/
Be �! Be� ; g˝ b 7�! gb�; (12)

is a G�.e�/-G�.e/ biset isomorphism (for the action of G�.e/ on Be� given via
.�/�WG�.e/ ! G�.e/�). Let us verify (12).

Consider an edge e 2 B. We claim that .G�.e//�
.Be/

�
G�.e/

is isomorphic
to .G�.e//� ˝G�.e/

.Be/G�.e/
. Indeed, .G�.e//

�.Be/
�
G�.e/

is left-free as a sub-
biset of a left-free biset Be� . Furthermore, .G�.e//

�.Be/
�
G�.e/

has a single or-
bit under the action of .G�.e//� because this property holds for Be. Therefore,

.G�.e//
�.Be/

�
G�.e/

is left-principal. As a set it is isomorphic to .G�.e//�; this
proves .G�.e//

�.Be/
�
G�.e/

Š .G�.e//�˝G�.e/
.Be/G�.e/

. SinceBe� is left-principal
we obtain a natural isomorphism of G�.e�/-G�.e/-bisets

Be� D G�.e�/.Be/
� Š G�.e�/ ˝G�.e/

Be

which is (12). �

An example of left-principal graph of bisets is X.X; �/X0
de�ned in §3.4.

A biset HBG is biprincipal if it is left- and right-principal. Clearly, if HBG is
biprincipal, then the groups G andH are isomorphic. Similarly, a graph of bisets
YIX is biprincipal if it is left- and right-principal. By Lemma 3.28 a graph of
bisets YIX is biprincipal if and only if

(1) �W I! Y and �W I! X are graph isomorphisms; and

(2) Bz are biprincipal for all objects z 2 I.

De�nition 3.29 (congruence of graphs of groups and bisets). Two graphs of
groups Y, X are called congruent if there is a biprincipal graph of bisets YIX.

Isomorphism of graphs of bisets is meant in the strongest possible sense:
isomorphism of the underlying graphs, and isomorphisms of the respective bisets.

Two graphs of bisets YBX and Y0CX0 are congruent if there are biprincipal
graph of bisets YIY0 and XLX0 such that YBX is isomorphic to I˝Y0 C˝X0 L_.

Finally, two graphs of bisets XBX and X0CX0 are conjugate if XBX is isomor-
phic to I˝X0 C˝X0 I_ for a biprincipal graph of bisets XIX0 .
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LetHBG be a biprincipal biset and letH 0 be a subgroup ofH . For every b 2 B
we consider the subgroup .H 0/b of G de�ned by the equality

H 0b D b.H 0/b in B:

It is easy to see that the conjugacy class of .H 0/b in G does not depend on b.

Lemma 3.30. Let Y, X be graphs of groups and let hWY! X be an isomorphism
of the underlying graphs. Suppose also that a Gy-Gh.y/ biprincipal biset By
is given for every object y 2 Y. Set I to be Y as a graph. Then the data
¹Bzºz2I extends (via appropriate embeddings of edge bisets into vertex bisets) to
a biprincipal graph of bisets YIX if and only if for every edge e 2 I the following
holds. For any, or equivalently for every, b 2 Be the groups .G�

e /
b and G�

h.e/
are

conjugate as subgroups of Gh.e�/.

Proof. Follows immediately from the de�nition: if .G�
e /
b andG�

h.e/
are conjugate,

say ..G�
e /
b/g D G�

h.e/
, then we may de�ne .�/�WBe ! Be� by mapping Be into

G�
e .bg/G

�
h.e/

. The converse is obvious. �

3.9. Examples. We will give more examples and applications in §5. Neverthe-
less, we give here an example that illustrates the main features of De�nition 3.13.
First let us introduce some conventions simplifying descriptions of the examples.

Let the graph X D V t E be a graph as in De�nition 3.1. By an undirected
graph we mean X0 WD X=¹z D Nzº with vertex set V0 D V and geometric edge
set E0 WD E=¹e D Neº. The undirected graph X0 is endowed with an adjacency
relation. A map � WX0 ! Y0 is a weak morphism if � sends adjacent objects into
adjacent or equal objects. If X0 andY0 are the barycentric subdivisions of X andY

as in §3.2, then � WX0 ! Y0 uniquely determines a graph morphism � WX0 ! Y0.

Convention. We will often describe a graph of bisets as Y0
B0X0

with

� undirected graphs Y0;B0;X0;

� weak graph morphisms �WB0 ! Y0 and �WB0! X0;

� groups Gy; Gx and G�.z/-G�.z/ bisets Bz for all y 2 Y0, x 2 X0 and z 2 B0

respectively;

� intertwiners from Be to Bv and Bw for all edges e 2 B0 adjacent to vertices
v; w 2 B0; and, similarly, group morphisms from Be to Bv and Bw for all
edges e 2 Y0 t X0 adjacent to vertices v; w.

By passing to a barycentric subdivision of Y0
B0X0

we obtain a graph of bisets
Y0B0

X0 satisfying De�nition 3.8. Following Lemma 3.24 we set

�1.Y0
B0X0

; �; �/ WD �1.Y0B0
X0 ; �; �/:
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Example 3.31. Consider the biset corresponding to the “Basilica map” f .z/ D
z2 � 1, from .C; ¹�1; 0; 1º/ to .C; ¹0;�1º/.

On the one hand, choose a basepoint x0 Š �0:6 in C n ¹0;�1º, and choose a
graph X with one vertex x0 to which Cn ¹0;�1º deformation retracts; let Y be the
full preimage of X under f :

y0
0 y00

0 f x0

There, the graphs of groups X and Y have trivial groups, and the biset B corre-
sponding to f is Y as a graph, with � D 1 and � D f .

This biset may be encoded di�erently, by considering rather an orbispace
structure on C with non-trivial groups at 0;˙1; the complex plane deformation
retracts to the intervals Œ�1; 0� and Œ�1; 1� respectively:

y0
0

Z

y00
0

Z

y1

Z

f x0

Z

x1

Z

The graphs X and Y have the group Z attached to each vertex, and the edge
groups are all trivial. The biset B has Y as underlying graph; the map � is the
retraction to the segment Œy0

0; y1� D Œx1; x0� and � folds Y around its middle point.
The bisets By0

0
and By00

0
are ZZZ, while By1

D 2ZZZ is free of rank 2 on the left.
The edge bisets embed in By1

as two elements of opposite parity.
Note that the underlying graph of B is the “Hubbard tree” of f ; that will be

explained in more details in §5.2.

Proposition 3.32. Let �WH ! G be a group homomorphism, and let X be a
graph of groups with fundamental group G. Then there exists a graph of groups
decomposition of H and a graph of bisets with fundamental biset B� . Further-
more, there exists a unique minimal such decomposition for H in the sense that
other decompositions are re�nements of it.

Proof. Let G act on the tree zX, the universal cover of X (also known as the Bass-
Serre tree of G, see [17]), with stabilizers the groups Gx of X. Then H acts on
zX via �. We de�ne the graph of groups Y as zX==H , namely as the quotient of zX
by the action of H , remembering the stabilizers in H of vertices and edges in the
quotient.

We next de�ne a graph of bisets B as follows. Its underlying graph is zX=H .
The graph morphism �WB! Y is the identity, and the graph morphism �WB! X

is the natural quotient map xH 7! xG. The biset at the vertex or edge xH is
G�.xH/, on which G�.xH/ acts naturally by left multiplication, whileHxH acts on
the right via �. �
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Remark 3.33. In a manner similar to Lemma 2.7, every graph of bisets YBX may
be factored as B D A_˝KC for some graph of groups K and some right-principal
bisets KAY and KCX. Furthermore, there is an essentially unique minimal such K.

Lemma 3.34. Let YBX and YCX be graphs of bisets over the same graphs, and let
� WB ! C be a “semiconjugacy of graphs of bisets”, namely a graph morphism
� WB ! C and compatible surjective biset morphisms �z WBz ! C�.z/. Then �
may be factored as � D � ı � through semiconjugacies �WB! C0 and �WC0 ! C,
in such a manner that � induces an isomorphism between �1.B/ and �1.C0/, and
the underlying graph of C0 is the same as that of C.

4. Correspondences

Bisets are well adapted to encode more general objects than continuous maps,
topological correspondences.

De�nition 4.1 (correspondences). Let X; Y be topological spaces. A topological
correspondence from Y to X is a triple .Z; f; i/ consisting of a topological space
Z and continuous maps f WZ ! X and i WZ ! Y . It is often abbreviated .f; i/,
and written Y  Z ! X .

In the special case that f is a covering, .Z; f; i/ is called a covering corre-
spondence. If X D Y , then .Z; f; i/ is called a self-correspondence. If X D Y

and f is a covering, then .Z; f; i/ is called a covering pair, and is also written
f; i WZ � X .

Ultimately, we will be interested in dynamical systems that are partially de�ned
topological coverings f WX Ü X , for path connected topological spaces X ; the
dashed arrow means that the map is de�ned on an open subset Y � X ; these can
naturally be viewed as correspondences .Y; f; i/ with i the inclusion.

4.1. The biset of a correspondence. Let Y  Z ! X be a correspondence, and
assume that X and Y are path connected. Assume �rst that Z is path connected,
and �x a basepoint � 2 Z. By (1) we have a �1.Z; �/-�1.X; �/-biset B.f / and
a �1.Z; �/-�1.Y; �/-biset B.i/; we de�ne the biset B.f; i/ to be B.i/_ ˝�1.Z;�/

B.f /; this amounts to �rst “lifting” from Y to Z, and then projecting Z back to
X . If Z is not path connected, then we de�ne B.f; i/ to be the disjoint union of
the bisets B.i/_ ˝�1.Z;p/ B.f / with one p per path connected component of Z.

The following alternate construction of B.f; i/ avoids an unnecessary refer-
ence to the basepoint and fundamental group of Z:
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Lemma 4.2. The biset B.f; i/ may be constructed directly as follows, from the
correspondence:

B.f; i/ D

8

<

:

0

@

ıW Œ0; 1�! Y

p 2 Z

 W Œ0; 1�! X

1

A

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ı.0/ D �; ı.1/ D i.p/

.0/ D f .p/; 
.1/ D �

9

=

;

�

� (13)

in which the equivalence relation � allows p to move in Z as long as ı; 
 move
continuously with it1.

The left action is by pre-composition of ı by loops in Y at �, and the right
action is by post-composition of 
 by loops in X at �:

Œ˛� � .Œı�; p; Œ
�/ � Œ"� D .Œ˛#ı�; p; Œ
#"�/:

Z

Y X
�
�

ı 

��

p

i f

Proof. By the de�nition of products of bisets, B.f; i/ D
F

z¹.ı_; 
/º=�, with
ıW Œ0; 1� ! Y ending at � and 
 W Œ0; 1� ! X ending at � and ı.0/ D i.z/ and

.0/ D f .z/, and with one z per path connected component of Z. By the
homotopy relation, we may also allow z to move freely, arriving at the formulation
of the lemma in which no condition on z is imposed. �

Recall that a continuous map f WY ! X is a �bration, or a �brant map if it has
the homotopy lifting property with respect to arbitrary spaces: for every spaceZ,
every homotopy gWZ � Œ0; 1�! X and every hWZ � ¹0º ! Y with f ı h D g on
Z � ¹0º there exists an extension of h to Z � Œ0; 1� with f ı h D g. Clearly, the
composition of �brations is a �bration. If X is path connected, then in particular
all �bres f �1.x/ are homotopy equivalent.

Remark 4.3. In fact, we may consider at no cost a larger class of maps: let us
say that a map f is a �1-�bration if f has the lifting property with respect to
contractible spaces. This is su�cient for our purposes; it implies, for example,
that all f �1.x/ have isomorphic fundamental groups.

1 Note the similarity with De�nition 3.13
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Lemma 4.4. Assume that f WZ ! X is a �bration. Then the biset of f has the
following description:

B.f / D ¹ˇW Œ0; 1� �! Z j ˇ.0/ D �; f .ˇ.1// D �º=�; (14)

with ˇ � ˇ0 if and only if there is a path "W Œ0; 1� ! f �1.�/ connecting ˇ.1/ to
ˇ0.1/ such that ˇ#" is homotopic to ˇ0.

Assume that .Z; f; i/ is a correspondence with f �brant. Then in (13) we may
assume that 
 is constant, and write

B.f; i/ D ¹.ıW Œ0; 1� �! Y; p 2 Z/ j ı.0/ D �; ı.1/ D i.p/; f .p/ D �º=�; (15)

with .ı; p/ � .ı0; p0/ if and only if there exists a path "W Œ0; 1� ! f �1.�/ � Z

connecting p to p0, such that ı#.i ı "/ is homotopic to ı0.

Proof. Recall from (1) that B.f / is de�ned as ¹
 W Œ0; 1� ! X j 
.0/ D
f .�/; 
.1/ D �º=�. Since f is �brant, every 
 2 B.f / has a lift, say ˇ, with
ˇ.0/ D � and f ıˇ D 
 . We need to show that if 
0 is homotopic to 
1, say via 
t ,
then their lifts ˇ0 and ˇ1 have the property that ˇ0 is homotopic to ˇ1#" for some
" in f �1.�/. Consider 
t as a map 
 W Œ0; 1�� Œ0; 1�! X , where t is the �rst vari-
able and the second variable parameterizes 
t . By construction, 
.t; 0/ D f .�/

and 
.t; 1/ D �. Since f is �brant, there is a lift �W Œ0; 1� � Œ0; 1� ! Z of 

such that �.t; 0/ D �, �f D 
 , �.0; �/ D ˇ0.�/, and �.1; �/ D ˇ1.�/. De�ne
".�/ WD �.1; �/. Then ˇ�1

0 #ˇ1#" is homotopic to ��@.Œ0;1��Œ0;1�/. Therefore, ˇ0 is
homotopic to ˇ1#".

Let us now prove the second statement. Using the �rst part, the biset B.f; i/
in the sense of (13) is identi�ed with

¹.ıW Œ0; 1� �! Y; ˇW Œ0; 1� �! Z/ j ı.0/ D �; ı.1/ D i.ˇ.0//; f .ˇ.1// D �º=�;

where .ı0; ˇ0/ � .ı1; ˇ1/ if there is a path "W Œ0; 1�! f �1.�/ such that .ı0; ˇ0/ is
homotopic to .ı1; ˇ1"/. Projecting ˇ1" to Y yields the required description. �

Example 4.5. Here are some extreme examples of correspondences worth keep-
ing in mind. If Z D ¹�º is a point, then B.f; i/ D �1.Y; �/ � �1.X; �/.
On the other hand, if Z D X D Y and f and i are the identity, then
B.f; i/ Š �1.Y; �/ Š �1.X; �/. Finally, one may consider Z D Y � X with
i; f the �rst and second projections respectively; then B.f; i/ consists of a single
element.

If f is a covering, then the biset B.f; i/ is left-free. Indeed, consider (15)

as a description of B.f; i/. Suppose f �1.�/ D ¹piºi2I . For every i choose
ıi W Œ0; 1�! Y with ıi .0/ D � and ıi .1/ D i.pi /. Then .ıi ; pi/i2I forms a basis of
B.f; i/.
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4.2. Van Kampen’s theorem for correspondences. We describe in this section
the decomposition of the biset of a correspondence into a graph of bisets, using a
decomposition of the underlying spaces. We start by the following straightforward
lemma.

Lemma 4.6. Let

� f WY ! X be a continuous map;

� X 0 and Y 0 be path connected subsets of X and Y with f .Y 0/ � X 0;

� �, �0, �, and �0 be base points in Y , Y 0, X , and X 0; and

� 
� � X and 
� � Y be curves connecting � to �0 and � to �0 respectively.

We allowX 0 D X ; in this case we suppose that 
� is the constant path and �0 D �.
Then the maps ı ! 
�ı


�1
� , ı ! 
�ı


�1
� , and b ! f .
�/b


�1
� de�ne a biset

congruence

�1.Y 0;�0/B.f�Y 0 ; �0; �0/�1.X 0;�0/ ! �1.Y;�/
B.f; �; �/�1.X;�/

:

Let f WZ ! X be a continuous map between path connected spaces. Suppose
that .U˛/ and .W
 / are 1-dimensional covers X and Z respectively, as in De�ni-
tion 3.4. Choose base points �˛ 2 U˛ and �
 2 W
 as well as connections between
�˛0 and �˛ if U˛0 ¦ U˛; and similarly for .W
 /. Consider the associated graphs of
groups X and Z according to De�nition 3.6. We have �1.X; �˛/ D �1.X; ˛/ and
�1.Z; �
 / D �1.Z; 
/, by Theorem 3.7. Suppose furthermore that .U˛/ and .W
 /
are compatible with f in the following sense: for every 
 there is ˛ DW �.
/ with
f .W
 / � U˛ .

To the above data there is an associated graph of bisets ZB.f /X de�ned as
follows. As a graph, B is Z, with �WB ! Z the identity and �WB ! X given
above. For every vertex 
 2 B, the bisetB
 isB.f WW
 ! U�.
/; ��.
/; ��.
//. For
every edge e 2 B representing the embeddingW
 0 ¦ W
 the bisetBe isB
 0 . If e is
oriented so that e� D 
 0 and eC D 
 , the intertwiners .�/˙ are .�/� D 1WBe ! B
 0

and .�/CWBe ! B
 given by Lemma 4.6.
By construction, ZB.f /X is a right-principal graph of bisets.
Consider now a correspondence .Z; f; i/, with f WZ ! X and i WZ ! Y ,

between path connected spaces X and Y . Suppose .Zk/ are the path connected
components of Z, and suppose .U˛/, .Vˇ /, and .W
 / are 1-dimensional covers of
X , Y , andZ respectively, compatible with f and i : for every 
 there are �.
/ and
�.
/ such that f .W
 / � U�.
/ and i.W
 / � V�.
/.

Let .U˛/, .Vˇ /, and .W
 / be 1-dimensional covers of X , Y , and Z compat-
ible with f and i as above. We then have graphs of bisets Zk

B.f�Zk
/X and

Zk
B.i�Zk

/Y. We de�ne the graph of bisets of the correspondence .Z; f; i/ as

YBX WD
G

k

YB.i�Zk
/_Zk
˝Zk Zk

B.f�Zk
/X:
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The following equivalent description of YBX follows immediately from the de�-
nition; see Lemma 4.2.

Lemma 4.7. Let .Z; f; i/ be a topological correspondence from Y to X , for path
connected spaces X; Y . Let .U˛/, .Vˇ /, and .W
 / be 1-dimensional covers of X ,
Y , and Z compatible with f and i as above. Then the graph of bisets YBX of
.f; i/ with respect to the above data is as follows:

� the graphs of groups X and Y are constructed as in De�nition 3.6 using the
covers .U˛/ and .Vˇ / of X; Y respectively. Choices of paths `e, me were
made for edges e in X, Y respectively;

� the underlying graph of B is similarly constructed using the cover .W
 / of
Z. Note that neither Z nor the underlying graph of B need be connected;

� for every vertex z 2 B the biset G�.z/
.Bz/G�.z/

is B.f�Wz
; i�Wz

/;

� for every edge e 2 B representing the embedding Wz0 ¦ Wz the biset Be
is Bz0 , and if e is oriented so that e� D z0 then the intertwiners .�/˙ are
the maps .�/� D 1WBe ! Bz0 and .�/CWBe ! Bz given by .
�1; ı/ 7!
.m�1

�.e/
#
�1; ı#`�.e// in the description ofBe as B.i�We� /_˝B.f�We� /, see

Lemma 4.6.

Theorem 4.8 (van Kampen’s theorem for correspondences). Let .Z; f; i/ be
a topological correspondence from a path connected space Y to a path con-
nected space X , and let YBX be the graph of bisets subordinate to compatible
1-dimensional covers of spaces in question.

Then for every v 2 Y and u 2 X we have

B.f; i; �v; �u/ Š �1.B; v; u/;

where �v and �u are basepoints.

Proof. Recall from §3.2 that for all vertices y 2 Y there are chosen basepoints
�y 2 Vy identifying the groupsGy with�1.Vy; �y/ and for all edges e 2 Y there are
curves 
e connecting �e� to �eC satisfying 
y D 
�1

Ny and describing .�/�-maps.
Similarly, for objects in X there are basepoints �x 2 Ux and curves 
e � X .

Every biset element Nb D .h0; y1; : : : ; b; : : : xn; gn/ 2 �1.B; �; �/ de�nes a cer-
tain element �. Nb/ 2 B..Z; f; i/; ��; ��/ that is the concatenation h0
y1

# : : :#b : : :
#
xn

gn. We get a biset morphism

� W�1.B; �; �/ �! B..Z; f; i/; ��; ��/:

We �rst assume that all the 1-dimensional covers are open. Then � is surjective,
because every element in B..Z; f; i/; ��; ��/ can be presented as a concatenation
h0
y1

# : : :#b : : :#
xn
gn. To prove that � is injective, we show that if �. Nb1/ is

homotopic to �. Nb2/, then Nb1 D Nb2.
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By the classical van Kampen argument (see [12, Chapter IV]) a homotopy
between �. Nb1/ and �. Nb2/ can be expressed as a combination of the following
operations: (1) homotopies within Ui and Vj ; (2) replacement of gk or hk by

zgk


�1
z or 
zhk
�1

z for some z, and (3) replacement of b by 
�1
�.z/

#b#
�.z/
for some z 2 B. All the above operations �x the corresponding elements in
�1.B; �; �/.

If the 1-dimensional covers are not open, we �rst slightly enlarge the covers
.U˛/ and .Vˇ / into equivalent 1-dimensional open covers . zU˛/ and . zVˇ /, and then
enlarge the 1-dimensional cover .W
 / of Z into a 1-dimensional open cover . zW
 /
small enough that zW
 � i�1.V�.
// \ f �1.U�.
//. We then apply the �rst part
to these compatible open covers, and conclude by Lemma 3.5 that the graphs of
bisets are isomorphic. �

Lemma 4.9. Consider a path connected space X with a 1-dimensional cover
.Xv/v2V and the associated graph of groups X as in De�nition 3.6.

Then, up to congruence by a biprincipal biset whose fundamental biset is
� B.1/, the graph of groups X is independent of the choices of basepoints ¹�vº
and connecting paths ¹
eº.

Similarly, the graph of bisets associated with a topological correspondence is
independent of the choices of basepoints ¹�vº and connecting paths ¹
eº.

Proof. Let X, X0 be two graphs of groups associated with X and with a �xed
1-dimensional cover .Xv/v2V but with di�erent choices of basepoints and con-
necting paths. Consider a topological correspondence .X; f; i/ such that f WX
and i WX are the identity maps. We may assume that X0, resp X, is the graph
of groups associated with the range of f , resp i . Let XBX0 be the graph of bisets
associated with .X; f; i/ and the cover .Xv/v2V . Then B is a biprincipal graph of
bisets because .f�Xv

; i�Xv
/ is biprincipal for every v.

The second claim follows from the �rst applied to the identity map. �

4.3. Products of correspondences. Correspondences, just as continuous maps,
may be composed; the operation is given by �ber products.

Let .Z1; f1; i1/ and .Z2; f2; i2/ be two correspondences such that f1WZ1 ! X

and i2WZ2 ! X have the same range X . Their product is the correspondence
.Z; f; i/ given by

Z D ¹.z1; z2/ 2 Z1 �Z2 j f1.z1/ D i2.z2/º;
f .z1; z2/ D f2.z2/; i.z1; z2/ D i1.z1/:

We have natural maps zi2WZ ! Z1 and zf1WZ ! Z2 given respectively by

zi2.z1; z2/ D z1; zf1.z1; z2/ D z2:
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It is easy to check that f is a �bration, respectively a covering, if both f1 and f2
are �brations, respectively coverings.

The biset of a product of two correspondences is, in favourable cases, the
product of the corresponding bisets:

Lemma 4.10. Let .Z; f; i/ be the product of two correspondences .Z1; f1; i1/ and
.Z2; f2; i2/, with f1WZ1 ! X and i2WZ2 ! X and X path connected. Then there
is a biset morphism

B.f; i/ �! B.f1; i1/˝ B.f2; i2/;
.ı; p; 
/ 7�! .ı; zi2.p/; "�1/˝ ."; zf1.p/; 
/;

(16)

for any choice of path " from the basepoint of X to f1.zi2.p// D i2. zf1.p//.

Example 4.11. In general, the map in the above lemma need not be an isomor-
phism; for instance, the ranges of i2 and f1 need not intersect, in which caseZ D ;
so B.f; i/ D ;, while B.f1; i1/ and B.f2; i2/ are non-empty so their product is
not empty.

For a less arti�cial example, consider the correspondence shown on Figure 1.
Denote by 1 the trivial group; we also view 1 as a set consisting of one element.
Then B.i1; f1/ D 1ZZ, B.i2; f2/ D Z1Z; thus B.i1; f1/ ˝ B.i2; f2/ D 11Z. On
the other hand, B.zi2i1; zf1f2/ D 1ZZ.

Su�cient conditions on the map (16) being an isomorphism are given by
Lemma 4.12, in analogy with Lemma 3.26.

f2
i2

�

� �

� �

zi2 zf1

i1 f1

Figure 1. An example with B.f; i/ § B.f1; i1/˝ B.f2; i2/.

Lemma 4.12. If in Lemma 4.10 at least one of the maps i2; f1 is �brant, then (16)

is an isomorphism of bisets.
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Proof. We construct an inverse to the map (16), with the notations of Lemma 4.10.
Suppose without loss of generality that i2 is �brant. Consider b D .ı1; p1; 
1/˝
.ı2; p2; 
2/ 2 B.f1; i1/˝ B.f2; i2/. Changing the basepoint in X to � D f1.p1/

and denoting by � the constant path in X at �, we rewrite b as .ı1; p1; �/ ˝
.
1#ı2; p2; 
2/. Since i2 is �brant, the curve 
1#ı2 admits a lift " to Z2 with
".1/ D p2. Write p0

2 D ".0/. We then have b D .ı1; p1; �/˝ .�; p0
2; .f2 ı "/#
2/,

see Lemma 4.4. Since f1.p1/ D � D i2.p
0
2/, there is a unique p 2 Z with

zi2.p/ D p1 and zf1.p/ D p0
2. Then .ı1; p; .f2 ı "/#
2/ 2 B.f; i/ is a preimage of

b under (16). �

4.4. Fibrant maps and covers. Suppose f WZ ! X is a �brant map between
path connected spaces and .U˛/ is a cover of X consisting of path connected
sets U˛ . The pullback .W
 / WD f �.U˛/ is the cover of Z consisting of all
path connected components of f �1.U˛/, for all U˛ in the cover. If .U˛/ is
1-dimensional, then so is .W
 /. It is also immediate that all f�W


are �brant
maps.

Proposition 4.13. Suppose YBX is the graph of bisets of a topological correspon-
dence .Z; f; i/ from Y andX subordinate to 1-dimensional covers .U˛/, .Vˇ /, and
.W
 / of X , Y , and Z respectively.

If f WZ ! X is �brant, respectively a covering, and .W
 / D f �.U˛/, then
YBX is a left-�brant, respectively a left-free, graph of bisets.

The proof of the above proposition is based on the following property.

Lemma 4.14. Let

� f WW ! U be a �brant map between path connected spaces, with biset
B.f; �; �/;
� U 0 � U be path connected with basepoint �0;

� ¹W 0
zºz2I be the set of connected components of f �1.U 0/;

� B.f�W 0
z
; �0
z; �0/ be the biset of f WW 0

z ! U 0;

� .�/�W
�1.W

0
z ;�

0
z/
B.f�W 0

z
; �0
z; �0/

�1.U 0;�0/
! �1.W;�/

B.f; �; �/�1.U;�/
be inter-

twiners as in Lemma 4.6.

Then we have a �1.W; �/-�1.U 0; �/ isomorphism

G

z2I

�1.W; �/˝�1.W
0

z ;�
0
z/

� B.f�W 0
z
; �0
z; �0/ �! B.f�W ; �; �/; g ˝ b 7�! gb�

(17)

with right action of �1.U 0; �0/ on B.f�W ; �; �/ given via .�/�W�1.U 0; �0/ !
�1.U; �/.
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Proof. The statement is clearly stable under motion of �, so we may assume
� D �0 and that .�/�W�1.U 0; �0/! �1.U; �/ is given by taking each 
 2 �1.U 0; �0/

modulo homotopy in U . By Lemma 4.4

B.f; �; �/ D ¹ˇW Œ0; 1�! W j ˇ.0/ D �; f .ˇ.1// D �º=�;

with ˇ � ˇ0 if and only if there is a path "W Œ0; 1� ! f �1.�/ connecting ˇ.1/ to
ˇ0.1/ such that ˇ#" is homotopic to ˇ0. Therefore, each ˇW Œ0; 1� ! W in B.f /
ends at a unique W 0

z independent of the choice of ˇ in its homotopy class. It is
now easy to see that the �1.W; �/-�1.U 0; �/ subbiset ofB.f; �; �/ consisting of all
b 2 B.f; �; �/ terminating atW 0

z is exactly �1.W; �/˝�1.W
0

z ;�
0
z/

� B.f�W 0
z
; �0
z; �0/.

This implies (17). �

Proof of Proposition 4.13. Let .Zk/ be the path connected components of Z. By
de�nition, YBX D

F

k YB.i�Zk
/_Zk

N

Zk Zk
B.f�Zk

/X. Lemma 4.14 implies
that every Zk

B.f�Zk
/X is left-�brant: equation (17) is exactly (6). Since the

product of left-�brant bisets is left-�brant (Lemma 3.27), YBX is a left-�brant
biset. This proves the part of Proposition 4.13 concerning �brant maps. In the case
of covering maps observe that all bisets in B.f�Zk

/ are left-free because f�Zk

are coverings while all bisets in B.i�Zk
/_ are left-principal; hence all bisets in

BX D
F

k YB.i�Zk
/_Zk

N

Zk Zk
B.f�Zk

/ are left-free. �

4.5. Partial self-coverings. We now turn to a restricted class of covering corre-
spondences .Z; f WZ ! X; i WZ ! Y /, in which the map i is an inclusion, namely
a homeomorphism on its image. We then view Z as a subset of Y , and write the
correspondence as a partial covering f WY Ü X . Here the dashed arrow means
that the map is de�ned on the image of i .

In this case, the de�nition of the biset of a correspondence (see §4.1) can be
simpli�ed as follows:

Lemma 4.15. Let f WX Ü X be a partially de�ned self-covering. The biset
B.f / may then be constructed directly as follows:

B.f / D ¹
 W Œ0; 1�! X j 
.0/ D � D f .
.1//º=�:

The left action is by pre-composition by loops in X at �, and the right action is by
lifting loops through f :

Œ˛� � Œ
� D Œ˛#
�; Œ
� � Œ˛� D Œ
# Q̨ �

for the unique f -lift Q̨ of ˛ that starts at 
.1/.

Proof. Simply remark that, in the notation of Lemma 4.2, the point p is deter-
mined as i�1.
.1//, so may be removed from the de�nition. �
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Let us consider now a self-correspondence .Z; f WZ ! X; i WZ ! X/. It may
arise as follows: f WX is a branched covering,Z is the subset of X on which f
is a genuine covering, and i is the inclusion.

Such correspondences may be iterated; however, their iterates are not de�ned
on the same Z anymore. We set X .1/ WD Z and, more generally,

X .n/ D ¹.x1; : : : ; xn/ 2 Zn j f .xi / D i.xiC1/º:

De�ne the maps f .n/.x1; : : : ; xn/ D f .xn/ and i .n/.x1; : : : ; xn/ D i.x1/. Then
the n-th power, in the sense of §4.3, of .Z; f; i/ is .X .n/; f .n/; i .n//.

If f is �brant, then so are all f .n/, and naturally (Lemma 4.12), the biset of
.X .n/; f .n/; i .n// is none other than B.Z; f; i/˝n.

If i WX .1/ ! X is an inclusion, then so are all i .n/WX .n/ ! X . Then .Z; f; i/ is
identi�ed with a partially de�ned map f WX Ü X ; and all .X .n/; f .n/; i .n// are
identi�ed with f .n/WX Ü X . If f is �brant, then the bisets of .X .n/; f .n/; i .n//
and of f .n/ are naturally isomorphic.

Iteration may also be interpreted purely in the language of homomorphisms,
using Lemma 2.7. Given a G-G-biset B , write G0 D G, and �nd a group G1
such that B decomposes as B_

 1
˝G1

B�1
, for homomorphisms �1;  1WG1 ! G0.

De�ne then iteratively GnC1 as the �bre product of Gn with Gn over Gn�1:

GnC1 Gn

Gn Gn�1:

�nC1

 nC1  n

�n

Then B˝n D .B n��� 1
/_ ˝Gn

B�n ����1
.

4.6. Generic maps. We can slightly relax the previous setting, in which i WZ!Y

is an inclusion, to “generic” maps in the following sense.

De�nition 4.16 (generic maps). A continuous map f WY ! X is generic if there
exists a continuous map gWX ! Y such that f ıg is isotopic to the identity onX .

Here is a typical example: Consider a topological space X and an injective
path 
 W Œ0; 1� ! X , such that a neighbourhood of the image of 
 is contractible
in X . Then the inclusion f WX n ¹
.0/; 
.1/º ! X n ¹
.0/º is a generic map.
Indeed contractibility of the image of 
 implies the existence of a homeomorphism
gWX n ¹
.0/º ! X n 
.Œ0; 1�/.

Lemma 4.17. Let f WY ! X be a generic map, and let � 2 Y be a basepoint.
Write f .�/ D �. Then f�W�1.Y; �/! �1.X; �/ is a split epimorphism.
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Therefore, the biset of f is left-invertible and right-principal; namely, it is a
�1.Y; �/-�1.X; �/-biset B such that B_ ˝�1.Y;�/ B Š �1.X;�/

�1.X; �/�1.X;�/
.

Proof. Let g be a homotopy left inverse of f . The �rst statement follows simply
from g�f� D 1X . The second one follows from the �rst. �

4.7. Conjugacy classes in bisets. Let GBG be a biset. Its set of conjugacy
classes is

C.B/ WD GBG=¹b D gbg�1 j b 2 B; g 2 Gº:
Consider a self-correspondence f; i WZ � X . A homotopy pseudo-�xed

point [10] is the data .p; 
/ such that p 2 Z and 
 W Œ0; 1�! X with 
.0/ D f .p/
and 
.1/ D i.p/. In other words, 
 encodes a homotopy di�erence between f .p/
and i.p/. If 
 is a constant path, then p is a �xed point of .Z; f; i/. Two homotopy
pseudo-�xed points .p; 
/ and .q; ı/ are conjugate if there is a path `W Œ0; 1�! Z

with `.0/ D p, `.1/ D q such that f .`/#ˇ#i.`�1/ is homotopic to 
 .
The set of �xed points conjugate to a given �xed point p 2 Z is also known

as the Nielsen class of p. The Nielsen number N.f; i/ is the set of �xed points of
.Z; f; i/ considered up to conjugacy.

Every .ı�1; p; 
/ 2 B.f; i/, in the notation of Lemma 4.2, naturally de�nes a
homotopy pseudo-�xed point .p; 
#ı/. Conversely, if X is path connected, then
for every homotopy pseudo-�xed point .p; 
/we may choose a path `W Œ0; 1�! X

with `.0/ D � and `.1/ D f .p/ and construct an element .`�1; p; 
#`/ 2 B.f; i/
encoding .p; 
/.

The following proposition is immediate.

Proposition 4.18. Two elements .ı�1; p; 
/; .ı0�1; p0; 
 0/ 2 B.f; i/ are conju-
gate as elements of the biset B.f; i/ if and only if the homotopy �xed points
.p; 
#ı/; .p0; 
 0#ı0/ are conjugate.

As a corollary, if X is path connected, then the Nielsen number N.f; i/ is
bounded by the cardinality of C.B/.

In [3, 4] we further investigate homotopy pseudo-periodic orbits of a Thurston
map.

5. Dynamical systems

We turn now to applications of the previous sections. They will mainly be to the
theory of iterations of branched self-coverings of surfaces. The main objective is
an algorithmic understanding of these maps up to isotopy, and will be developed
in later articles. Here are some more elementary byproducts.

Consider �rst a polynomial p.z/ 2 CŒz�. We recall some basic de�nitions and
properties; see [7, 8] for details.



Van Kampen’s theorem for bisets 159

Let us denote by zP.p/ � C the forward orbit of p’s critical points:

zP.p/ WD ¹pn.z/ j p0.z/ D 0; n � 0; z 2 Cº:

The post-critical set P.p/ WD p. zP.p// is the forward orbit of p’s critical values.
The polynomial p is post-critically �nite if P.p/ is �nite. The Julia set J.p/ of
p is the closure of the repelling periodic points of p. Equivalently, J.p/ is the
boundary of the �lled-in Julia set K.p/:

K.p/ WD ¹z 2 C j .pn.z//n2N is boundedº; Jc D @Kc:

The Fatou set F.p/ is the complement of J.p/.
Let us assume that p is post-critically �nite. This assumption is essential to

obtain simple combinatorial descriptions of p. Then each bounded connected
component of F.p/ is a disk, and p acts on this set of disks. Furthermore, the
boundary of each disk component is a circle in J.p/.

Furthermore, every grand orbit of pW zP.p/! zP.p/ contains a unique periodic
cycle. If a periodic cycle C � zP.p/ contains a critical point of p, then C lies
entirely in the Fatou set, and moreover each element c 2 C lies in a di�erent disk
of F.p/. On the other hand, if a cycle C contains no critical point of p, then C
lies in J.p/. If no cycle of P.p/ contains a critical point of p, then F.p/ has no
bounded component and J.p/ is a dendrite.

Let T be the smallest tree in K.p/ containing zP.p/ and containing P.p/ in
its vertex set such that T intersects F.p/ along radial arcs. Since zP.p/ is forward
invariant we get a self-map pWT . For every pair of adjacent edges e1; e2 there is
an angle ^.e1; e2/ 2 Q=Z uniquely speci�ed by the following conditions, see [16]:

� ^.e1; e2/ D 0 if and only if e1 D e2;
� if v is a common vertex of e1 and e2 and degv.p/ is the local degree of p

at v, then
^.p.e1/; p.e2// D degv.p/^.e1; e2/I

� for all edges e1; e2; e3 adjacent to a common vertex we have

^.e1; e3/ D ^.e1; e2/C^.e2; e3/:

De�nition 5.1 (Hubbard trees). The (angled) Hubbard tree of a complex poly-
nomial p is the data consisting of pWT , the values degp.v/ 2 N measuring
the local degrees of p at vertices v 2 p�1.T/, and the angle structure “^” on T

satisfying the above axioms.

In [16] post-critically �nite polynomials are classi�ed in terms of their Hubbard
trees.
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Remark 5.2. If p has degree 2, then the angled structure of pWT is uniquely
determined by how T is topologically embedded into the plane. However, in
general, the planarity of T is insu�cient to recover p; one needs to endow pWT
with extra information su�cient to recover the embedding of p�1.T/ into the
plane.

It may be more convenient to consider a variant, the Hubbard complex, which
is a special case of topological automaton (see [15, §3]):

De�nition 5.3 (Hubbard complexes). Let p be a complex polynomial. Its Hub-
bard complex is the self-correspondence p; i WH 1 � H 0 de�ned as follows:

� H 0 is the smallest 1-dimensional subcomplex of the plane containing
P.p/\J.p/ and all @D forD � F.p/ a Fatou component intersecting P.p/;

� H 1 is the smallest 1-dimensional subcomplex of the plane containing
p�1.P.p//\J.p/ and all @D forD � F.p/ a Fatou component intersecting
p�1.P.p//;

� pWH 1! H 0 is the restriction of p to H 1 and is a covering map;

� i WH 1 ! H 0 retracts H 1 into H 0.

(As for the Hubbard tree, we assume thatH 1; H 0 intersects F.p/ along radial
lines. Points in H 0 \ P.p/ and in H 1 \ zP.p/ are treated as orbifold points.)

Figure 2. The Julia sets of the maps z2 C i , z2 � 1 (the “Basilica”) and z2 C c for
.c2 C c/2 C c D 0 (the “Rabbit”, right). The Hubbard complex is drawn in red, and
(if it di�ers) the Hubbard tree is drawn in black.
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5.1. Thurston maps. We may consider the more general situation of a branched
self-covering of the sphere S2, namely a map pWS2 that is locally modelled, in
complex charts, by z 7! zn for some n 2 N. Those points z 2 S2 at which
n � 2 are critical points, and P.p/ is the forward orbit of p’s critical values. If
furthermore there is a point1 2 S2 with p�1.1/ D ¹1º, then p is a topological
polynomial. If P.p/ is �nite, then p is called a Thurston map.

Unless p expands a metric on S2, there is no well-de�ned notion of Julia
set. There is, however, a convenient encoding of p by a biset. One sets X D
Y D S2 n P.p/ and Z D S2 n p�1.P.p//, with maps i WZ ! Y the inclusion
and pWZ ! X the restriction of p. Thus pWS2 is given by a covering
correspondence p; i WZ � X .

Fix a basepoint � 2 X , and write G D �1.X; �/. Let B.p/ denote the biset of
the above correspondence; it is a G-G-biset, left-free of degree deg.p/.

Let p0; p1 be Thurston maps. They are called combinatorially equivalent if
there is an isotopy .pt /t2Œ0;1� from p0 to p1 along whichP.p/moves continuously
(and, in particular, has constant cardinality). The biset of a Thurston map is a
complete invariant for combinatorial equivalence:

Theorem 5.4 (Kameyama [11], Nekrashevych [13, Theorem 6.5.2]). Let p0; p1
be Thurston maps. Then p0; p1 are Thurston equivalent if and only if the bisets
B.p0/; B.p1/ are conjugate by an isomorphism

�1.S
2 n P.p0/; �0/ �! �1.S

2 n P.p1/; �1/

induced by a surface homeomorphism.

By de�nition, p behaves locally as z 7! zdegz.p/ at a point z 2 S2; set

ord.v/ D l: c:m:¹degz.p
n/ j n � 0; z 2 p�n.v/º:

Clearly, ord.z/ > 1 if and only if z 2 P.p/, and ord.v/ D1 if and only if v is
in a periodic cycle containing a critical point. For example, the degrees at P.p/
are all1 for the Basilica and the Rabbit maps, and are 2 at i;�i; i � 1 for z2C i .

This order function ord de�nes an orbispace structure on S2: in our simpli�ed
context, a topological space with the extra data of non-trivial groups attached at
a discrete set of points. We will not go into details of orbispaces, but simply
note that, if v is a point with group Gv attached to it, then v has canonical
neighbourhoods with fundamental group isomorphic to Gv. In our situation, the
group attached to v 2 P.p/ is cyclic of order ord.v/. If ord.v/ D 1, then the
point v may be treated as a puncture rather than as a point with Z attached to it.

For each z 2 P.p/, let 
z denote a small loop around z, and identify 
z
with a representative of a conjugacy class in �1.S2 n P.p/; �/. It follows that
the fundamental group of the orbispace de�ned by ord is given as follows:

Gp D �1.S2 n P.p/; �/=h
ord.z/
z W z 2 P.p/i: (18)
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For every z 2 S2 de�ne ord1.z/ WD ord.p.z//= degz.p/. Then pW .S2; ord1/ !
.S2; ord/ is a covering between orbispaces while .S2; ord1/ ,! .S2; ord/ is an
orbispace inclusion. This de�nes the Gp-biset B.p/. Note that Theorem 5.4 was
stated for bisets over the group �1.S2 n P.p//, not for bisets over the orbispace
fundamental group Gp. However, an analogue of Theorem 5.4 is also true in that
context; this will be proven in [2].

Much structure in the space of Thurston maps can be obtained by comparing,
or deriving, maps from the simplest example f .z/ D zd . This map has J.f / D
¹jzj D 1º and P.f / D ¹0;1º so that �1.C n P.f /; �/ D hti Š Z. We call
the corresponding biset the regular cyclic biset of degree d : as a left hti-set, it is
hti � ¹1; : : : ; dº; and the right action on the basis ¹1; : : : ; dº is given by

1 � t D 2; : : : ; .d � 1/ � t D d; d � t D t � 1:

It may also be de�ned more economically as B.zd / D ¹t j=d j j 2 Zº, with left
and right actions given by t i � t j=d � tk D t iCj=dCk=d .

Since topological polynomials of degree d behave as zd in a neighbourhood of
1, their bisets contain a copy of the regular degree-d cyclic biset. More generally,
if p has a �xed point in a neighbourhood of which it acts as z 7! zn, then p
contains a regular degree-n cyclic subbiset.

The graph of bisets decompositions that we shall consider essentially attempt
to describe bisets of Thurston maps in terms of cyclic bisets.

5.2. (Graphs of) bisets from Hubbard trees. Let us consider the (angled) Hub-
bard tree pWT of a complex polynomial p. We will now apply Van Kampen’s
theorem to pWT to decomposeB.p/ as a graph of bisets XTX as in Example 3.31.

Let T1 be the preimage of T under pWC . We note that T1 is easily recon-
structible from the data pWT and ^ and degv.p/ for all v 2 T. The angled
structure of T lifts via pWT1 ! T to an angled structure on T

1. We denote by
�WT1 ! T the natural retraction of T1 into its subtree. We write �.z/ D v if an
object z 2 T

1 retracts into a vertex v 2 T and we write �.z/ D e if an object
z 2 T

1 retracts into a subset of an edge e 2 T but �.z/ is not a vertex of T. This
de�nes a graph morphism �WT1 ! T between undirected graphs, see §3.9 such
that the images of adjacent objects are adjacent or equal objects.

Let X be the space obtained from T by blowing up each vertex v 2 T into
a closed unit disc Dv with @Dv Š R=Z and by blowing down each edge e, say
adjacent to vertices v and w, into a pointDe with ¹Deº D Dv \Dw such that for
every pair of edges e1; e2 adjacent to a common vertex v we have

^.e1; e2/ D De1
�De2

2 R=Z Š @Dv:

For every vertex v 2 T put an orbifold point of order ord.v/ at the center of Dv,
so that the fundamental group of Dv is a cyclic group of order ord.v/.
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Similarly, let X1 be the space obtained from T
1 by blowing up each vertex

v 2 T
1 into a closed disc Dv with orbifold point of order ord1.v/ at the center of

Dv and by blowing down each edge e into a point De satisfying same properties
as above.

Then pWT1 ! T naturally induces a covering map pWX1 ! X speci�ed so
that all maps between unit discs are of the form z ! zd . Furthermore, we have
a natural retraction �WX1 ! X satisfying �.Dz/ � D�.z/ for every object z 2 T

1.
Applying Van Kampen’s theorem Theorem 4.8 to the covering pair .X1; p; �/
subordinate to covers ¹Dzºz2T1; ¹Dzºz2T ; p; �WT1! T we get the graph of bisets
XTX.

This graph of bisets can in fact also directly be described out of the Hubbard
tree data. We present below an algorithm that computes XTX.

We say that a vertex v 2 T
1 is essential if it is the image of a vertex under

the embedding T ,! T
1. By de�nition, every vertex v 2 T has a unique essential

preimage under �. We say a vertex v 2 T1 is critical if ord.v/ > 1. Observe that
if v is a critical but non-essential, then �.v/ is an edge.

On the level of graphs, X
� T

�! Y is the barycentric subdivision of

T
� T

1
p! T. For convenience let us write ord.e/ D 1 for every edge e 2 T.

For every object z 2 T set
Gz WD Z= ord.z/:

In particular, Gz is a non-trivial group if and only if z is an essential vertex. This
constructs the graph of groups X. The fundamental group of X is isomorphic to a
free product of Gv over all essential vertices v 2 T. For every z 2 T

1 set

Bz WD
�

1
degz.p/

Z
�

= ord.�.v// (19)

as a set with G�.z/-Gp.z/ actions given by

m � b � n D
´

mC b C n
degz.p/

if z is an essential or a critical vertex;

mC b otherwise:
(20)

It remains to specify an intertwiner from Be into Bv for every edge e 2 T
1

adjacent to v 2 T
1. Suppose �rst that v is a non-essential non-critical vertex.

Then �.e/ D �.v/ and we de�ne Be ! Bv to be the natural bijection coming
from (19); this is a well de�ned intertwiner between bisets because the right
actions are trivial.

Let e 2 T
1 be an edge adjacent to either an essential or a critical vertex v 2 T

1.
Then the intertwiner Be ! Bv is given by

b 7�! b C bDec

with De treated as an element of R=Z Š @Dv and bDec means “round De down
to an element in Bv”.
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Theorem 5.5. The fundamental group of X is isomorphic to Gp from (18). The
fundamental biset of XTX constructed above is isomorphic to B.p/. All bisets
Bz; z 2 T are cyclic.

Proof. By construction, the covering pair ..C; ord1/; p;1/ is homotopic to the
covering pair .X1; p; �/ along a homotopy path of covering pairs. Therefore, by
Theorem 3.7 the fundamental group of X is isomorphic toGp; and by Theorem 4.8
the fundamental biset of �1.XTX/ is isomorphic to B.p/. Let us verify that the
above algorithm computes XTX.

Let us assume that 0 2 R=Z Š @Dv is the basepoint of �1.Dv/ for every
vertex v 2 T. For every edge e adjacent to v let Œ0;De� � R=Z Š @Dv be the
path connecting the basepoint of Dv to the basepoint of De (recall that De is a
singleton).

For every vertex v 2 T
1 there is av 2 R=Z such that the map pW @Dv ! @Dp.v/

is given by x 7! degv.p/x C av in the R=Z-coördinates. Moreover, for every
essential vertex v 2 T

1 we may choose coördinates @Dv Š R=Z such that the
map �W @Dv ! @D�.v/ is the identity in R=Z-coördinates.

Clearly, Gz is isomorphic to Z= ord.z/ for every object z 2 T.
For every essential vertex v 2 T

1 the biset Bv is computed by (15) as

Bv D ¹bW Œ0; 1�! R=Z Š @D�.v/ j b.0/ D 0; degv.p/b.1/C av D 0º=�

with G�.v/ actions given by pre-concatenation and by post-concatenation via
lifting. Writing

t

degv.p/
WD

h

0;
t � av

degv.p/

i

� R=Z Š @D�.v/

we see that Bv takes the form given in (19) and (20). The case of non-essential
vertices is immediate because the right action is trivial.

If e 2 T
1 is an edge adjacent to a non-essential vertex v 2 T

1, then the
intertwiner Be ! Bv respects (19). Suppose e 2 T

1 is an edge adjacent to an
essential vertex v 2 T

1. If �.e/ is an edge, then Be Š ¹Deº embeds into Bv as
Œ0;De� � R=Z Š @Dv followed by the lift of Œdegv.p/DeCav; 0� � @Dp.v/ under
pW @Dv ! @Dp.v/ starting at De 2 @Dv. This gives an element bDec 2 Bv with
Bv viewed in the form (19).

If �.e/ is a vertex, then �.e/ D v and the 0-element of Be is Œ0;De� � R=Z Š
Dv . Again, this element is mapped to bDec via the intertwiner Be ! Bv . �

5.3. (Graphs of) bisets from Hubbard complexes. Consider now a Hubbard
complex p; i WH 1 � H 0. As in the case of Hubbard trees §5.2 we blow up each
vertex v 2 H 1 tH 0 into a closed disc Dv with an orbifold point of order ord.v/
at the center of Dv, and we blow down each edge e 2 H 1 t H 0 into a point
De. Observe that all Dv have �nite fundamental groups. Then p; i WH 1 � H 0
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naturally induces a correspondence p; i WY 1 � Y 0 normalized so that all maps
between unit discs are of the form z ! zd . As in §5.2 we specify a graph
morphism �WH 1 ! H 0 by i.Dz/ � D�.z/ for every object z 2 H 1. Applying
Van Kampen’s Theorem 4.8 to the covering pair .Y 1; p; i/ subordinate to covers
¹Dzºz2H1 , ¹Dzºz2H0 with maps p; �WH 1 ! H 0 we get a graph of bisets YHY.
We remark that YHY could be explicitly computed out of p; i WH 1 ! H 0 in the
same way as XTX was computed out of the Hubbard tree in §5.2.

Theorem 5.6. The fundamental group of Y is isomorphic to Gp from (18). The
fundamental biset of YHY is isomorphic to B.p/.

All groups Gy , y 2 Y and all bisets Bz; z 2 H are �nite.

Proof. The proof is the same as that of Theorem 5.5. The claim about �niteness
of Gy and Bz is straightforward. �

5.4. (Graphs of) bisets from subdivision rules. Let us now generalize the setup
of §5.2. Suppose that pWS2 is a topological Thurston map. By a subdivision
rule or a “puzzle partition” we mean graphs G0 � G1 � S2 such that

� G1 D p�1.G0/;

� there is a retraction �WG1 ! G0, with ��G0
D 1 such that G1 is homotopic in

S2 to �.G1/ rel the post-critical set;

� each connected component S2 nG1 contains at most one post-critical point.

The last condition guarantees that p; �WG1 � G0 captures all combinatorial
information of pWS2 .

Assume, furthermore, that � can be chosen in such a way that it maps vertices
and edges of G1 into vertices and edges of G1. We may construct a graph of
bisets ZGZ associated with p; �WG1 � G0. As in §5.2 we blow up each vertex
v 2 G1 t G0 into a closed disc Dv with orbifold point of order ord.v/ at the
center of Dv and we blow down each edge e 2 G1 t G0 into a point De. Then
p; �WG1 � G0 naturally descends to a correspondence p; �WZ1 � Z0 normalized
so that all maps between unit discs are of the form z 7! zd . As in §5.2 we specify
a graph morphism �WG1 ! G0 by �.Dz/ � D�.z/ for every object z 2 G1.
Applying Van Kampen’s Theorem 4.8 to the covering pair .Z1; p; i/ subordinate
to covers ¹Dzºz2G1 ; ¹Dzºz2G0 with p; �WG1 ! G0 we get the graph of bisets
ZGZ.

Theorem 5.7. There is a natural epimorphism �W�1.Z; �/ ! Gp and there is a
natural surjective map ˇW�1.ZGZ; �/! B.p/ such that

.�; ˇ/W�1.ZGZ/ �! Gp
B.p/Gp

is a semi-conjugacy respecting combinatorics (see §2.4).
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Proof. The spaceZ0 has a natural embedding into S2, unique up to homotopy rel
the post-critical set, such that Z0 separates post-critical points. Therefore, there
is a natural epimorphism �W�1.G/! Gp.

The embedding of p; �WZ1 � Z0 into S2 de�nes a semi-conjugacy

.�; ˇ/WB.Z1; p; �/ �! B.p/:

Observe that if a loop 
 2 �1.Z0/ is trivial in Gp, then all lifts of 
 via pWZ1 !
Z0 are loops. Therefore, 
 has trivial monodromy action, so .�; ˇ/ respects
combinatorics. �

5.5. Tuning and mating. The tuning operation takes as input a topological
polynomial p, a periodic cycle z0; z1; : : : ; zn D z0 for p, and n topological
polynomials q0; : : : ; qn�1 with deg.qi/ D degzi

.p/ for all i D 0; : : : ; n � 1; and
produces a topological polynomial of degree deg.p/.

For each i , we give ourselves a set Pi containing the critical values of qi�1
and such that qi .Pi/ � PiC1. In particular, Pi contains the post-critical set of
qi�1 ı � � � ı qiC1 ı qi .

For simplicity, let us assume that the cycle z0; z1; : : : ; zn D z0 has no iterated
critical preimages outside of the cycle. This condition could be lifted, but the
construction would require slight modi�cations.

Up to isotopy, we may assume that around each zi there is a small closed topo-
logical disc Fi such that p restricts to a covering map pWFi n¹ziº ! FiC1 n¹ziC1º
and such that there are homeomorphisms (known as “Böttcher coördinates”)
 i W int.Fi / ! C so that  iC1 ı p ı  �1

i is the map z 7! z
degzi

.p/. Also, up
to isotopy, we may assume that qi .z/ D zdeg.qi / C o.zdeg.qi // so that the exten-
sion of qi to the circle at in�nity coincides with the extension of z 7! z

degzi
.p/.

We consider the following tuning map t .p; ¹ziº; ¹qiº/:

t .z/ D
´

 �1
iC1.qi . i.z/// if z 2 int.Fi / for some i ;

p.z/ otherwise:

Note that if qi D zdegzi
.p/ for all i then t is isotopic to p.

Theorem 5.8. Suppose that t D t .p; ¹ziº; ¹qiº/ is the tuning of a complex post-
critically �nite polynomial p with polynomials qi WC n Pi Ü C n PiC1 as above.
Suppose also ord.zi/ D1 for all i . Let XTX denote the graph of bisets constructed
out of the Hubbard tree of p, see Theorem 5.5. Set Gi D �1.C n Pi ; �i/ for
a basepoint �i � 0, and let �i WGzi

! Gi be the monomorphism de�ned by
identifying int.Fi / with C via  i , so that the circle @Fi corresponds to the circle
at in�nity in C n Pi . Let ˇi WBzi

! B.qi/ be the .�i ; �iC1/-intertwiner de�ned by
viewing pW @Fi ! @FiC1 as a map at in�nity of qi WC n Pi Ü C n PiC1.
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For all i , replace the cyclic group Gzi
at zi 2 X by Gi WD �1.C n Pi /, and

replace the regular cyclic biset Bzi
at zi 2 B by the Gi -GiC1-biset B.qi/. Modify

accordingly all non-essential bisets: replace all Bz with z 2 ��1.zi/ n ¹ziº by
Gi˝Gzi

Bz and declare for all z 2 p�1.ziC1/n¹ziº the rightGiC1-action onBz to
be trivial. Intertwiners of edge bisets into B.qi/ are given through the intertwiner
ˇi WBzi

! B.qi/. This de�nes a new graph of bisets B with same underlying
graph as T.

Then B.t/ and �1.B/ are isomorphic.

Proof. Let p; �WX1 � X be the correspondence from §5.2 associated with the
Hubbard tree of p. Let t; �W zX1 � zX be the correspondence obtained by replacing
each pW int.Dzi

/ ! int.DziC1
/ with qi WC n Pi Ü C n PiC1 appropriately glued

with @Di , @DiC1. Since t is isotopic to t; �W zX1 � zX , the biset of t is isomorphic
to the biset of a covering pair . zX1; t; �/ which by Van Kampen’s Theorem 4.8 is
�1.B/. �

This operation may be performed with p a Thurston map, not necessarily a
topological polynomial. As a special case, a topological polynomial has a critical
�xed point1. The formal mating p t q of two topological polynomials p; q of
same degree is the tuning t .p; ¹1º; q/. In other words, pt q is a topological map
on a two dimensional sphere where p acts on the southern hemisphere while q
acts on the northern hemisphere.

Since the vertex 1 does not belong to the Hubbard tree of p, Theorem 5.8
cannot apply. We do have a simple description of the mating in terms of graphs
of bisets, though:

Theorem 5.9. Let p; q be two topological polynomials of same degree d . Write
Gp D �1.C n P.p/; �/ and Gq D �1.C n P.q/; �/ with �; � close to1. Consider
the graph of groupsX with one edge e and two verticesp; q. The groups at p; q are
Gp ; Gq respectively; the group at e is Z, included inGp andGq as the loop around
in�nity. Consider the graph of bisets B with one edge and two vertices. The graph
maps �; � are the identity, the biset Be on the edge is regular cyclic of degree
d , and the bisets at the vertices are B.p/; B.q/ respectively. The intertwiners
Be ,! B.p/ and B Ne ,! B.q/ are de�ned by viewing z 7! zd WS1 as a map on
the circle at in�nity of pWC n P.p/ Ü C n P.p/ and qWC n P.q/ Ü C n P.q/.

Then �1.B/ is isomorphic to B.p t q/.

Proof. Applying Theorem 4.8 to p t q subordinate to the cover consisting of the
closed southern hemisphere, the closed northern hemisphere and the equator, we
obtain a graph of bisets isomorphic to the barycentric subdivision of B. �
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5.6. Laminations. Consider a complex post-critically �nite polynomial p of
degree d . The Fatou component around 1 admits a Böttcher parameterization
�WF1 ! ¹jzj < 1º such that �.p.z// D �.z/d . Since J.p/ D @F1, every
element of J.p/ may be described as limr!1 �

�1.rei�/ for some (non-unique)
angle � ; this gives a surjective map cp W ¹jzj D 1º ! J.p/ encoding the Julia set.
In fact, the biset of p may be read from the base-d expansion of the kernel of cp,
namely the equivalence relation „p D ¹.z1; z2/ j cp.z1/ D cp.z2/º.

The equivalence relation may be presented by a lamination of the disk
¹jzj � 1º: the disjoint collection of subsets of the closed disk, called leaves, that
are convex hulls (in the hyperbolic metric, say) of equivalence classes of „p .

The Julia set J.p/ is the quotient of the circle by the relation„p , so the �lled-
in Julia set is the quotient of the disk obtained by contracting all leaves of the
lamination to points. The dynamics on the circle is the “multiply the angle by d”
map. The van Kampen theorem, Theorem 3.7, may therefore be applied to the
covering consisting of the boundary circle and the leaves. In fact, if p is post-
critically �nite it su�ces to consider a �nite collection of leaves. We consider, as
a simple illustration, the Basilica map z2� 1 obtained from the circle by pinching
the above lamination.

The space under consideration consists of a circle C and an arc A connecting
the points x D exp.2i�=3/ and y D exp.4i�=3/, see Figure 3 right. We �x
basepoints � D 1 on C and � D x on A.



Van Kampen’s theorem for bisets 169

x1y1

x2 y2

�1�2 �1 �2

f

i

x

y

��

Figure 3. The correspondence generating the lamination of z2 � 1. Note that the two
preimages of x are x1; x2 D ˙

p
x, and similarly for y.

Let us denote by S , T , U the bisets of f; i WC � C , f; i WA � A, and
f W �A ! A, i W �A ! C respectively. We thus have the following graph of
bisets B:

T S U

y1

x2 y2

x1

�1.C; �/�1.A; �/

x

y

in which S D 2ZZZ is the regular cyclic biset encoding the doubling map on C
and the other bisets T; U are trivial. The maps �; � are given by

�.T / D �.U / D �.T / D �1.A; �/; �.S/ D �.S/ D �.U / D �1.C; �/:
The structure of B will have been completely given when we �x bases of S; T; U
and describe the edge bisets x1; y1; x2; y2 as maps from T or U into S . Let us
write H D �1.C; �/ D hti and 1 D �1.A; �/. Then

HS D H � ¹1; 2º; 1T D 1 � ¹3º; HU D H � ¹4º:
Recall that elements of a biset B.f; i; �00; �0/ are written, in their most general
form (13), as .˛; p; ˇ/ for paths ˛; ˇ with ˛.0/ D �00; ˛.1/ D i.p/; ˇ.0/ D
f .p/; ˇ.1/ D �0. We �x paths p; x; `; y starting at � D 1, turning counterclock-
wise on C , and ending respectively at exp.2i�=6/; x; �2; y. We also write � for
any constant path. In this notation, the bases 1; 2; 3; 4 are respectively

1 D .�; �1; �/; 2 D .`; �2; �/; 3 D .�; �1; �/; 4 D .p; �2; �/:
We may now view y1; x2 as maps T ! S and x1; y2 as maps U ! S . They are
given by

y1.3/ D .x; �1; y�1/ D 1; x1.4/ D .p; �2; x�1/ D 1;
x2.3/ D .y; �1; x�1/ D 2; y2.4/ D .p; �2; y�1/ D t�12:
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We are �nally ready to compute the fundamental bisetB ofB. It is aG-G-biset
for the group G D H � hyx�1i D ht; yx�1i. We may keep the basis ¹1; 2º of S ,
so GB D G � ¹1; 2º, and we have, just as in S ,

1 � t D 2; 2 � t D t � 1:

We now compute

1 � yx�1 D y1.3/yx�1 D x3x�1 D xy�1x2.3/ D xy�1 � 2;
2 � yx�1 D ty2.4/yx�1 D t4x�1 D tx1.4/ D t � 1:

In this manner, we formally recover the presentation of the Basilica biset from
the graph of bisets B, using the relations y1.3/y D x3 etc. appearing in De�ni-
tion 3.13.

There is another sort of mating, obtained directly from the Julia sets. The
geometric mating of two polynomialsp; q of same degree is the map obtained from
z 7! zdeg.p/W .C[ ¹1º/ through the quotient of ¹jzj � 1º by the lamination of
p and through the quotient of ¹jzj � 1º by the lamination of q embedded into
the outer disc via the map z 7! 1

z
. In case both p and q are post-critically �nite

quadratic polynomials that are not in the conjugate limbs of the Mandelbrot set,
the formal and geometric matings of p and q are isotopic. See [6] for a discussion
on the various types of mating.

Theorem 5.10. Let p be a post-critically �nite quadratic polynomial that lies
outside of the Basilica limb. Write H D �1.C n P.p/; �/. Then the biset of
.z2 � 1/ t p is the fundamental biset of the following graph of bisets:

T B.p/ U

y1

x2 y2

x1

H1

x

y

with the same maps �; � and inclusions as above.

Proof. The map .z2 � 1/ t p is homotopic to the map shown on Figure 3 with
¹jzj � 1º replaced by the �lled-in Julia set ofp. The statement becomes a corollary
of Theorem 4.8. �
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