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Subgroups of PLCI which do not embed into Thompson’s
group F

James Hyde and Justin Tatch Moore

Abstract. We will give a general criterion—the existence of an F -obstruction—for showing that
a subgroup of PLCI does not embed into Thompson’s group F . An immediate consequence is
that Cleary’s “golden ratio” group F� does not embed into F , answering a question of Burillo,
Nucinkis, and Reves. Our results also yield a new proof that Stein’s groups Fp;q do not embed
into F , a result first established by Lodha using his theory of coherent actions. We develop the basic
theory of F -obstructions and show that they exhibit certain rigidity phenomena of independent
interest. In the course of establishing the main result of the paper, we prove a dichotomy theorem
for subgroups of PLCI . In addition to playing a central role in our proof, it is strong enough to
imply both Rubin’s reconstruction theorem restricted to the class of subgroups of PLCI and also
Brin’s ubiquity theorem.

1. Introduction

In this article, we aim to give a partial answer to the following question: When does a group
of piecewise linear homeomorphisms of the unit interval fail to embed into Richard Thomp-
son’s group F ? Thompson’s group F is the subgroup of PLCI consisting of those func-
tions whose breakpoints occur at dyadic rationals and whose slopes are powers of 2.
We isolate the notion of an F -obstruction based on Poincaré’s rotation number and show
that subgroups of PLCI which contain F -obstructions do not embed into F .

In the course of proving the main result of the paper, we establish a dichotomy theorem
for subgroups of PLCI . This result seems likely to be of independent interest as it is
already sufficiently powerful to prove both Brin’s ubiquity theorem [3] and the restriction
of Rubin’s reconstruction theorem [18, Corollary 3.5 (c)] to the class of subgroups of
PLCI (see also [17, Theorem 4] and [1, Theorem E16.3] which were precursors to [18]).

1.1. Rotation numbers and F -obstructions

Recall that if 
 is a homeomorphism of the circle R=Z, then the rotation number of 
 is
defined to be

lim
n!1

z
n.x/ � x

n
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modulo 1, where z
 WR! R is a lift of 
 (this limit always exists and, modulo 1, does not
depend on x or the choice of z
 ). Observe that if 
 is a rotation of R=Z by r 2 .0; 1/, then
we can take z
.x/D xC r and the rotation number of 
 is r . In fact, Poincaré showed that
if 
 is any homeomorphism such that no finite power has a fixed point, 
 is semiconjugate
to the irrational rotation specified by its rotation number. On the other hand, if 
q has
a fixed point for some q, then we can take x 2 R and z
 such that z
q.x/D xC p for some
p 2 Z with 0 � p < q. It follows that the rotation number is p=q.

If f; g 2 HomeoCI and s 2 I are such that

s < f .s/ � g.s/ < f .g.s// D g.f .s//;

then the rotation number f modulo g at s is the rotation number of the function on Œs;g.s//
defined by x 7! g�m.f .x//, where m is such that s � g�m.f .x// < g.s/. This map is
a homeomorphism of a circle when Œs; g.s// is given a suitable topology.

A pair .f; g/ of elements of PLCI is an F -obstruction if there is s such that either:

• s < f .s/ � g.s/ < f .g.s// D g.f .s// and the rotation number of f modulo g at s
is irrational;

• s > f .s/ � g.s/ > f .g.s// D g.f .s// and the rotation number of f �1 modulo g�1

at f .g.s// is irrational.

It follows from the work of Ghys and Sergiescu [12] that the standard way of represent-
ing F in PLCI does not contain any F -obstructions (see Section 3).

The main result of this paper is that the property of being an F -obstruction is preserved
by monomorphisms into PLCI .

Theorem 1.1. If .f; g/ is an F -obstruction and �W hf; gi ! PLCI is a monomorphism,
then .�.f /; �.g// is an F -obstruction. In particular, if G � PLCI contains an F -ob-
struction, then G does not embed into F .

1.2. A dichotomy for subgroups of PLCI

Theorem 1.1 is first established for F -obstructions which generate a group with a single
orbital—a component of support. The general case is then handled by way of a dichotomy
theorem for subgroups of PLCI . This dichotomy is strong enough to imply both Brin’s
ubiquity theorem [3] and a form of Rubin’s reconstruction theorem [18, Corollary 3.5 (c)]
for subgroups of PLCI (see Section 6).

If G � PLCI , then we say that J is a resolvable orbital of G if J is an orbital of G
and ¹supt.g/ \ J j g 2 Gº forms a base for the topology on J . If G � HomeoCI , a par-
tial function  W I ! I is G-equivariant if its domain is G-invariant and for all g 2 G
and x 2 dom. /,  .g.x// D g. .x//. Our dichotomy theorem can now be stated as
follows:

Theorem 1.2. Suppose that G � PLCI and J is a resolvable orbital of G. If Ki (i < n)
is a sequence of orbitals of G, then exactly one of the following is true:
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(1) There is g 2 G whose support intersects J but is disjoint from Ki for all i < n.

(2) There is i < n and a monotone surjection  WKi ! J which is G-equivariant.

Remark 1.3. A more general result has been obtained independently by Brum, Matte
Bon, Rivas, and Triestino [6, Corollary 5.17].

1.3. Corollaries of Theorem 1.1

Our original motivation for proving Theorem 1.1 is the following corollary, which answers
Question 10.2 of [7] (see Section 7 for the definitions of F� and Fp;q).

Corollary 1.4. Cleary’s group F� does not embed into F .

Theorem 1.1 also gives a new proof of the following result first established by Lodha
using his theory of coherent actions.

Corollary 1.5 ([15]). Stein’s groups Fp;q do not embed into F if p, q are relatively prime
natural numbers.

In the next corollary, we view PLCI as consisting of functions from R to R by defin-
ing its elements to be the identity outside of I . Here F t 7!t�� is the set of conjugates of
elements of F by t 7! t � �.

Corollary 1.6. If 0 < � < 1 is irrational, then hF [ F t 7!t��i does not embed into F .

In the course of proving Theorem 1.1, we will also establish the following results. An
F -obstruction is basic if the group it generates has connected support.

Theorem 1.7. If two basic F -obstructions generate isomorphic groups, then the groups
are topologically conjugate via a homeomorphism of their supports.

Theorem 1.8. If .f; g/ is an F -obstruction, then F embeds into hf; gi.

Theorem 1.8 generalizes a result of Bleak [2, §3.3] which asserts that ifG � PLCI and
the left or right group of germs at some point is nondiscrete—or equivalently noncyclic—
then F embeds intoG. Note that this implies the restriction [15, Theorem 1.6] to the class
of subgroups of PLCI .

We conjecture that the converse to Theorem 1.1 holds for finitely generated groups.

Conjecture 1.9. If G � PLCI is finitely generated and does not contain an F -obstruc-
tion, then G embeds into F .

Notice that this conjecture implies every finitely generated subgroup of PLCI either
contains a copy of F or else embeds into F ; whether such a dichotomy holds was asked by
Matthew Brin. A natural test case is the group F2=3 consisting of those elements of PLCI
having breakpoints in ZŒ1=6� and having slopes which are powers of 2=3. It appears to
be unknown both whether this group contains an F -obstruction and whether it embeds
into F , see [8, Question 4.6].
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This paper is organized as follows. After recalling some terminology and notation in
Section 2 and establishing that F does not contain F -obstructions in Section 3, we prove
Theorem 1.8 in Section 4. Section 5 contains the proof of Theorem 1.2. In Section 6, we
use Theorem 1.2 to complete the proofs of Theorems 1.1 and 1.7 and give new derivations
of both Brin’s ubiquity theorem and Rubin’s theorem for sub-groups of PLCI . Finally, the
computations needed for Corollaries 1.4–1.6 are presented in Section 7.

2. Preliminaries

Throughout the paper, counting will start at 0 and i , j , k, l , m, n will only be used to
denote integers. If A and B are subsets of an ordered set, we will sometimes write A � B
to indicate that every element of A is less than every element of B .

As already mentioned, HomeoCI is the collection of orientation preserving homeo-
morphisms of the unit interval I WD Œ0; 1�. HomeoCI is a group with the operation of
composition. PLCI is the subgroup of HomeoCI consisting of those elements which are
piecewise linear. If f 2 PLCI , we say that s is a breakpoint of f if the derivative of f
at s is undefined. If s is not a breakpoint of f , we will refer to f 0.s/ as the slope of f at s.
Thompson’s group F consists of those elements of PLCI whose slopes are integer powers
of 2 and whose breakpoints are in ZŒ1

2
�. When there is a need to emphasize that we are

working with this particular group and not an isomorphic copy, we will refer to it as the
standard model of F . The reader is referred to [9] for the basic analysis of Thompson’s
group F and [4] for background on PLCI .

Going forward, we will adopt the convention common in the literature that elements
of HomeoCI act on I from the right. Thus we will write xf for the application of f 2
HomeoCI to x 2 I . If f 2 HomeoCI , then the support of f is defined to be

supt.f / WD ¹x 2 I j xf ¤ xº:

If A � HomeoCI , then the support of A is defined to be

suptA WD ¹x 2 I j 9g 2 A .xg ¤ x/º D [¹supt.g/ j g 2 Aº:

Notice that suptA D supthAi. We will write suptA for the closure of suptA. A connected
component of the support of f is an orbital of f ; similarly one defines the orbital of
a subgroup of HomeoCI . If f has a single orbital, we will say that f is a bump. If f is
a bump and sf > s for some (equivalently all) s in its support, then we say f is a positive
bump; otherwise f is a negative bump.

If f 2 HomeoCI and X � I is a union of orbitals and fixed points of f , then f jX 2
HomeoCI is defined by

sf jX WD

´
sf if s 2 X;

s otherwise:
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This map will be referred to as the projection to X . If G � HomeoCI and X is a union of
orbitals and fixed points of G, then the projection of G to X is the image of G under the
homomorphism f 7! f jX ; we will sometimes use “the projection of G to X” to refer to
the homomorphism itself.

If f , g are elements of a group G, define gf WD f �1gf and Œf; g� WD f �1g�1fg D
f �1f g D .g�1/f g. It is easily checked that if f; g 2 PLCI , then supt.f g/D supt.f /g.
If A and B are sets of group elements, we will write ŒA;B� for ¹Œa; b� j a 2 A and b 2 Bº.
The subgroup of G generated by ŒG;G� is denoted by G0. If G D G0, then we say that G
is perfect. If G;H � PLCI , we will say that G commutes with H if every element of G
commutes with every element of H .

We finish this section with some well-known results which will be needed later in the
paper.

Proposition 2.1 (see [9]). If a and b are elements of a group and Œab; ba�D Œaba
�1
; bab

�1
�

is the identity but ab ¤ ba, then ha; bi is isomorphic to Thompson’s group F .1 In par-
ticular, if s0 < s1 < t0 < t1 and a0; a1 2 HomeoCI are such that supt.ai / D .si ; ti / and
t0a1 � s1a0, then ha0; a1i is isomorphic to F .

The next theorem is known as Brin’s ubiquity theorem. If G � PLCI , J is an orbital
ofG and g 2G, we say g approaches the left (right) end of J if the closure of supt.g/\ J
contains the left (right) endpoint of J .

Theorem 2.2 ([3]). Suppose that G � PLCI and there is an orbital J of G such that
some element of G approaches one end of J but not the other. Then there is a subgroup
of G isomorphic to F .

Lemma 2.3 ([4]). If G � PLCI and a 2 G0, then supt .a/ � suptG.

The next lemma is more or less established in [4] in the course of showing that non-
abelian subgroups of PLCI contain infinite rank free abelian groups. We leave the details
to the interested reader.

Lemma 2.4. If G is a subgroup of HomeoCI and X � suptG is compact, then there
exists g 2 G such that for all nonzero k 2 Z, Xgk \X D ;.

3. F does not contain F -obstructions

In this section, we will prove the following proposition.

Proposition 3.1. No pair of elements of the standard model of F is an F -obstruction.

1The standard presentation of F is hx0; x1 j Œx0x�11 ; x�10 x1x0�; Œx0x
�1
1 ; x�20 x1x

2
0 �i. The presentation

stated in Proposition 2.1 is obtained by the substitution a WD x0x�11 and b WD x�11 . The proposition follows
from this and the fact that the only proper quotients of F are abelian.
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Proof. Recall that Thompson’s group T consists of all piecewise linear homeomorphisms
of R=Z which map 0 to a dyadic rational, whose breakpoints are dyadic rationals, and
whose slopes are powers of 2. Ghys and Sergiescu [12] have shown that every element
of T has a rational rotation number. It therefore suffices to show that if f;g 2 F and s 2 I
with s < sf � sg < sfg D sgf , then the associated homeomorphism 
 defined in the
introduction is topologically conjugate to an element of T .

Let s, f and g be given as above and let s0 < s be a dyadic rational such that s < s0g,
noting that sg < s0g2. By conjugating by an element of F and revising f , g, s, and s0
if necessary, we can assume that for some k, s0g D s0 C 2

�k and s0g < 1 � 2�k . By
further conjugating by an element h of F which satisfies thD t if t � s0 C 2�k and thD
tg�1C 2�k if s0C 2�k � t � s0g2, we can additionally assume that if s0 � t � s0g, then
tg D t C 2�k . (This conjugacy argument is essentially the staircase algorithm of [14].)
Repeating this procedure on the interval Œs0g; s0g2�, we can assume without loss of gen-
erality that if s0 � t < s0g2, then tg D t C 2�k .

The homeomorphism 
 associated to this revised choice of f , g and s is topologically
conjugate to the homeomorphism associated to the original choice of f , g, and s. More-
over, 
 is a homeomorphism of R=2�kZ which maps dyadic rationals to dyadic rationals,
whose breakpoints are dyadic rationals, and whose slopes are powers of 2. Clearly, 
 is
topologically conjugate to an element of T and hence by [12], 
 has a rational rotation
number.

4. F -obstructions yield copies of F

A key step in proving Theorem 1.1 is to demonstrate that if f; g 2 PLCI is a basic F -
obstruction and J WD supthf; gi, then J is a resolvable orbital of hf; gi. When combined
with Proposition 2.1, this readily yields many copies of F inside hf; gi, establishing The-
orem 1.8 as a byproduct. The first step is the following lemma.

Lemma 4.1. If .f; g/ is an F -obstruction, then f and g do not commute.

Proof. Let s witness that .f; g/ is an F -obstruction and let J be the orbital of hf; gi such
that s 2 J . If f jJ and gjJ commute, then by [5] there must be h such that

f jJ D h
p and gjJ D h

q

for integers p and q. This implies that the rotation number of f modulo g at s is p=q 2Q,
which is a contradiction.

For the duration of this section, fix a basic F -obstruction .f; g/ and fix s 2 I which
witnesses this. Specifically, set C WD Œs; sg/ and let 
 WC ! C be defined by

x
 WD

´
xf if xf < sg;

xfg�1 if sg � xf:
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Notice that if s � x < sg and sg � xf , then s � xfg�1 < sg; this last inequality holds
since xf < sgf D sfg � sg2 by our hypothesis. Define a metric d on C by

d.x; y/ WD min.y � x; sg � y C x � s/

whenever x < y.
With this metric, C is homeomorphic to a circle and 
 is an orientation preserving

homeomorphism of C . Our hypothesis is that the rotation number of 
 is irrational. Notice
that this implies that sf ¤ sg (otherwise this would give a rotation number of 0) and
hence sf < sg.

Since 
 is piecewise linear, Herman’s variation of Denjoy’s theorem [13] (see also
[16]) implies the orbits of 
 are dense and moreover that 
 D ˛�1�˛ for some irrational
rotation � of C and some homeomorphism ˛ of C . Since ˛ is uniformly continuous, � is
an isometry, and 
n D ˛�1�n˛, we can witness the uniform continuity of 
n indepen-
dently of n: for every "> 0 there is ı > 0 such that for all x;y 2C and n2Z if d.x;y/ < ı,
then d.x
n; y
n/ < ". Noting that this assertion remains unchanged if we swap the roles
of .x; y/ and .x
n; y
n/, we will sometimes employ the contrapositive of this implica-
tion: if d.x; y/ � " and n 2 Z, then d.x
n; y
n/ � ı. Notice that d.x; y/ � jx � yj and
d.x; y/ D jx � yj if jx � yj � .sg � s/=2. Since fgf �1g�1 2 PLCI and sfg D sgf ,
there are t > s and c > 0 such that xfgf �1g�1 D cx C .1 � c/s whenever s � x � t .
If c � 1, then xfg � xgf for all x 2 Œs; t/ and if c � 1, then xfg � xgf for all x 2 Œs; t/.

Lemma 4.2. There is ı > 0 such that for all n � 0 and all x < y in C with jx � yj < ı:

• if c � 1 and x
n < y
n, then there is h 2 hf; gi such that xh D x
n < y
n � yh;

• if c � 1 and x
�n <y
�n, then there is h2 hf;gi such that xhD x
�n <y
�n � yh.

Proof. First observe that sf < sfgf �1 D sgff �1 D sg and hence if s � x� < sf , then
x�gf �1 < sfgf �1 D sg.

Claim 4.3. There is ı > 0 such that for all s � x < y < sg with jx � yj < ı and for all
n 2 Z:

• if x
n < y
n, then d.x
n; y
n/ D x
n � y
n;

• if x
n > y
n, then d.x
n; y
n/ D sg � x
n C y
n � s.

Proof. Let ı > 0 be such that ı < .sg � s/=6 and for all s � x; y < sg and n 2 Z if
d.x; y/ < ı, then d.x
n; y
n/ < .sg � s/=6. This implies that whenever s � x; y < sg
and n 2 Z if d.x; y/ � .sg � s/=6, then d.x
n; y
n/ � ı.

Now suppose that s � x < y < sg are given with jx � yj< ı, and let z be the midpoint
of the longest arc of C connecting x
n and y
n. Since d.x; y/ < ı, d.x
n; y
n/ <
.sg � s/=6 and therefore min.d.x
n; z/; d.z; y
n// � .sg � s/=6. It follows that

min.d.x; z
�n/; d.z
�n; y// � ı;
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and therefore either s � z
�n < x or y < z
�n < sg—i.e., z
�n is not between x and y
in the cyclic order on C . Since 
 preserves the cyclic order, z is not between x
n and y
n

in the cyclic order.
Suppose that n 2 Z and x
n < y
n. Then either s � z < x
n or y
n < z < sg.

In the former case x
n � z � d.x
n; z/ � .sg � s/=6 and in the latter case z � y
n �
d.y
n; z/ � .sg � s/=6. In either case

x
n � s C sg � y
n � .sg � s/=6 > d.x
n; y
n/;

and hence d.x
n; y
n/ D y
n � x
n.
On the other hand, if n 2 Z is such that x
n > y
n, then y
n < z < x
n. This

implies .sg � s/=6 � x
n � z � x
n � y
n, and therefore d.x
n; y
n/ D sg � x
n C
y
n � s.

Let " > 0 be such that " < sg � sf and if jx� � y�j < " and x�f < sg � y�f , then
y�fg�1 < t . Find ı > 0 satisfying the conclusion of Claim 4.3 and such that additionally
if d.x�; y�/ < ı, then d.x�
n; y�
n/ < " for all n 2 Z.

We will now verify the conclusion of the lemma by induction on n � 0 under the
assumption c � 1; the case c � 1 is handled by an analogous computation. If n D 0,
then we can take h to be the identity and there is nothing to show. Now suppose that
n > 0, x < y and x
n < y
n. If sf � x
n, then x
n D x
n�1f and y
n D y
n�1f .
By our induction hypothesis, there is h0 2 hf; gi such that x
n�1 D xh0 and y
n�1 �
yh0. Since f is order preserving, y
n�1f � yh0f and since x
n D xh0f , h WD h0f
satisfies the conclusion of the lemma. Similarly, if y
n < sf , then x
n D x
n�1fg�1

and y
n D y
n�1fg�1 and we can apply our induction hypothesis to find h0 2 hf; gi
such that xh0 D x
n�1 and y
n�1 � yh0. It follows that h WD h0fg�1 satisfies

xh D xh0fg
�1
D x
n < y
n D y
n�1fg�1 � yh0fg

�1
D yh:

Finally, suppose that x
n < sf � y
n. By choice of ı and its property asserted in
Claim 4.3, this implies that d.x
n;y
n/D y
n � x
n. It follows that x
nD x
n�1fg�1

and y
n D y
n�1f . Observe that x
n�1 > y
n�1, hence n > 1 and d.x
n�1; y
n�1/D
sg � x
n�1 C y
n�1 � s. Since d.x
n�1; y
n�1/ < ", it follows that sf < sg � " <

x
n�1. Thus x
n D x
n�2f 2g�1 and y
n D y
n�2fg�1f . Observe that x
n�2 <
sgf �1 � y
n�2. By the induction hypothesis, there is h0 2 hf; gi such that xh0 D
x
n�2 and y
n�2 � yh0. Define h D h0f

2g�1. Since d.x
n�2; y
n�2/ < " by our
choice of ı and since x
n�2f < sg � y
n�2f , it follows from our choice of " that
s � y
n�2fg�1 < t . Therefore,

y
n�2fg�1fg � y
n�2fg�1gf D y
n�2f 2:

Acting on the right by g�1 yields that

y
n D y
n�2fg�1f � y
n�2f 2g�1 � yh0f
2g�1 D yh;

and hence h satisfies the conclusion of the lemma.
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Proposition 4.4. Suppose that .f;g/ is a basicF -obstruction. There are dense setsA;B�
J WD supthf; gi such that if a 2 A and b 2 B with a < b, then there is h 2 hf; gi such
that supt.h/ D .a; b/. In particular, the support of hf; gi is a resolvable orbital of hf; gi.

Proof. We will first show that there is A0 � Œs; sg/ which is dense in Œs; sg/ such that if
a 2 A0, then .a; sg� is an initial part of the support of some element of hf; gi. By Lem-
ma 4.1, the commutator Œf; g� is not the identity and by Lemma 2.3, the infimum of its
support is in J . Let h0 2 hf; gi be such that p WD inf supt.Œf; g�h0/ is in .s; sg/. Such
h0 exists since every hf; gi-orbit of a point in J intersects Œs; sg/. Let q > p be such
that .p; q� is an initial part of the support of Œf; g�h0 . Let ı > 0 satisfy the conclusions of
Lemma 4.2 and Claim 4.3 and moreover satisfy for all x < y in C :

• if d.x; y/ � q � p, then for all n, d.x
n; y
n/ � ı;

• if d.x; y/ < ı and x
n > y
n, then x
n�1 < y
n�1.

There are now two cases depending on whether c � 1.
If c � 1, then define A0 WD ¹p
n j n � 0º. By Herman’s variation of Denjoy’s theo-

rem [13] (see also [16]), A0 is dense in Œs; sg/.

Claim 4.5. If a 2 A0, then either .a; a C ı� or .a; sg� is an initial part of the support of
some element of hf; gi.

Proof. If a 2 A0, let n � 0 be such that a D p
n. If a < q
n, then by choice of ı there
is h 2 hf; gi such that

a D ph D p
n < aC ı � q
n � qh:

Thus, .a; a C ı� is an initial segment of the support of Œf; g�h0h. If p
n > q
n, then by
choice of ı we have that af �1 D p
n�1 < q
n�1 and there is h such that p
n�1 D ph
and q
n�1 � qh. It follows that .af �1; q
n�1� � .ph; qh� is an initial part of the support
of Œf; g�h0h and hence .a; sg� is an initial part of the support of Œf; g�h0hf .

Now suppose that a 2 A0 and use the density of A0 to select a sequence a0 D a <
a1 < � � � < ak D sg such that if i < k then ai 2 A0 and aiC2 � ai < ı if i < k � 1.
For each i < k, let hi 2 hf; gi be such that .ai ; aiC1� is an initial part of supt.hi / and
aiC2 � aiC1hi if 0 � i � k � 2. If h WD

Q
i<k�1 hi , then .a; a1� � supt.h/ and sg � a1h.

It follows h has .a; sg� as an initial part of its support.
If tfg � tgf , then we define A0 WD ¹p
n j n � 0º and an analogous argument gives

the desired conclusion. Next, using a similar argument construct an analogous dense B0 �
Œs; sg/ such that if b 2 B0, then there is an element of hf; gi whose support has Œs; b/ as
a final segment. If a 2 A0 and b 2 B0 with a < b, then let h0 and h1 be such that .a; sg�
is an initial segment of the support of h0 and Œs; b/ is a final segment of the support of h1.
Furthermore, select h0 and h1 such that a < bh0 < ah1 < b and observe that

Œh0; h1� D h
�1
0 h
�1
1 h0h1 D h

�1
0 � .h0/

h1 D .h�11 /
h0 � h1:
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Since to the left of ah1, the product h�10 � .h0/
h1 acts as h�10 followed by a function which

is the identity to the left of ah1, Œh0; h1� is increasing on .a; ah1� and the identity to the
left of a. Similarly, to the right of bh0 < ah1, Œh0; h1� D .h�11 /

h0 � h1 acts as h1 and so is
increasing on Œbh0; b/ and is the identity to the right of b. Hence supt.Œh0; h1�/ D .a; b/
and Œh0; h1� is increasing on .a; b/.

Finally, define A WD A0hf; gi and B WD B0hf; gi and observe that A and B are both
dense in J . Let .x; y/ � J be a maximal open interval containing .s; sg/ such that if
a 2 A \ .x; y/ and b 2 B \ .x; y/ with a < b, then there is an element of hf; gi with
support .a; b/. It suffices to show that .x; y/ D J . Suppose for contradiction that this is
not true—then either x or y are in J .

If x 2 J , let h 2 ¹f ˙1; g˙1º be such that xh 2 .x; y/; such h exists since .s; sg/ �
.x;y/. Notice that x0 WD xh�1 < x. Let x0 < a < b < y with a 2A and b 2B . It suffices to
show that .a;b/ is the support of an element of hf;gi as this will contradict the maximality
of .x;y/. If x < a, then .a;b/ is the support of an element of hf;gi by our choice of .x;y/.
Similarly, if x0 < a < b � x, then x < ah < bh < y and there is h0 2 hf; gi with support
.ah; bh/. It follows that hh

�1

0 has support .a; b/. If x0 < a � x < b, then x < ah� xh. Let
b0 2B be such that xh < b0 <min.bh;y/. Let h0 2 hf;gi be a positive bump with support
.ah; b0/, noting that hh

�1

0 has support .a; b0h�1/. Let a0 2 A be such that a0 < b0h�1 < b
and let h1 be a positive bump with support .a0; b/. Now hh

�1

0 h1 is a positive bump with
support .a; b/. This gives the desired contradiction. The case y 2 J is handled by an
analogous argument.

Theorem 1.8 is an immediate consequence of Proposition 4.4 and Brin’s ubiquity the-
orem [3].

5. A dichotomy for subgroups of PLCI

In this section, we will prove Theorem 1.2.

Theorem 1.2. Suppose that G � PLCI and J is a resolvable orbital of G. If Ki (i < n)
is a sequence of orbitals of G, then exactly one of the following is true:

(1) There is g 2 G whose support intersects J but is disjoint from Ki for all i < n.

(2) There is i < n and a monotone surjection  WKi ! J which is G-equivariant.

This theorem will be proved through a series of lemmas. The first gives a criterion for
the existence of an equivariant surjection between orbitals of a subgroup of HomeoCI .

Lemma 5.1. Suppose that J is a resolvable orbital ofG �HomeoCI andK is an orbital
of G. If there are nonempty open intervals U and V such that

(1) xU � J and xV � K, and

(2) for all g 2 G, Ug \ U ¤ ; if and only if Vg \ V ¤ ;,

then there is a G-equivariant surjection  WK ! J which is monotone.
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Proof. Define
V � WD [¹V h j h 2 G and Uh � U º

and observe that V � is an open interval containing V .

Claim 5.2. For all g 2 G:

(1) Ug \ U ¤ ; if and only if V �g \ V � ¤ ;;

(2) V � � K;

(3) Ug � U if and only if V �g � V �;

(4) if Ug � U , then V �g � V �.

Proof. Let g 2 G. If U \ Ug ¤ ;, then ; ¤ V \ Vg � V � \ V �g. Next, suppose that
x 2 V � \ V �g for some g and let h0 and h1 be such that Uh0 [ Uh1 � U and x 2
V h0 \ V h1g. It follows that V \ V h1gh�10 ¤;, which impliesU \Uh1gh�10 ¤;which
in turn implies Uh0 \ Uh1g � U \ Ug ¤ ;. This establishes (1).

Observe that if V � contains an endpoint of K, then for any g 2 G, V �g \ V � ¤ ;.
On the other hand, since J is a resolvable orbital of G and xU � J , there is g 2 G such
that Ug \ U D ;. Thus (2) follows from (1).

We will now prove (3). First suppose that Ug � U for some g 2 G. If y 2 V �g, let h
be such that Uh � U and yg�1 2 V h. Then Uhg � Ug � U and so y 2 V hg � V �.
Suppose now Ug is not contained in U . Since J is a resolvable orbital of G, there is
h 2 G such that Uh intersects Ug but not U . It follows from (1) that V �h intersects V �g
but not V � and hence that V �g is not contained in V �.

Finally, suppose that Ug � U for some g 2 G. Since J is a resolvable orbital of G,
there are h0; h1 2 G such that:

• Uh0 \ Uh1 D ;,

• Uh0 [ Uh1 � U ,

• Uh0 and Uh1 intersect Ug but neither are contained in Ug.

It follows from items (1) and (3) that these same conditions hold of V � in place of U .
This implies that the endpoints of V �g are contained in V �h0 [ V �h1 and hence that
V �g � V �.

By replacing V with V � if necessary, we can assume that V has the additional proper-
ties of V � in Claim 5.2—these will be referred to as the revised hypotheses on U and V .

Define  to consist of all pairs .x; y/ 2 K � J such that for all g 2 G, whenever
y 2 Ug, x 2 Vg. To see that  is a (partial) function, suppose y0 ¤ y1 are in J . Since J
is a resolvable orbital of G there are gi ; hi 2 G such that yi 2 Ugi � Ugi � Uhi and
Uh0 \ Uh1 D ;. By our revised hypotheses, Vg0 \ Vg1 D ;. Hence there is no x such
that .x; y0/ and .x; y1/ are in  . It also follows immediately from the definition that
.x; y/ 2  if and only if .xg; yg/ 2  and hence  is G-equivariant.

Next, let us say that two intervals are linked if they intersect and neither is a subset of
the other. Observe that for any g 2 G, U and Ug are linked if and only if V and Vg are
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linked. Also, a pair of intervals is linked if and only if each contains an endpoint of the
other. If A and B are intervals, then we will write A <l B to mean that the pair A, B is
linked and the left endpoint of A is less than the left endpoint of B . Clearly, if A and B is
a linked pair of intervals, then exactly one of A <l B or B <l A.

Claim 5.3. Either for all g 2 G, U <l Ug implies V <l Vg or for all g 2 G, U <l Ug

implies Vg <l V .

Proof. Observe that if U <l Ug, then Ug�1 <l U . Hence if the claim is false, there are
g0; g1 2 G such that Ug0 <l U <l Ug1 and yet V <l Vg0; Vg1. Since J is a resolvable
orbital of G, there is h 2 G such that supt.h/ \ J � U and Ug0 \ Ug1h D ;. Since
Uh D U , V h D V and because the right endpoint of V is in Vg1, it is also in Vg1h.
In particular, this right endpoint is in both Vg0 and Vg1hwhileUg0 andUg1h are disjoint,
contrary to our hypothesis.

Claim 5.4. The function  is monotone.

Proof. Suppose that for all g; h 2 G, Ug <l Uh implies Vg <l V h. Let  .x0/ D y0 <
y1 D  .x1/ and let gi 2 G be such that yi 2 Ugi and Ug0 \ Ug1 D ;. By resolvability
of G on J , there is h such that Uh links both Ug0 and Ug1. In particular, Ug0 <l Uh <l
Ug1, which implies Vg0 <l V h <l Vg1. Since xi 2 Vgi and Vg0 \ Vg1 D ;, it follows
that x0 � x1; since  is a (partial) function we must have x0 < x1. Similarly, if Ug <l Uh
always implies V h <l Vg, then  is monotone decreasing.

Claim 5.5. The function  is a surjection from K onto J .

Proof. In order to see that  is a surjection, let y 2 J be given. By assumption,

F WD ¹Vg j g 2 G and y 2 Ugº

is a pairwise intersecting collection of intervals. By our revised hypotheses on U and V
and by the resolvability ofG on J , F contains elements whose closure is contained inK.
Thus  �1.y/ D \F is a nonempty interval.

Now suppose that x 2 K. Since  is a surjection, its domain is nonempty; since  is
G-equivariant, its domain X contains elements both to the left and right of x. Set

x0 WD sup¹s 2 X j s � xº; x1 WD inf¹s 2 X j x � sº:

Notice that since  is a monotone surjection,  .x0/ D  .x1/. Since we have shown  -
preimages of points are intervals, x 2 dom. /.

Our strategy for proving Theorem 1.2 will now be to carefully select a subgroup
H � G whose support has nice properties which will allow us to define intervals U
and V as in Lemma 5.1. The first step toward this goal is the following lemma. Recall
that a group G is perfect if G0 D G.
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Lemma 5.6. Suppose that J is a resolvable orbital of G � PLCI and K is an orbital
of G. There is H � G such that:

(1) H is perfect;

(2) H has finitely many orbitals;

(3) suptH \ J is a resolvable orbital of H with closure contained in J ;

(4) suptH \K has closure contained in K.

This lemma will itself be proved though a series of lemmas.

Lemma 5.7. If A; B � HomeoCI and for each a 2 A we have supt .a/ � suptB , then
A0 � hŒŒA; B�; ŒA;B��i.

Proof. Suppose that a0; a1 2 A are arbitrary; it suffices to show that

Œa0; a1� 2 ŒŒA; B�; ŒA;B��:

Set
X WD supt ¹a0; a1º:

By Lemma 2.4, there is b 2 B such that both Xb and Xb�1 are disjoint from X . Since
.a�11 /b is supported on Xb and .a�10 /b

�1
is supported on Xb�1, these terms commute

with each other and with a0 and a1, which are supported on X . Thus

ŒŒb�1; a0�; Œb; a1�� D Œ.a
�1
0 /b

�1

a0; .a
�1
1 /ba1� D Œa0; a1�

is in ŒŒA; B�; ŒA;B�� as desired.

Lemma 5.8. Let G be a subgroup of PLCI . If suptG0 D suptG, then suptG00 D suptG
and G00 is perfect.

Proof. If a 2 G0, then by Lemma 2.3

supt .a/ � suptG D suptG0:

Thus we can apply Lemma 5.7 to A D B D G0 and obtain that

G00 � hŒŒG0; G0�; ŒG0; G0��i � G000:

Thus G00 D G000 and G00 is perfect. To see that suptG00 D suptG, suppose that x 2 suptG.
By assumption, there is g 2 G0 such that x 2 supt.g/. By Lemmas 2.3 and 2.4, there is
f 2 G0 such that the supports of g and gf are disjoint. It follows that xg D xŒf; g� and
therefore that x is in the support of Œf; g� 2 G00.

Lemma 5.9. If G � PLCI is perfect and H � G is a normal subgroup with suptH D
suptG, then G D H .
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Proof. Since H is a normal subgroup of G, hŒŒG; H�; ŒG; H��i � H . By Lemma 2.3,
supt .g/� suptG D suptH for every g 2G. Applying Lemma 5.7 to ADG and B DH ,
we obtain that G D G0 � hŒŒG;H�; ŒG;H��i � H .

Lemma 5.10. Let H0 � PLCI and J be an orbital of H0 such that H0jJ is both perfect
and the normal closure of a single element. Then there exists a perfect subgroup H of H0
with finitely many orbitals such that H jJ D H0jJ .

Proof. Since H0jJ is perfect H 000 jJ D H0jJ . Fix h 2 H 000 with the normal closure of hjJ
inH0jJ equal toH0jJ . LetH1 be the normal closure of h inH 000 and letH2 be the normal
closure of h in H1. Define U to be the orbitals of H0 that are also orbitals of H2 and set
U WD [U . Define V to be the orbitals of H0 which intersect suptH2 but are not orbitals
of H2 and set V WD [V .

Claim 5.11. suptH2jV is contained in suptH0.

Proof. We will first argue that ifL is an orbital ofH1jV , then the closure ofL is contained
in the support of H0. To see this, suppose L is an orbital of H1jV . If L were an orbital
of H0, then it would also be an orbital of H 00 since H1 � H 00. Hence Lemma 5.8 would
imply that H 000 jL is perfect and Lemma 5.9 would imply H 000 jL D H1jL. Since this in turn
would imply H2jL D H1jL D H 000 jL and that L is in U , this is impossible. Thus L is not
an orbital of H0.

Let g 2 H0 be such that Lg 6� L. Since Lg is contained in the support of H0 and L
is an orbital of H1, Lg must be disjoint from L, and in particular the closure of L is
contained in suptH0. Now let X be the closure of the union of the orbitals of H1jV
which intersect supt.h/. We have shown that X � suptH0. Since X is H1-invariant,
suptH2jV � X .

By Claim 5.11, we can find g 2 H0 such that V \ suptH2 \ suptHg
2 D ;. Define

H WD hŒH
g
2 ; H2�i, noting that suptH � U . By Lemma 5.8, H 000 jU is perfect. By Lem-

ma 5.9, H1jU D H 000 jU and therefore H2jU D H 000 jU . Since H 000 is a normal subgroup
of H0, we have H 000

g
D H 000 . Putting this all together, we obtain

H D H jU D hŒH
g
2 jU ;H2jU �i D hŒH

00
0
g
jU ;H

00
0 jU �i

D hŒH 000 jU ;H
00
0 jU �i D H

000
0 jU D H

00
0 jU :

Thus H D H 000 jU is perfect and has finitely many components of support.

Lemma 5.12. Suppose thatA;B � PLCI are perfect groups andN is the normal closure
of B in hA [ Bi. If S denotes the union of the orbitals of hA [ Bi which are not orbitals
of N , then AjS is contained in hA [ Bi.

Proof. We will first show that for all a 2A there exists b 2N such that abjS is in hA[Bi.
Define A0 to be the set of all a 2 A such that there exists b 2 N with abjS is in hA [ Bi.
Since A is perfect, it suffices to show that ŒA;A� � A0 and that A0 is a group.
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Toward showing ŒA; A� � A0, let f; g 2 A, and let us set X equal to the closure of
supt¹f; gº n S . Since A is perfect, Lemma 2.3 implies X is contained in suptN . By Lem-
ma 2.4, there is h 2 N such that Xh \ X D ;. Since f and gh have disjoint supports,
Œf;gh� agrees with the identity on I nS . In particular, Œf;gh�jS D Œf;gh� is in hA[Bi. We
can rewrite Œf; gh� as Œf; g�.h�1/.f

g /
hfg.h�1/gh. Since .h�1/.f

g /
hfg.h�1/gh is in N

we have shown that Œf; g� is in A0.
It remains to show that A0 is closed under composition and taking inverses. Let

a0; a1 2 A0 and fix b0; b1 2N with a0b0jS and a1b1jS in hA[Bi. Since a0a1b
a1
0 b1jS D

.a0b0/jS .a1b1/jS is in hA [ Bi and ba10 b1 is in N , it follows that a0a1 2 A0. Since

.a0b0/
�1jS D a

�1
0 .b�10 /

a�10 jS is in hA[Bi and .b�10 /
a�10 is inN , it follows that a�10 2A0.

Since a0; a1 2 A0 were arbitrary, A0 is closed under multiplication and taking inverses
and hence is a group. Thus A0 D A.

Next we will show that N jS is contained in hA [ Bi. Notice that this is sufficient to
complete the proof since if a 2 A, then for some b 2 N , .ab/jS is in hA [ Bi and hence
ajS D .ab/jS .b

�1/jS is in hA[Bi. SinceB is perfect, it is generated by ŒB;B� and hence
N is the normal closure of ŒB; B� in hA [ Bi. Thus it suffices to show that if b0; b1 2 B ,
then Œb0; b1�jS is in hA [ Bi. Toward this end, let b0; b1 2 B be arbitrary. Observe that
any endpoint of a connected component U of S is a limit point of U n suptN . Thus there
is a set X � S which is a finite union of intervals with endpoints in S n suptN such that
supt¹b0; b1º \ S � X .

We now claim that X is contained in the support of A. If there were x 2 X fixed by
every element of A, then x is in some component L of the support of B . In this case,
however, the union of the translates of L by elements of hA [ Bi is an orbital of both N
and hA [ Bi, contradicting that L is contained in S . Thus it must be that X is contained
in the support of A.

By Lemma 2.4, there is a 2 A such that Xa \ X D ;. Thus there is g 2 N such that
h WD .ag/jS is in hA[Bi. We will be finished once we show that ŒŒh; b0�; b1�D Œb0; b1�jS .
Define Y WD S n X and Z WD I n S and set c WD .b�10 /h. Observe that X , Y , and Z are
all invariant under b0, b1 and c. Furthermore, Œh; b0� D cb0 agrees with b0 on X and the
identity onZ. Since b1 agrees with the identity on Y , we have that ŒŒh; b0�; b1�D Œcb0; b1�
coincides with Œb0; b1� on X and is the identity elsewhere. Since Œb0; b1� is the identity
on Y , it follows that ŒŒh; b0�; b1� D Œb0; b1�jS .

Proof of Lemma 5.6. Let s < t be in J and set U WD .s; t/. Define H0 WD ¹g 2 G j
supt.g/ \ J � U º00. Since J is a resolvable orbital of G, H0jJ is perfect by Lemma 5.8.
It is easily checked that U is a resolvable orbital ofH0 and hence Lemma 5.9 implies that
H0jJ is the normal closure of a single element. By Lemma 5.10, there is H � H0 such
that H is perfect, has finitely many orbitals, and H jJ D H0jJ .

If the closure of suptH \K is contained in K, then H satisfies the conclusion of the
lemma. If the closure of suptH \K contains an endpoint of K, then let g 2 G be such
that Ug \ U D ;. Let N be the normal closure of Hg in hH [ Hgi and let S be the
union of the orbitals of hH [Hgi which are not also orbitals of N . Observe that U � S
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and that the closure of S \K does not contain the endpoints ofK. Applying Lemma 5.12
to A D H and B D Hg , the projection H jS is contained in hH [Hgi � G and satisfies
the conclusion of the lemma.

Proof of Theorem 1.2. The theorem is proved by induction on n with the bulk of the proof
dedicated to the base case n D 1. Suppose that n D 1 and write K for K0. Applying
Lemma 5.6, fix a perfect subgroup H � G with finitely many orbitals such that:

• U WD suptH \ J is a nonempty interval with closure contained in J ;

• the closure of suptH \K is contained in K;

• U is a resolvable orbital of H ;

• the number of orbitals of H is minimized.

If suptH \K D ;, then the first alternative of the theorem holds. Suppose now that this
is not the case. Define V to be the leftmost component of suptH \K. By Lemma 5.1, it
suffices to show that for all g 2 G, Ug \ U ¤ ; if and only if Vg \ V ¤ ;.

Claim 5.13. For all g 2 G, Ug \ U ¤ ; implies Vg \ V ¤ ;.

Proof. Suppose first for contradiction that for some g 2G, Ug \U ¤ ; but Vg \ V D ;.
By replacing g with g�1 if necessary, we can assume that V is disjoint from the support
of Hg . Let N denote the normal closure of Hg in hH [Hgi and let S be the union of
all orbitals of hH [Hgi which are not orbitals ofN . Observe that since U is a resolvable
orbital of H and U \ Ug ¤ ;, it follows that U is disjoint from S . On the other hand,
V is contained in S . Thus applying Lemma 5.12 to A D H and B D Hg yields that H jS
is a perfect subgroup of G. Consequently, if R D suptH n S , then H0 WD H jR is also
contained in G. Since H0 is also perfect, satisfies H0jU D H jU and has fewer orbitals
than H , we have contradicted our choice of H to minimize the number of its orbitals.

Claim 5.14. For all g 2 G, Ug \ U D ; implies Vg \ V D ;.

Proof. Suppose first for contradiction that for some g 2G, Ug \U D ; but Vg \ V ¤ ;.
As in the previous claim, let N denote the normal closure of Hg in hH [Hgi and let S
be the union of all orbitals of hH [ Hgi which are not orbitals of N . This time U is
contained in S and V is disjoint from S . Lemma 5.12 implies H0 WD H jS is a perfect
subgroup ofG. SinceH0 has fewer orbitals thanH , is perfect, and satisfiesH0jJ DH jJ ,
we again contradict our choice of H .

Now suppose that n is given and that the statement of the theorem is true for n. LetKi
(i < nC 1) be orbitals of G. We need to show that if (2) fails, then there is g 2 G whose
support intersects J but not Ki for any i < nC 1. By our inductive assumption, there is
g0 2 G whose support intersects J but is disjoint fromKi for i < n. Additionally there is
g1 2 G whose support intersects J but is disjoint fromKn. Since J is a resolvable orbital
of G, there is h such that gh0 does not commute with g1. It follows that g D Œgh0 ; g1� is as
desired.
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6. Consequences of the dichotomy theorem

In this section, we will give proofs of Theorems 1.1 and 1.7 using Theorem 1.2. We will
also illustrate the utility of Theorem 1.2 by deriving some known results as corollaries.

Proof of Theorem 1.1. Suppose that .f; g/ is an F -obstruction and �W hf; gi ! PLCI is
an embedding. By rescaling and translating if necessary, we can assume that the sup-
ports of hf; gi and h�.f /; �.g/i are disjoint. Let J be an orbital of hf; gi such that for
some s 2 J , the rotation number of f modulo g at s is irrational. Let Ki (i < n) list
the orbitals of h�.f /; �.g/i. Observe that since � is an injection, the first alternative of
Theorem 1.2 applied to G WD hf �.f /; g�.g/i cannot hold. Therefore, there is i < n

and a G-equivariant monotone surjection  WKi ! J ; let t 2 Ki be minimal such that
 .t/ D s. It is easily checked that t�.f /�.g/ D t�.g/�.f /. Since rotation numbers are
preserved by semiconjugacy, it follows that the rotation number of �.f /modulo �.g/ at t
is irrational and hence that .�.f /; �.g// is an F -obstruction.

We will now recall the statement and context of Rubin’s reconstruction theorem. Sup-
pose that X is a locally compact Hausdorff space and G is a group of homeomorphisms
ofX . The groupG’s action onX is locally dense ifX has no isolated points and whenever
x 2 U � X with U open,

¹xg j .g 2 G/ and .supt.g/ � U/º

is somewhere dense. It is easily checked that ifX � I is an interval, then this is equivalent
to X being a resolvable orbital of G. Rubin’s theorem asserts that if X and Y are locally
compact and if G � HomeoX and H � HomeoY are such that the actions of G and H
on their underlying spaces are locally dense, then any isomorphism between G and H is
induced by a unique homeomorphism of X and Y (this is Corollary 3.5 (c) of [18]).

We will now show how to derive Rubin’s theorem when G and H are subgroups
of PLCI . Notice that Theorem 1.7 is an immediate consequence of this result and Propo-
sition 4.4.

Corollary 6.1 ([18]). Suppose that G; H � PLCI are nontrivial and each acts on its
support in a locally dense manner. If �WG!H is an isomorphism, then there is a unique
homeomorphism  W suptG ! suptH such that for all x 2 suptG,  .xg/ D  .x/�.g/.

Remark 6.2. Both McCleary [17] and Bieri–Strebel [1] had previously proved simi-
lar reconstruction theorems for subgroups of PLCI , although under different dynamical
hypotheses.

Proof. First observe that since the action of G � PLCI on its support is locally dense,
then the only G-equivariant maps between orbitals of G are the identity functions. This in
particular implies that  is unique if it exists. To prove existence, suppose G;H � PLCI
and �WG!H are as in the statement of the corollary. By replacing G andH by rescaled
translates if necessary, we can assume that the supports of G and H are disjoint.
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Define � WD ¹g�.g/ j g 2 Gº and let J be an orbital of G. Observe that we are fin-
ished once we have shown that there is a �-equivariant homeomorphism between suptG
and suptH . Furthermore, it suffices to show that for each orbital J of G, there is a unique
orbitalK ofH for which there is a �-equivariant homeomorphism between J andK. The
statement with the roles of G and H reversed must also hold and  is then obtained by
pasting together these local homeomorphisms.

Fix g0 2 G such that supt.g0/ is nonempty with closure contained in J . Let Ki
(i < n) list the orbitals of H which intersect supt.�.g0//—there are only finitely many
such orbitals since �.g0/ 2 PLCI . Since J is a resolvable orbital of G, the only element
of GjJ which commutes with every conjugate of g0 is the identity. Apply Theorem 1.2 to
the group � and observe that the first alternative cannot hold since if gJ is not the iden-
tity, g fails to commute with gh0 for some h 2 G. Since the support of �.gh0 / is contained
in

S
i<n Ki , it must be that �.g/jKi is nontrivial for some i < n. Thus there is i < n

and a �-equivariant surjection � WKi ! J . Similarly, there is a �-equivariant monotone
surjection # from some orbital J 0 of G to Ki . By the observation made at the start of
the proof, J 0 D J and # D ��1. In particular, # W J ! K is the desired �-equivariant
homeomorphism.

Remark 6.3. It should be noted that Theorem 1.2 is false if we replace PLCI with
HomeoCI . For example, since F is orderable [10], there is G � HomeoCI which is
isomorphic to F such that every nonidentity element of G has only isolated fixed points;
such G cannot be semiconjugate to the standard copy of F . It would be interesting to
know if there are broader contexts in which Theorem 1.2 holds.

Next we will derive Brin’s ubiquity theorem from Theorem 1.2.

Corollary 6.4 ([3]). SupposeG � PLCI andK is an orbital ofG such that some element
of G approaches one end of K but not the other. Then F embeds into G.

Proof. By replacing G with a rescaled translate if necessary, we can assume that the sup-
port of G is contained in .1=2; 1/. Let a and b be the generators for the rescaled standard
model of F with support .0; 1=2/. Let Ki (i < n) list the orbitals of G so that K0 D K.
The hypothesis combined with Lemma 2.4 readily yields a pair f; g 2 G such that f jK
and gjK satisfy the same relations as a and b.

Define � WD haf; bgi and apply Theorem 1.2 to the group � , the distinguished orbital
J WD .0; 1=2/, and the orbitals Ki (i < n). There is a subset X � ¹0; : : : ; n � 1º and �-
equivariant monotone surjections  i WKi ! J for i 2X and h 2 � such that if i < n is not
in X , then hjKi is the identity; let  W

S
i2X Ki ! J be the common extension of the �i ’s.

Using that J is a resolvable orbital of � and arguing as in the proof of Proposition 4.4,
there is h0 in the normal closure of h in � such that h0jJ is a positive bump. Observe that
the image of the support of h0 under  is the union of .s0; t0/ WD supt.h0/\ J and a finite
set E. Let g be such that Eg \E D ; and s0 < s0g < t0 < t0g. It is now easily checked
that for some m > 0, a WD hm0 and b WD .hg0 /

�m are as in Proposition 2.1.
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Remark 6.5. While we used Brin’s ubiquity theorem to prove Theorem 1.8, it is not
required for the proof of Theorem 1.2. Even so, the purpose of deriving Corollaries 6.1
and 6.4 from Theorem 1.2 is not to give new proofs of these facts but rather to demonstrate
the ways in which Theorem 1.2 can be used and the utility that resides in it.

7. Some examples

In this section, we will prove Corollaries 1.4–1.6. Recall that Cleary’s group F� is the
subgroup of PLCI consisting of those elements whose singularities are in ZŒ� � and whose
slopes are powers of � , where � is the solution to �2 D � C 1with � > 1 [11]. If 1 < p < q
are relatively prime integers, then Stein’s group Fp;q is the subgroup of PLCI consisting
of those elements whose singularities are in ZŒ 1

p
; 1
q
� and whose slopes are the product of

a power of p and a power of q [19].
The following observations will allow us to show that Cleary’s and Stein’s groups

contain F -obstructions.

Observation 7.1. Suppose that f; g 2 HomeoCI and for some s and 0 < � < �, xf D
xC � and xg D xC � whenever s � x � sC �. Then the rotation number of f modulo g
at s is defined and equals �=�.

Observation 7.2. Suppose that f; g 2 HomeoCI and for some s0 < s1 and 1 < a < b,
xf D a.x � s0/ C s0 and xg D b.x � s0/ C s0 whenever s0 � x � s1. If s 2 .s0; s1/
is such that sg � s1, then the rotation number of f modulo g at s is defined and equals
logb.a/

The second observation is a consequence of the first by conjugating f and g by
logb

x�s0
s

. If 1 < p < q are relatively prime integers, then logq.p/ is irrational. Since Fp;q
contains elements which have slope p and q near 0, Corollary 1.5 follows from Observa-
tion 7.2 and Theorem 1.1.

We now turn to Cleary’s group F� . Define f; g 2 F� by

xf WD

8̂̂<̂
:̂
x� if 0 � x � ��3;

x C ��2 � ��3 if ��3 � x � ��1;

x��1 C ��2 if ��1 � x � 1;

xg WD

8̂̂<̂
:̂
x�2 if 0 � x � ��4;

x C ��2 � ��4 if ��4 � x � ��1;

x��2 C ��1 if ��1 � x � 1:

If we set s WD ��3, then

sf D ��2 < ��2 C ��3 � ��4 D ��1 � ��4 D sg < ��1:
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It follows from Observation 7.1 that the rotation number of f modulo g at s is defined
and equals

��2 � ��3

��2 � ��4
D
�2 � �

�2 � 1
D ��1:

Since ��1 is irrational, .f; g/ is an F -obstruction.
Finally, we wish to show that the group generated by F [ F t 7!t�� contains an F -

obstruction whenever 0 < � < 1. Recall that F is the subgroup of PLCI consisting of
those elements whose singularities occur at dyadic rationals and whose slopes are powers
of 2. Let � be given and let n be such that 2�n < � < 1� 2�nC2. Observe that the following
functions f , g0, and g1 are in either F or F t 7!t�� :

xf WD

8̂̂̂̂
<̂
ˆ̂̂:
2x C � if � � � x � 2�n � �;

x C 2�n if 2�n � � � x � 1 � 2�nC1 � �;

2�1.x C 1 � �/ if 1 � 2�nC1 � � � x � 1 � �;

x otherwise;

xg0 WD

8̂̂̂̂
<̂
ˆ̂̂:
2x if 0 � x � 2�1 � 2�n�1;

x C 2�1 � 2�n�1 if 2�1 � 2�n�1 � x � 2�1;

2�nx C 1 � 2�n if 2�1 � x � 1;

x otherwise;

xg1 WD

8̂̂̂̂
<̂
ˆ̂̂:
2n.x C �/ � � if � � � x � 2�n�1 � �;

x C 2�1 � 2�n�1 if 2�n�1 � � � x � 2�n � �;

2�1.x C �/C 2�1 � � if 2�n � � � x � 1 � �;

x otherwise:

Set g WD g0g1. Observe that by our choice of n, if 0 � x � .1 � �/=2, then

xf D x C 2�n; xg D x C
1 � �

2
:

Since 0f D 2�n < .1 � �/=2 D 0g, it follows from Observation 7.2 that the rotation
number of f modulo g at 0 is defined and equals 2�nC1=.1 � �/, which is irrational.
Hence .f; g/ is an F -obstruction.

Remark 7.3. We do not know if h
S
q2Q F

t 7!t�qi embeds into F . We conjecture it does
not. Note that if

G �
D [
q2Q

F t 7!t�q
E

is finitely generated, then G is conjugate to a subgroup of F . Specifically, if X � 1
n

Z,
then h

S
q2X F

t 7!t�qi is conjugate to a subgroup of the real line model of F via the map
t 7! nt .
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