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Effective finite generation for ŒIAn; IAn� and the Johnson
kernel

Mikhail Ershov and Daniel Franz

Abstract. Let IAn denote the group of IA-automorphisms of a free group of rank n, and let 	bn
denote the Torelli subgroup of the mapping class group of an orientable surface of genus n with b
boundary components, b D 0; 1. In 1935, Magnus proved that IAn is finitely generated for all n,
and in 1983, Johnson proved that 	bn is finitely generated for n � 3. It was recently shown that
for each k 2 N, the k-th terms of the lower central series kIAn and k	bn are finitely generated
when n� k; however, no information about finite generating sets was known for k > 1. The main
goal of this paper is to construct an explicit finite generating set for 2IAn D ŒIAn; IAn� and almost
explicit finite generating sets for 2	bn and the Johnson kernel, which contains 2	bn as a finite
index subgroup.

1. Introduction

1.1. Discussion of the problem

Given non-negative integers n and b, let †bn be an orientable surface of genus n with b
boundary components, and let Modbn DMod.†bn/ be its mapping class group. The corres-
ponding Torelli group 	bn is the subgroup of Modbn consisting of elements acting trivially
onH1.†bn;Z/. In this paper, we will only consider the cases b D 0; 1. Given n 2N, let Fn
denote a free group on n generators, and let IAn be the subgroup of Aut.Fn/ consisting of
automorphisms acting trivially on the abelianization F abn D Fn=ŒFn; Fn�. The group IAn
is often called the Torelli subgroup of Aut.Fn/ and is known to behave similarly to 	1n in
many ways.

In 1935, Magnus [18] proved that IAn is finitely generated for all n � 2; in fact,
he found an explicit and simple-to-describe generating set of smallest possible cardin-
ality n

�
n
2

�
. In 1983, Johnson [14] proved that 	bn is finitely generated for n � 3; his

generating set is also explicit and also of optimal size for nD 3, but of considerably larger
size in general (growing exponentially in n). More recently, Putman [22] found a smaller
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generating set whose size grows cubically with n, which is known to be asymptotically
optimal.1

It was a very interesting question whether the commutator subgroup ŒG;G� is finitely
generated for G D IAn or 	bn . In both cases, G has large abelianization, so there was no
a priori reason to expect ŒG; G� to be finitely generated. On the other hand, G possesses
a generating set in which many pairs of generators commute, which can be seen as positive
evidence for finite generation of ŒG;G�. An additional motivation for the finite generation
question in the mapping class group case is given by the fact that Œ	bn;	

b
n� is a finite index

subgroup of the Johnson kernel Kb
n , a group of major interest in topology.

In [9], it was proved that the commutator subgroups of the Torelli groups are indeed
finitely generated in sufficiently large rank: ŒIAn; IAn� for n � 4 and Œ	bn;	

b
n� for n � 12.

In [5], Œ	bn; 	
b
n� was shown to be finitely generated for all n � 4, and finite generation

was also extended to some higher terms of the lower central series, namely kIAn for
n � 4k � 3 and k	bn for n � 2k C 1 (see Section 1.4 for an additional discussion).
However, neither [9] nor [5] dealt directly with the finite generation question, instead
reducing the problem to an analysis of Bieri–Neumann–Strebel (BNS) invariants.

Given a finitely generated group G, its character sphere S.G/ is the set of nonzero
homomorphisms from G to .R;C/ modulo the equivalence given by multiplication by
positive scalars. The BNS-invariant ofG, introduced by Bieri, Neumann and Strebel in [2]
and denoted by †.G/, is a subset of S.G/ which determines which subgroups of G con-
taining ŒG; G� are finitely generated (see Theorem 2.1, often called the BNS criterion).
In particular, ŒG; G� itself is finitely generated if and only if †.G/ D S.G/, and it is the
latter equality that was established in [5, 9] for G D IAn and 	bn for n � 4. Finite gen-
eration of higher terms of the lower central series was established in [5] by an inductive
application of the BNS criterion.

Since the proof of the BNS criterion is not effective, [5, 9] did not yield an actual
construction of finite generating sets for ŒG; G� (or higher terms) for G D IAn and 	bn .
The main goal of the present paper is to give an effective proof of finite generation for
ŒG; G� when n � 8. In Section 1.4, we will discuss the main obstacle to extending this
method to kG for k > 2.

The proof of finite generation that we will provide does not make a formal reference
to the BNS invariant; however, it relies on the proof of the BNS criterion in a substantial
way. Essentially, we follow the proof of the BNS criterion given in [24] (which is con-
siderably simpler than the original argument from [2]), replace all the non-effective steps
with explicit constructions and make some simplifications which are not possible in gen-
eral. In addition to providing explicit generating sets for ŒG;G�, the proof in this paper is
algorithmic in the following sense: given a sufficiently nice generating set S of G and an

1The smallest size of a generating set for IAn is indeed n
�
n
2

�
since its abelianization IAab

n is free of
rank n

�
n
2

�
; see Section 3 for details. Likewise, the asymptotic optimality of the generating set from Put-

man [22] follows from the fact that the torsion-free rank of .	bn/
ab is cubic in n which was proved by

Johnson [13, 15]; see Section 4 for details.
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element g 2 ŒG; G� expressed in terms of S , our proof yields a procedure for writing g
in terms of a finite generating set for ŒG; G� (which is explicitly derived from S ). Our
general method for proving effective finite generation of ŒG;G� that will be developed in
Section 2 is sufficiently flexible and could be applicable to other groups.

1.2. Main results

We proceed with stating our main result for IAn. Throughout the paper, for a group G and
elements x; y 2 G, we set xy D y�1xy and Œx; y� D x�1y�1xy.

Theorem 1.1. Let n � 8. Let N D n
�
n
2

�
, and let S D ¹s1; : : : ; sN º be the standard gener-

ating set for IAn constructed by Magnus (see the beginning of Section 3). Then ŒIAn; IAn�
is generated by elements of the form

Œsi ; sj �
s
ai
i s

aiC1
iC1 ::: s

aN
N ; where 1 � i < j � N and 0 � jamj < 5 � 1012 for each m:

In particular, the minimal number of generators of ŒIAn; IAn� is at most n
�
n
2

�
� .1013/n.

n
2/.

Remark. (1) It was previously known [26]2 that if G is any group generated by a finite
set ¹x1; : : : ; xkº, then ŒG; G� is generated by elements of the form Œxi ; xj �

x
ai
i x

aiC1
iC1 :::x

ak
k

with 1 � i < j � k and am 2 Z. Thus, the novel part of Theorem 1.1 is that in the case
G D IAn it suffices to take only such elements where am are bounded by an explicit
constant independent of n.

(2) In Section 3, we will show that the number of generators of ŒIAn; IAn� is actually
bounded by a function of the form C n

2
(see Theorem 3.5) which is slightly better than

a bound of the form C n
3

given by Theorem 1.1.

(3) Our method of proof is in principle applicable to all n � 4, but would yield a con-
stant larger than 5 � 1012 for n D 6; 7 and a much larger constant for n D 4; 5.

We now turn to the mapping class groups. In this case, we will describe generating sets
for two different subgroups of 	bn – the commutator subgroup Œ	bn;	

b
n� and the Johnson

kernel Kb
n . One can define the Johnson kernel algebraically, as the second term of the

Johnson filtration of 	bn (see Section 4.1 for the definition of the Johnson filtration in the
case b D 1; the definition in the case b D 0 is similar) or topologically, as the subgroup
of Modbn generated by Dehn twists about separating curves. It also follows from work of
Johnson that 	bn=K

b
n is the largest quotient of 	bn which is abelian and torsion-free. This,

together with finite generation of 	bn , immediately implies that Kb
n contains Œ	bn;	

b
n� as

a finite-index subgroup for n � 3.
For simplicity, we state Theorems 1.2 and 1.3 below for b D 1. It is well known that

there is a natural surjective map Mod1n!Mod0n which sends 	1n to 	0n and K1
n to K0

n , so
any finite generating set of K1

n yields the corresponding finite generating set for K0
n .

2It suffices to prove this result when G is free, in which case the given generating set for ŒG;G� freely
generates ŒG;G�. The latter is the main result of [26]; recently, a more geometric proof was given in [23].
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Theorem 1.2. Let n � 4, let G D 	1n and K D K1
n . Let N D

�
2n
3

�
and M D

�
2n
2

�
C�

2n
1

�
C
�
2n
0

�
. The following hold:

(1) G has a generating set S .1/ t S .2/ t S .3/ with the following properties:

(i) jS .1/j D N and the elements s1; : : : ; sN of S .1/ project to a basis of G=K
(which is free abelian of rank N ).

(ii) jS .2/j D M , the elements t1; : : : ; tM of S .2/ lie in K, and S .2/ projects to
a basis of K=ŒG;G� (which is a vector space over F2 of dimension M ).

(iii) S .3/ is contained in ŒG;G� and jS .3/j D 42
�
n
3

�
� jS .1/j � jS .2/j.

(2) There exists an absolute constant R such that K is generated by elements of the
form

(a) Œsi ; sj �
s
ai
i s

aiC1
iC1 ::: s

aN
N , where 1 � i < j � N and jamj � R for all m;

(b) xs
a1
1 s

a2
2 ::: s

aN
N , where x 2 S .2/ [ S .3/ and jamj � R for all m.

(3) ŒG;G� is generated by elements of the form

(a) Œsi ; sj �
s
ai
i s

aiC1
iC1 ::: s

aN
N t

"1
1 ::: t

"M
M with 1 � i < j � N ;

(b) Œsi ; tj �
s
ai
i s

aiC1
iC1 ::: s

aN
N t

"1
1 ::: t

"M
M with 1 � i � N and 1 � j �M ;

(c) Œti ; tj �
t
"i
i t

"iC1
iC1 ::: t

"M
M with 1 � i < j �M ;

(d) xs
a1
1 s

a2
2 ::: s

aN
N t

"1
1 ::: t

"M
M with x 2 S .3/,

where in each part jamj � R, "m 2 ¹0; 1º for all m and R is the same as in .2/.

Remark. We will construct explicit generating sets for Œ	bn;	
b
n� and Kb

n only for n � 8.
Theorem 1.2 is still valid for all n � 4 since Œ	bn;	

b
n� and Kb

n are known to be finitely
generated for all n � 4 by [5], and we are not making any assertions about the constant R
above.

The problem of explicitly estimating R, at least for n � 8, reduces to a certain compu-
tation in the Torelli group 	15 . We did not compute a precise upper bound, but we believe
that this can be achieved by carefully examining the proofs of Johnson [14] and Styliana-
kis [25] (see the end of Section 4.8 for a detailed discussion).

1.3. Generating the Johnson kernel by finitely many Dehn twists

One drawback of the generating sets from Theorem 1.2 is that they do not seem to have
any natural geometric or topological interpretation. We will now address this issue in the
case of the Johnson kernel K1

n . Recall that K1
n is generated by the Dehn twists about

separating curves. Thus, one way to produce an explicit geometrically meaningful finite
generating set for K1

n is to show that K1
n is generated by the Dehn twists about separating

curves of explicitly bounded word length.
Let us now make our task more precise. Fix a point p0 on the boundary of † D †1n.

The fundamental group �1.†;p0/ is free of rank 2n and admits a basis ˛1; ˇ1; : : : ; ˛n; ˇn
such that

Qn
iD1Œ˛i ;ˇi � is represented by @†; below we will refer to such a basis as natural.
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Fix a natural basis ! of �1.†; p0/. Given m 2 N, let SC.m/ be the set of all elements of
�1.†;p0/ which have word length at mostm with respect to ! and which are represented
by a separating simple curve on †. Let Tsc.m/ � Mod.†1n/ be the set of Dehn twists
about the elements of SC.m/. As we will explain in Section 4, any two natural bases of
�1.†; p0/ lie in the same orbit under the action of Mod.†; p0/ on �1.†; p0/ (see the
remark after Theorem 4.1). This easily implies that Tsc.m/ is independent of ! up to
conjugation; in particular, the smallestm for which Tsc.m/ generates K1

n does not depend
on the choice of !.

We can now formulate our theorem describing an explicit finite generating set for K1
n

consisting of Dehn twists.

Theorem 1.3. Assume that n � 4. Then there exists an absolute constantD such that K1
n

is generated by the set Tsc.D
n3/ defined above.

Theorem 1.3 will be obtained as a relatively easy consequence of Theorem 1.2 and
some auxiliary results established in Section 4. The constant D in Theorem 1.3 can be
expressed in terms of the constant R from Theorem 1.2, and two other absolute constants
which we believe can be estimated explicitly for n � 8.

1.4. Some questions and remarks

As we already stated in Section 1.1, finite generation results from [9] were extended to
higher terms of the lower central series in [5], where it was shown that kIAn is finitely
generated whenever n� 4k � 3 and k	bn is finitely generated whenever n� 2kC 1. Thus
it is natural to ask if the method of the current paper can also provide explicit generating
sets for higher terms. We did not succeed in doing this.

The proof in [5] was ineffective for two reasons: similarly to [9], it exploited the BNS
invariant. In addition, a combinatorial calculation from [9] was replaced by an ineffective
Zariski density argument in [5]. The latter is not a real obstacle to constructing explicit
generating sets, and one can show that algebraic geometry can be eliminated from the
proof in [5] at the expense of increasing the lower bound on n in terms of k (for which
we are claiming that kG is finitely generated), with the new bound being quadratic in k.
What does cause a problem is the fact that for k � 2,GD IAn or 	bn , very little seems to be
known about the torsion in kG=kC1G or the presentation of kG=kC1G by generators
and relations (as an abelian group).

We conclude this section with some speculations on the asymptotic growth of the
number of generators of ŒIAn; IAn� and Kb

n as n ! 1. Below, for a group � we will
denote by d.�/ the minimal number of generators of � . The following inequalities are
obvious:

d.�/ � d.�ab/ D d.H1.�;Z// � dimH1.�;Q/:

It is known that dimH1.Kb
n ;Q/ grows polynomially with n, and in fact a precise formula

for this dimension for n � 6 can be immediately extracted from a recent paper of Morita,
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Sakasai and Suzuki [20, Theorem 1.4] which, in turn, makes essential use of an earlier
work of Dimca, Hain and Papadima [8]. This provides at least some evidence that d.Kb

n /

might grow polynomially as well. We are not aware of analogous results dealing with
ŒIAn; IAn�.

Finally, it is natural to ask if the assertions of Theorems 1.1 and 1.2 (2) would remain
true if the condition jamj � C on the exponents is replaced by the much more restrictive
condition

P
jamj � C for some absolute constant C . Clearly, if this stronger version

of Theorem 1.1 (resp. Theorem 1.2 (2)) holds, it would immediately imply polynomial
growth for d.ŒIAn; IAn�/ (resp. d.Kb

n /).

2. BNS invariant and effective finite generation

We begin this section with some basic terminology. LetG be a group and let S be a subset
of G.

The Cayley graph of G with respect to S , denoted by Cay.G; S/, is the graph whose
vertex set is G and where g; h 2 G are connected by an edge if and only if h D gs˙1 for
some s 2 S . It is clear that Cay.G; S/ is connected if and only if S generates G.

By an S -word, we will mean a formal expression s1 : : : sk with si 2 S [ S�1. Thus
each S -word naturally represents an element of G, and every element of G is represented
by some S -word if and only if S generates G. For each g 2 G, there is a natural bijection
between S -words representing g and paths in Cay.G; S/ from 1 to g.

If w D s1 : : : sk is an S -word representing g 2 G, by a prefix of w we will mean
a subword of the form s1 : : : sl with l � k. Thus, geometrically, prefixes of w correspond
to initial segments of the corresponding path in Cay.G; S/ from 1 to g.

If S generatesG, for each g 2G we denote by kgkS the word length of g with respect
to S , that is, the smallest k 2 Z�0 such that g is represented by an S -word s1 : : : sk .
Geometrically, kgkS is the distance from 1 to g in Cay.G; S/.

2.1. Review of the BNS invariant

We start by recalling the definition of the BNS invariant. By a character of a group G,
we will mean a homomorphism from G to the additive group of R. Two characters �
and �0 will be considered equivalent if they are positive multiples of each other, and the
equivalence class of a character � will be denoted by Œ��. The character sphere S.G/ is
the set of equivalence classes of nonzero characters of G.

Assume now that G is generated by a finite set S . Given a character � of G, denote by
Cay.G; S/� the full subgraph of Cay.G; S/ with vertex set ¹g 2 GW�.g/ � 0º. Note that
Cay.G; S/� is completely determined by the equivalence class of �. The BNS invariant
of G, denoted by †.G/, is defined by

†.G/ D ¹Œ�� 2 S.G/WCay.G; S/� is connectedº:
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It is not hard to show that †.G/ does not depend on the choice of S although this is not
obvious from definition.

The following remarkable result was proved by Bieri, Neumann and Strebel in [2].

Theorem 2.1 (BNS criterion). Let K be a normal subgroup of G such that G=K is
abelian. Then K is finitely generated if and only if †.G/ contains Œ�� for every char-
acter � which vanishes on K. In particular, ŒG; G� is finitely generated if and only if
†.G/ D S.G/.

The original proof of Theorem 2.1 given in [2] was quite involved. A much simpler
and more transparent proof appears in an unpublished manuscript of Strebel [24] who
attributes the argument to Bieri. While still ineffective, the proof in [24] is almost entirely
algorithmic apart from one step, as we will explain later in this section.

2.2. On the proof of the BNS criterion

In this subsection, we will give a brief outline of the proof of the “if” part of Theorem 2.1
from [24]. With the exception of Lemma 2.3 below, the results discussed in this subsection
will not be used in the rest of the paper, and the main purpose of providing this outline is to
help the reader follow the proofs later in this section where we will establish an effective
version of (the “if” part of) Theorem 2.1 under some additional hypotheses.

The following theorem (Theorem 2.2) should be well known, although we are not
aware of a reference in the literature where it is stated exactly in this form. We are grateful
to Andrew Putman for pointing out the formulation below.

Theorem 2.2. Let G be a group generated by a finite set S , let K be a subgroup of G
(not necessary normal), and let � WG! G=K be the natural projection. ThenK is finitely
generated if and only if there is a finite subset A of G=K such that ��1.A/ is connected
in Cay.G; S/.

The “only if” part (which is not essential for our purposes) is a straightforward exer-
cise. The “if” part of Theorem 2.2 is an immediate consequence of [24, Theorem A4.7].
Later in this section we will prove Theorem 2.14 which is an effective version of the “if”
part of Theorem 2.2.

We now begin a sketch of proof of the “if” direction of Theorem 2.1. Keeping all the
notations from Theorem 2.2, suppose now that G=K is abelian and †.G/ � S.G=K/.
We wish to show that K is finitely generated. Since G is finitely generated, after repla-
cing K by a finite index overgroup (which does not affect finite generation), we can
assume that G=K is torsion-free. In addition, we want to impose an extra condition on
the generating set S given by (2.1) below.

Lemma 2.3. Let G be a finitely generated group and let K be a normal subgroup of G
such that G=K is abelian and torsion-free. Let � WG ! G=K be the natural projection,
and choose a basis E of G=K. Then G has a generating set S such that

�.S/ D E or �.S/ D E [ ¹0º: (2.1)
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Moreover, if S0 D ¹s1; : : : ; snº is any finite generating set of G, one can obtain a generat-
ing set S satisfying (2.1) from S0 by applying a sequence of right Nielsen transformations,
that is, transformations of the form .g1; : : : ; gi ; : : : ; gn/ 7! .g1; : : : ; gig

˙1
j ; : : : ; gn/ for

some i ¤ j and possibly inverting one of the generators.

Proof. Write E D ¹e1; : : : ; emº. Since the sequence .�.s1/; : : : ; �.sn// generates G=K,
by basic linear algebra,3 using transformations of the form .v1; : : : ; vi ; : : : ; vn/ 7! .v1; : : : ;

vi ˙ vj ; : : : ; vn/ for some i ¤ j , we can reduce .�.s1/; : : : ; �.sn// to a sequence of
the form .˙e1; e2; : : : ; em; 0; : : : ; 0/. Since each such linear transformation is induced
by a right Nielsen transformation, applying the corresponding sequence of right Nielsen
transformations to S0 and then replacing one of the generators by its inverse if needed, we
obtain a generating set S with desired properties.

From now on, assume that S satisfies the conclusion of Lemma 2.3 (with respect to
some fixed basisE). Choose an isomorphismG=KŠZm which mapsE onto the standard
basis of Zm. Let k � k denote the corresponding l2-norm onG=K, and let B.R/ denote the
l2-ball of radius R with respect to this norm (centered at 0). The goal now is to show that
��1.B.R// is connected for sufficiently large R (this would imply that K is finitely gen-
erated by Theorem 2.2). To do this, one chooses an arbitrary path p in Cay.G; S/ whose
end vertices a and b lie in ��1.B.R// and then applies a (finite) sequence of modifications
to p, so that the resulting path lies entirely in ��1.B.R//.

At each step the modification is as follows. Choose a vertex g on the current path such
that k�.g/k is maximal. If k�.g/k �R, there is nothing to do, so assume that k�.g/k>R.
Let gy1 and gy2 be the vertices preceding and succeeding g on this path. Define the
character �g of G by �g.x/ D �.�.g/; �.x//, and choose t 2 S˙1 such that �g.t/ > 0.
Since by assumption k�.gyi /k � k�.g/k for i D 1; 2 and

k�.gyi /k
2
D k�.g/C �.yi /k

2
D k�.g/k2 C k�.yi /k

2
C 2.�.g/; �.yi //

D k�.g/k2 C k�.yi /k
2
� 2�g.yi /;

we deduce that �g.yi / � 0 for i D 1; 2.
Since �g vanishes onK and we assume that†.G/�S.G=K/, there exist paths pt;y2;g

from t to y2t and qt;y1;g from y1t to t such that �g is positive on any vertex of those
paths. Now we replace the segment .gy1; g; gy2/ of the current path by a new subpath
passing through gy1, gy1t , gt , gy2t , gy2 where one moves from gy1t to gt using the
path g ı qt;y1;g and from gt to gy2t using the path g ı pt;y2;g (see Figure 1).

A key step of the proof is a compactness argument4 which shows that there is a finite
set of paths � and " > 0 such that for any character �g arising above we can find desired

3This can be done by writing �.si / D
Pm
iD1 aij ej with aij 2 Z for each 1 � i � n and turning the

matrix .aij / into Smith normal form using a standard algorithm.
4In order to use compactness, one has to replace �g by the normalized character �0g D

1
k�.g/k

�g (note
that �g and �0g are equivalent). If we extend the chosen inner product fromG=K toG=K ˝R and consider
characters of G as elements of the dual space Hom.G=K ˝R;R/, then characters of the form �0g always
have norm 1.
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gy1

g

gy2

y1 y2

gy1t

t

gy2t

t

gt

g ı qt;y1;g g ı pt;y2;g

Figure 1. Parts of the original and new paths joining gy1 and gy2.

paths pt;y2;g and qt;y1;g in � and moreover �g.v/ � "k�.g/k for any vertex v of pt;y2;g
or qt;y1;g . Now let r be the maximum of k�.v/k where v ranges over the vertices of all
paths from�. The direct computation below shows that if R � r2

2"
, then k�.z/k < k�.g/k

for any vertex z on the newly added segment. This concludes the (sketch of) proof of the
“if” direction of Theorem 2.1.

Indeed, any new vertex z has the form gv where v lies on qt;y1;g or pt;y2;g . Therefore,

k�.z/k2 D k�.g/C �.v/k2 D k�.g/k2 C k�.v/k2 C 2.�.g/; �.v//

D k�.g/k2 C k�.v/k2 � 2�g.v/ � k�.g/k
2
C r2 � 2"k�.g/k

� k�.g/k2 C 2".R � k�.g/k/ < k�.g/k2:

As the above outline suggests, in order to turn this proof into an actual algorithm (for
a specific group), one needs to have an explicit procedure for constructing the paths pt;y2;g
and qt;y1;g . We will now discuss some additional conditions which make this possible.

2.3. Explicitly finding non-negative forms

The following notion of a non-negative form of a group element provides a convenient
way to reformulate the definition of †.G/.

Definition 2.4. Let S be a generating set of a group G, let � be a nonzero character of G
and assume that �.g/ � 0 for some g 2 G. By a .�; S/-non-negative form of g, we will
mean an S -word w which represents g such that �.v/ � 0 for every prefix v of w.

It is clear that a given g 2 G with �.g/ � 0 admits a .�; S/-non-negative form if and
only if there is a path in Cay.G; S/� connecting 1 with g (recall that Cay.G; S/� is the
full subgraph of Cay.G; S/ with the vertex set ¹xW �.x/ � 0º). Thus, Œ�� 2 †.G/ if and
only if every g with �.g/ � 0 admits a .�; S/-non-negative form.

There is a well-known sufficient condition for a character to lie in the BNS invariant.
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Lemma 2.5. Suppose G is generated by S D ¹s1; : : : ; snº and � is a character of G such
that

(i) �.s1/ > 0;

(ii) for every i � 2, there exists j < i such that Œsj ; si � D 1 and �.sj / ¤ 0.

Then Œ�� 2 †.G/.

Lemma 2.5 was proved in [17, Lemma 1.9], although indirectly it appeared already
in [19]; see also [9, Lemma 2.4] for a generalization. Although the condition in Lem-
ma 2.5 may appear very special, there are many important classes of groups G for which
every character in †.G/ does satisfy this condition for some S – for instance, this is
the case for right-angled Artin groups [19], groups of pure symmetric automorphisms
of free groups [21], pure braid groups [17], IAn for n � 5 and 	bn for n � 5, b D 0; 1

(see [5, 9]).
If a generating set S and a character � satisfy the hypotheses of Lemma 2.5, it is

not difficult to describe an algorithm which computes an .S; �/-non-negative form for
a given g 2 G with �.g/ � 0. In fact, such an algorithm implicitly appears in the proof
of [19, Theorem 4.1].

In this paper, it will be more convenient to work with a slightly more restrictive con-
dition, which still holds for IAn and 	bn for sufficiently large n and leads to a very simple
formula for a .�; S/-non-negative form.

We will need some technical definitions.

Definition 2.6. Let S be a finite generating set for a group G and Z a subset of S .

(a) We will say that the pair .S;Z/ is chain-centralizing if for every s 2 S and z 2 Z
there exists z0 2 Z which commutes with both s and z.

(b) If � is a character of G, we will say that � is regular for .S;Z/ if �.z/ ¤ 0 for all
z 2 Z.

Remark. If � is regular for a chain-centralizing pair .S; Z/, it is easy to show that the
pair .�; S/ satisfies the hypothesis of Lemma 2.5 (for a suitable ordering of S ), but we
will not use this fact in the proofs.

The name chain-centralizing is motivated by the following property which is an obvi-
ous consequence of the definition.

Observation 2.7. Suppose that .S;Z/ is chain-centralizing. Then for any finite sequence
s1; : : : ; sk 2 S there exists a sequence z1; : : : ; zk 2 Z such that

(i) zi commutes with si for each 1 � i � k;

(ii) zi commutes with zi�1 for each 2 � i � k.

The following lemma shows that if � is regular for a chain-centralizing pair .S;Z/, it
is very easy to construct .�; S/-non-negative forms.
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Lemma 2.8. Suppose that .S; Z/ is chain-centralizing and � is regular for .S; Z/. Let
g 2 G with �.g/ � 0, and write g D s1 : : : sk with si 2 S˙1. Choose z1; : : : ; zk satisfying
conditions (i) and (ii) of Observation 2.7, and choose ni 2 Z such that

(a) ni�.zi / � 0 for all 1 � i � k;

(b) ni�.zi / � �
Pi
jD1 �.sj / for all 1 � i � k;

(c) ni�.zi / � �
Pi�1
jD1 �.sj / for all 2 � i � k

(such ni exist since � is regular). Then the S -word

w� D z
n1
1 s1z

n2
2 z
�n1
1 s2z

n3
3 z
�n2
2 s3 : : : z

nk
k
z
�nk�1
k�1

skz
�nk
k

is a .�; S/-non-negative form of g.

Proof. The word w� represents g by conditions (i) and (ii) of Observation 2.7: we first
move z�n11 past s1 and zn22 and cancel it with zn11 , then we move z�n22 past s2 and zn33 and
cancel it with zn22 etc.

Let us now prove that �.v/ � 0 for every S -prefix v of w�. Without loss of generality,
we can assume that �.zi / > 0 for all i , in which case ni � 0 by (a). If v does not end
with z�nii or si for some i , we can produce another S -prefix v0 of w� with �.v0/ � �.v/
by either removing the last letter of v or adding the next letter of w� to the end of v. Thus,
it suffices to prove that �.v/ � 0 when v ends with z�nii or si .

Case 1: v D zn11
Qi
jD1.sj z

njC1
jC1 z

�nj
j / for some 1 � i � k � 1. In this case, by (c) �.v/D

n1�.z1/C
Pi
jD1.�.sj /C njC1�.zjC1/� nj�.zj // D niC1�.ziC1/C

Pi
jD1 �.sj / � 0.

Case 2: v D zn11
Qi
jD1.sj z

njC1
jC1 z

�nj
j /siC1 for some 0 � i � k � 1 (the case i D 0 corres-

ponds to the empty product). Then �.v/ D niC1�.ziC1/C
PiC1
jD1 �.sj / � 0 by (b).

Case 3: v is the full word w�. In this case, �.v/ D �.g/ � 0.

2.4. Extra hypothesis

In this subsection, we introduce the additional condition that will allow us to turn the proof
of the BNS criterion into an algorithm. As before, we will assume that G, K, E, � and
S satisfy the hypotheses and conclusion of Lemma 2.3: G=K is abelian and torsion-free,
� WG ! G=K is the natural projection, E is a fixed basis of G=K and S is a generating
set of G such that �.S/ D E or E [ ¹0º.

In order to make use of Lemma 2.8, we need to know that every nonzero character is
regular with respect to some chain-centralizing pair. Note that a single chain-centralizing
pair would rarely work for all the characters (apart from rather trivial examples). Also
observe that if we have one chain-centralizing pair .S; Z/, then for any � 2 Aut.G/, the
pair .�.S/; �.Z// is also chain-centralizing.

This motivates our new hypothesis. We would like to assume that there is a finite sub-
set ˆ � Aut.G/ with the following property: for every nonzero character � of G which
vanishes on K, there is some Z � S and � 2 ˆ such that .S; Z/ is chain-centralizing
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and � is regular for .�.S/; �.Z//. In fact, we will need to assume a bit more (see the reg-
ularity hypothesis below), but first we will introduce some additional notations involving
automorphisms of G.

Constants A and B. Let � 2 Aut.G/. Define

B.�; S/ D max¹k�.�.s//k1W s 2 Sº

(where k � k1 denotes the l1-norm with respect to E).
Now define A D A.�; S/ to be the smallest integer with the following property:

for every s 2 S , there is an S -word w�;s representing �.s/ such that k�.v/k1 � A for
every S -prefix v of w�;s . Since w�;s is its own S -prefix, we have the obvious inequality
B.�; S/ � A.�; S/.

If ˆ is a finite subset of Aut.G/, we define

A.ˆ; S/ D max¹A.�; S/W� 2 ˆº and B.ˆ; S/ D max¹B.�; S/W� 2 ˆº:

When S is fixed or clear from the context, we will usually suppress it from the notation
and write A.�/ for A.�; S/ etc.

Constant M . For each character � define

M.�/ DM.�; S/ D max¹j�.s/jW s 2 Sº:

We are now ready to state our additional hypothesis. Let Aut.G;K/ denote the subgroup
of Aut.G/ consisting of automorphisms which leave K invariant.

Regularity hypothesis. There exist a finite subset ˆ � Aut.G;K/ and a constant C > 0

with the following property:

(���) For every nonzero character � 2 Hom.G=K;R/, there exist a subset Z � S
and � 2 ˆ such that .S;Z/ is chain-centralizing and j�.�.z//j � M.�/

C
for all

z 2 Z.

Remark. The inequality in (���) implies, in particular, that � is regular for .�.S/;�.Z//.

Before proceeding, we establish a few simple inequalities involving the constantsA,B
and M .

Observation 2.9. Let g 2G. Then k�.g/k1 is the smallest integerm for which there exists
h 2 G with khkS D m and �.h/ D �.g/.

Proof. This immediately follows from the assumption that �.S/ D E or E [ ¹0º.

Claim 2.10. Let � be a character of G which vanishes on K. Then

j�.g/j � k�.g/k1 �M.�/

for all g 2 G.
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Proof. Let m D k�.g/k1. By Observation 2.9, there exist s1; : : : ; sm 2 S˙1 such that
�.g/ D �.s1 : : : sm/. Since the character � vanishes on K, it factors through � and thus

j�.g/j D j�.s1 : : : sm/j �

mX
iD1

j�.si /j � m �max¹�.si /º � mM.�/:

Claim 2.11. Let � 2 Aut.G; K/, and let A D A.��1/ and B D B.�/. Then for every
s 2 S˙1, there exists a �.S/-word zs representing s such that k�.w/k1 � AB for every
�.S/-prefix w of zs.

Proof. Fix s 2 S˙1. By definition of the constant A, there exists an S -word x1 : : : xk
(with xi 2 S˙1) representing ��1.s/ such that k�.

Ql
jD1 xj /k1 � A for all 1 � l � k.

Let zs D �.x1/ : : : �.xk/. Then zs is a �.S/-word representing �.��1.s// D s. Thus,
to prove the claim, it suffices to show that

�� lY
jD1

�.xj /
�
1
D

���� lY
jD1

xj

��
1
� AB for all 1 � l � k: (2.2)

Fix such an index l . By Observation 2.9 and the choice of the word x1 : : : xk , there exists
an S -word vD y1 : : : ym withm�A such that �.

Ql
jD1 xj /D �.v/ and hence

Ql
jD1 xj D

vz with z 2 K.
Then �.

Ql
jD1 xj /D �.v/�.z/, and sinceK is �-invariant, we have �.�.

Ql
jD1 xj //D

�.�.v//. Note that

k�.�.v//k1 D k�.�.y1 : : : ym//k1 �

mX
iD1

k�.�.yi //k1:

Since m � A and k�.�.yi //k1 � B by definition of B , we get that k�.�.v//k1 � AB
which proves (2.2).

2.5. The main result

In this subsection, we will prove the main result of this section, Theorem 2.13. We start
with a key proposition which shows that under the regularity hypothesis, we can control
the “size” of .�; S/-non-negative forms with respect to any character � of G=K.

Proposition 2.12. Let G, K and S be as in Lemma 2.3, and assume that the regularity
hypothesis holds for some ˆ � Aut.G;K/ and a constant C > 0. Let A D A.ˆ [ˆ�1/
and B D B.ˆ [ ˆ�1/. Let � be a nonzero character of G=K, let g 2 G with �.g/ � 0,
and write g D s1 : : : sr with si 2 S˙1. Then there exists a .�;S/-non-negative formw of g
such that for any prefix v of w we have

k�.v/k1 � .2BC C 1/.AB C AC r/C 2A:
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Proof. The basic idea is very simple. Choose � 2 ˆ such that (���) in the regularity
hypothesis holds for �, express g as a �.S/-word and then use Lemma 2.8 to construct
a .�;�.S//-non-negative form of g. This almost works – the issue is that when we rewrite
the obtained .�;�.S//-non-negative form as an S -word, prefixes of this S -word may have
negative �-values. However, we have a lower bound for those �-values: �.v/ � �MA for
every such prefix v, where M DM.�/.

To resolve this problem, we choose t 2 S˙1 with �.t/ D M and apply the same
argument to the element t�AgtA D t�A

Qr
iD1 si t

A. It is easy to see that ifw is an S -word
representing t�AgtA such that �.v/ � �MA for every such prefix v of w, then tAwt�A

is a .�; S/-non-negative from of g.
We now present the full argument. For convenience, we break the construction into

three steps.

Step 1. Choose t 2 S˙1 with �.t/DM . Recall that s1 : : : sr is an S -word representing g
and hence p D t�As1 : : : sr tA is an S -word representing t�AgtA. Replacing each factor
s 2 ¹s1; : : : ; sr ; t

˙1º in the word p by the corresponding zs given by Claim 2.11, we obtain
a �.S/-word zp representing t�AgtA.

Let v be an arbitrary �.S/-prefix of zp. We claim that

(1) k�.v/k1 � AB C AC r ;

(2) j�.v/j � .AB C AC r/M .

For convenience, let us write t�AgtAD
QrCA
iD1�A si , where si D t�1 for i � 0 and si D t for

i > r . Thus, zp D
QrCA
iD1�A zsi , and there exist some �A � j < r CA and a �.S/-prefix w

of zsjC1 such that v D .
Q
i�j zsi /w. Then

k�.v/k1 �
��Y

i�j

zsi

�
1
C k�.w/k1 D

X
i�j

�.si /

1
C k�.w/k1:

The first summand is bounded above by AC r (this upper bound may occur for j D r
since for larger j , we start getting cancellations of �.t/with �.t�1/). Also k�.w/k1 � AB
by Claim 2.11, so we proved (1). Inequality (2) immediately follows from item (1) and
Claim 2.10.

Step 2. Next we use Lemma 2.8 to construct a .�; �.S// non-negative form of zp, call it zq
(the elements zi in Lemma 2.8 will be chosen from �.Z/). For each i , we shall choose ni
to be smallest in absolute value satisfying the inequality in Lemma 2.8. Since j�.zi /j � M

C

by the regularity hypothesis and j�.v/j � .AB C AC r/M for every prefix v of zp, we
have jni j � C.AB C AC r/.

Now we need to establish the analogue of (1) for prefixes of zq. Let v be a �.S/-prefix
of zq. It is clear from the construction that there is a �.S/-prefix w of zp such that �.v/ is
equal to �.w/ or �.wzmi / with jmj � jni j for some i or �.wznii z

m
iC1/ with jmj � jniC1j

for some i . In any case, we have

k�.v/k1 � k�.w/k1 C jni j � k�.zi /k1 C jniC1j � k�.ziC1/k1:
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Since k�.w/k1 � AB C A C r by (1), k�.zj /k1 � B for all j by definition of B and
jnj j � C.AB C AC r/ for all j as established above, we get

(3) k�.v/k1 � .AB C AC r/C 2BC.AB C AC r/ D .2BC C 1/.AB C AC r/.

Step 3. Next we rewrite zq as an S -word, call it q. Let v be an S -prefix of q. We claim that

(4) k�.v/k1 � .2BC C 1/.AB C AC r/C A;

(5) �.v/ � �MA.

Indeed, similarly to step 1, we can write v D v1v2, where v1 is a �.S/-prefix of zq and v2
is an S -prefix of some x 2 �.S˙1/. Now k�.v1/k1 � .2BC C 1/.AB C AC r/ by (3)
and k�.v2/k1 � A by definition of A, so (4) holds.

Since k�.v2/k1 �A, Claim 2.10 yields j�.v2/j �MA, so in particular �.v2/��MA.
Since zq is a .�; �.S//-non-negative form, we must have �.v1/ � 0, so �.v/ D �.v1/C
�.v2/ � �MA. Thus we proved (5).

Recall now that q represents t�AgtA in G and hence tAqt�A represents g. We claim
that tAqt�A is the desired .�; S/-non-negative form. Take any S -prefix w of tAqt�A. We
need to show that

(6) k�.w/k1 � .2BC C 1/.AB C AC r/C 2A;

(7) �.w/ � 0.

Clearly, there are three cases:

Case 1: w D tm for some 0 � m � A. In this case, both (6) and (7) are obvious.

Case 2: w D tAv for some prefix v of q. In this case, k�.v/k1 � .2BC C 1/.AB CAC
r/C A by (4), so (6) holds, and (7) follows from (5) and the fact that �.tA/ D MA (by
the choice of t ).

Case 3: w D tAqt�m for some 0 � m � A. In this case, (6) again follows from (4).
Finally, �.tAqt�A/� 0 since tAqt�A represents g and hence �.w/D �.tAqt�AtA�m/�
.A �m/�.t/ � 0.

We can now construct an explicit finite subset of G=K whose preimage in Cay.G; S/
is connected. We will show that the l1-ball of a certain radius has this property.

Theorem 2.13. We keep all the hypotheses and notations from Proposition 2.12 and let
R D 16.BC C 1/2.AB C 3AC 3/. Let B1.R/ be the l1-ball of radius R inG=K. Then
��1.B1.R// is connected in Cay.G; S/.

To simplify terminology, in the proof of Theorem 2.13, we will occasionally talk about
the l2-norm or l1-norm for an element g 2G, by which we mean the corresponding norm
of �.g/.

Proof. Recall that E is a fixed basis of G=K such that �.S/ D E or E [ ¹0º. As before,
we choose an isomorphism G=K ! Zm which maps E to the standard basis of Zm.
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We will generally follow the outline of the proof of Theorem 2.1 given earlier in this
section. Here is the summary of the new ingredients that we will use:

(i) The compactness argument will be replaced by a reference to Proposition 2.12,
which enables us to get an explicit formula for R.

(ii) In the proof, we will use not just l2-norm, but also l1-norm and l1-norm
(where all the norms are taken with respect to the chosen identification of G=K
with Zm).

(iii) When modifying the path at each step, we will make slightly more complicated
“detours”.

Note that modification (i) is essential, while (ii) and (iii) will only be used to obtain a better
estimate.

So take any a; b 2 G with k�.a/k1; k�.b/k1 � R. Our goal is to show that there
is a path from a to b in Cay.G; S/ whose projection lies in B1.R/. We start by choos-
ing some path p from a to b in Cay.G; S/ and then apply a sequence of modifications,
eventually pushing it inside ��1.B1.R//.

If �.p/ lies inside B1.R/, we are done, so assume that �.p/ has at least one vertex
outside B1.R/. Among all the vertices of p outside B1.R/ we choose one with the
largest l2-norm, call it g. Our goal is to replace p by another path p0 from a to b which
does not have any vertices with l2-norm larger than kgk2 and has fewer vertices with
l2-norm equal to kgk2 than p. Clearly, after applying such a modification finitely many
times, we will obtain a path inside ��1.B1.R//, as desired. Note that the maximal l1-
norm may increase during some initial steps – this is not a problem.

Define the character � of G=K by �.x/ D �.�.g/; �.x//. Let gy1 and gy2, where
y1; y2 2 S [ S

�1, be the vertices preceding and succeeding g in the path p, respectively.
We claim that k�.gyi /k2 � k�.g/k2 for i D 1; 2.

To prove the claim recall that by assumption g has the largest l2-norm among the
vertices of p which lie outside of ��1.B1.R//. Thus, if �.gyi / 62 B1.R/, it is automatic
that k�.gyi /k2 � k�.g/k2. On the other hand, if �.gyi / 2B1.R/, we have k�.gyi /k1 �
R < k�.g/k1. But by assumption, �.yi / 2 ¹˙ej º [ ¹0º. Hence �.g/ and �.gyi / differ in
at most one coordinate, so k�.gyi /k1 < k�.g/k1 forces k�.gyi /k2 < k�.g/k2 as well.

Thus, we proved that k�.gyi /k2 � k�.g/k2 for i D 1; 2. Since

k�.gyi /k
2
2 D k�.g/k

2
2 C k�.yi /k

2
2 C 2.�.g/; �.yi // D k�.g/k

2
2 C k�.yi /k

2
2 � 2�.yi /;

it follows that �.yi / � 0 for i D 1; 2.
Let �.g/i denote the i -th coordinate of �.g/, and choose i such that �.g/i is maximal

in absolute value. Since by assumption �.g/ 62 B1.R/, we have j�.g/i j > R. Choose
t 2 S˙1 with �.t/ D ˙ei where the sign is chosen to be the same as the sign of �.g/i .
Then .�.g/; �.t// D j�.g/i j > R.

We proceed with the construction of p0 (see Figure 2 for an illustration). The path p0

will coincide with p prior to gy1 and after gy2, but we will connect gy1 and gy2 by
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gy1

g

gy2

y1 y2

gy1t
�r

t

t

gy2t
�r

t

t

gt�r

Figure 2. Parts of the original and new paths joining gy1 and gy2.

a new subpath which passes through the vertices gy1t�r , gt�r and gy2t�r , in this order,
where r satisfying 1 � r � R will be chosen later. We connect gy1 with gy1t�r in the
natural way (multiplying r times by t�1) and similarly gy2t�r with gy2. To connect gt�r

with gy2t�r , we write gy2t�r D .gt�r /.t ry2t�r / and then replace the suffix t ry2t�r by
its .�; S/-non-negative form constructed in Proposition 2.12 (the latter is applicable since
�.t ry2t

�r / D �.y2/ � 0). Similarly, we connect gy1t�r with gt�r .
We now need to show that if v is any vertex on this new subpath different from the end

vertices gy1 and gy2, then k�.v/k2 < k�.g/k2. Recall that �.t/D˙ei , so all the vertices
on the segment between gy1 to gy1t�r differ only in the i -th coordinate. Moreover, by
assumption �.gy1/i � �.g/i � 1 � R and �.t/i and �.gy1/i have the same sign. Thus, if
we require that r � R, then j�.gy1t�j /i j D j�.gy1/i j � j for 0 � j � r , so the l2-norm
strictly goes down as we move from gy1 to gy1t�r . Similarly, the l2-norm strictly goes
down when we move from gy2 to gy2t�r .

Let us now consider the vertices of p0 between gt�r and gy2t�r (the vertices between
gy1t

�r and gt�r are treated similarly). Any such vertex is of the form gt�rv where v is
a prefix of the .�; S/-non-negative form of t ry2t�r chosen above. Since kt ry2t�rk1 �
2r C 1, by construction we get

k�.v/k1 � .2BC C 1/.AB C AC 2r C 1/C 2A � .2BC C 1/.AB C 3AC 2r C 1/

and �.v/ � 0, so .�.g/; �.v//D ��.v/ � 0. Also recall that .�.g/; �.t// � R. Therefore,
we have

k�.gt�rv/k22 D k�.g/k
2
2 C k�.t

�rv/k22 C 2.�.g/; �.t
�r //C 2.�.g/; �.v//

� k�.g/k22 C k�.t
�rv/k21 � 2r.�.g/; �.t//C 2.�.g/; �.v//

� k�.g/k22 C .k�.v/k1 C r/
2
� 2rR

� k�.g/k22 C ..2BC C 1/.AB C 3AC 2r C 1/C r/
2
� 2rR

< k�.g/k22 C ..2BC C 2/.AB C 3AC 2r C 1//
2
� 2rR:
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The first inequality above holds since for any .a1; : : : ;an/2Zn we have k.a1; : : : ;an/k22DP
jai j

2 � .
P
jai j/

2 D k.a1; : : : ; an/k
2
1.

Recall that R D 16.BC C 1/2.AB C 3AC 3/. For simplicity of notation, write P D
16.BC C 1/2 and Q D ABC3AC1

2
, so that R D 2P.Q C 1/. If we set r D dQe (which

satisfies the condition r �R imposed earlier in the proof), thenQ � r <QC 1 and hence
QC r � 2r < 2.QC 1/. Therefore,

..2BC C 2/.AB C 3AC 2r C 1//2 � 2rR D P.QC r/2 � P � 2r � 2.QC 1/ < 0

which completes the proof.

2.6. An explicit generating set for K

To finish the constructive proof of finite generation given in this section, we need to estab-
lish an effective version of Theorem 2.2.

For a technical reason, in the following two results it will be convenient to work with
left Cayley graphs (note that earlier in this section, we worked with the commonly used
right Cayley graphs). The left Cayley graph of a group G with respect to S , denoted by
Cayleft.G; S/, is defined in the same way as Cay.G; S/ except that edges have the form
.g; s˙1g/ with s 2 S . Note that Cayleft.G;S/ and Cay.G;S/ are isomorphic as graphs via
the inversion map g 7! g�1.

Theorem 2.14 below is a variation of the Reidemeister–Schreier rewriting process.
This result is undoubtedly well known, but we are not aware of a specific reference in the
literature, so we will provide a proof.

Recall that if K is a subgroup of a group G, a left transversal of K in G is a subset T
of G which contains exactly one element from each left coset of K.

Theorem 2.14. LetG be a group generated by a set S , letK be a (not necessary normal)
subgroup of G, and let � WG ! G=K be the natural projection. Let F � G=K be such
that ��1.F / is connected in Cayleft.G; S/. Let T be a left transversal for K in G, let
TF D T \ �

�1.F / (note that jTF j D jF j) and let

U D ¹.s; t/W t 2 TF ; s 2 S; �.st/ 2 F º:

Then K is generated by the set

SK D ¹st
�1
st W .s; t/ 2 U º;

where for every g 2G by xg 2 T we denote the unique element of T such that �.g/D �.xg/.
In particular, if F and S are finite, thenK can be generated by (at most) jF j jS j elements.

Remark. If we take F D G=K, then ��1.F / D G is automatically connected. In this
case, SK is the usual Reidemeister–Schreier generating set for K.

Proof. Let K 0 be the subgroup generated by SK . Clearly, SK � K (since xgK D gK for
all g 2 G by definition of xg), so K 0 � K. Let us now prove that K � K 0.
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Take any k 2K. AsK D ��1.1/� ��1.F / and ��1.F / is connected in Cayleft.G;S/,
we can find a path 1 D y0; y1; : : : ; ym D k in Cayleft.G; S/ with �.yi / 2 F for each i .
Since T is a transversal forK, for each 0 � i < m we can uniquely write yi D tiki , where
ti 2 T and ki 2 K. Note that k0 D 1 and km D k. Thus, to prove that k 2 K 0, it suffices
to show that kiC1k�1i 2 K

0 for each 0 � i < m.
Let us fix 0 � i < m. By assumption, yi and yiC1 are connected by an edge in

Cayleft.G; S/, so there exists s 2 S such that yiC1 D syi or yi D syiC1.
First consider the case yiC1 D syi . We have �.ti /D �.tiki /D �.yi / 2 F , so ti 2 TF

and �.sti / D �.stiki / D �.syi / D �.yiC1/ 2 F , whence .s; ti / 2 U .
Also tiC1kiC1D yiC1D syi D stiki and hence tiC1D tiC1kiC1D stikiD sti . Finally,

the equality tiC1kiC1 D stiki implies that

kiC1k
�1
i D t

�1
iC1sti D sti

�1
sti 2 SK ;

as desired.
In the case yi D syiC1, we can repeat the above argument swapping i and i C 1 in

every expression and observe that in the end kik�1iC1 2 K
0 forces

kiC1k
�1
i D .kik

�1
iC1/

�1
2 K 0:

Making the generating set for K more explicit. Let us now consider the special case
whereG=K is abelian and torsion-free. Let � WG!G=K be the natural projection. Choose
an ordered basisE D ¹e1; : : : ; enº ofG=K and use it to identifyG=K with Zn. Recall that
by Lemma 2.3, G has a finite generating set S such that �.S/ D E or �.S/ D E [ ¹0º.
Note that � restricted to S need not be injective.

We will show that if F satisfies a certain technical condition (see the definition of
a Schreier set below), one can obtain an even more explicit finite generating set for K
(by slightly modifying the set SK from Theorem 2.14).

Choose s1; : : : ; sn 2 S with �.si / D ei , and let S1 D ¹s1; : : : ; snº. Let S2 be the
elements of S n S1 which lie outside of K, and let S3 be the elements of S n S1 which lie
in K. Thus S D S1 t S2 t S3. For each s 2 S2, let d.s/ be the unique integer such that
�.s/ D ed.s/.

Definition 2.15. In the above notations, a subset F of G=K will be called Schreier if the
following hold:

(i) .0; : : : ; 0/ 2 F ;

(ii) for every .a1; : : : ; an/ 2 F and any path p in Cay.G=K; E/ from .0; : : : ; 0/ to
.a1; : : : ; an/ of minimal length, all vertices of p lie in F .

Equivalently, a subset F of G=K is Schreier if for every .a1; : : : ; an/ 2 F , any element
.b1; : : : ; bn/ 2 G=K such that jbi j � jai j and aibi � 0 for all i also lies in F .

Remark. It is clear that for any p 2 Œ1;1�, the lp-ball centered at 0 is a Schreier set.

Recall that for group elements x, y, we set Œx; y� D x�1y�1xy and xy D y�1xy.
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Theorem 2.16. Assume that G, K and S satisfy the above conditions. Let F � G=K be
a Schreier subset of G=K such that ��1.F / is connected. Then K is generated by the
following three types of elements:

(a) Œsi ; sj �
s
ai
i s

aiC1
iC1 ::: s

an
n , where 1 � i < j � n and .0; : : : ; 0„ ƒ‚ …

i�1 times

; ai ; aiC1; : : : ; an/ 2 F ;

(b) .s�1sd.s//
s
a1
1 s

a2
2 ::: s

an
n , where s 2 S2 and .a1; : : : ; an/ 2 F ;

(c) ss
a1
1 s

a2
2 ::: s

an
n , where s 2 S3 and .a1; : : : ; an/ 2 F .

Proof. Clearly, all elements in (a)–(c) above lie inK. Let T D¹sa11 : : : s
an
n Wai2Z for all iº.

By construction, T is a transversal for K in G, and let SK be the corresponding set from
Theorem 2.14. We need to show that every element of SK can be expressed in terms of
elements of type (a)–(c). Let us denote the subgroup generated by those elements by K 0.

So take any s 2 S , t 2 T with �.t/2F . Thus t D
Qn
jD1 s

aj
j for some .a1; : : : ;an/2F .

We are also allowed to assume that �.st/ 2 F , but this extra condition will not be needed
for the argument. We will consider three cases depending on which of the subsets S1, S2
and S3 the generator s lies in.

Case 1: s 2 S1, so s D sj for some 1 � j � n. Let us write t D uv where u D
Qj
iD1 s

ai
i

and v D
Qn
iDjC1 s

ai
i . Then st D

Qj�1
iD1 s

ai
i � s

ajC1

j

Qn
iDjC1 s

ai
i D usj v, so

st
�1
st D v�1s�1j u�1sjuv D Œsj ; u�

v
D .Œu; sj �

v/�1:

Using the formulas Œxy; z�D Œx; z�y Œy; z� and Œx�1; y�D .Œx;y�x
�1
/�1 and the fact that F

is Schreier, it is straightforward to express Œu; sj �v in terms of elements of type (a). Let us
illustrate this in the case j D 3, u D s21s

�1
2 (so that v D

Qn
iD3 s

ai
i for some ai ). We have

Œu; sj �
v
D Œs21s

�1
2 ; s3�

v
D Œs21 ; s3�

s�12 vŒs�12 ; s3�
v

D Œs1; s3�
s1s
�1
2 vŒs1; s3�

s�12 v.Œs2; s3�
s�12 v/�1: (2.3)

By assumption, .2;�1; a3; : : : ; an/ 2 F . Since F is Schreier, .1;�1; a3; : : : ; an/ 2 F

and .0;�1; a3; : : : ; an/ 2 F as well. Thus, all the factors in the last expression in (2.3) are
generators of type (a), as desired.

Case 2: s 2 S2. Let j D d.s/. As in case 1, we write t D uv, where u D
Qj
iD1 s

ai
i and

v D
Qn
iDjC1 s

ai
i , so st D usj v. Hence st �1st D .usj v/�1suv and therefore

.st
�1
st/�1.sj t

�1
sj t / D .suv/

�1usj v.usj v/
�1sjuv D .s

�1sj /
uv
D .s�1sd.s//

t : (2.4)

The last expression in (2.4) is an element of type (b). Since sj t
�1
sj t lies in K 0 by case 1,

it follows from (2.4) that st�1st 2 K 0 as well.

Case 3: s 2 S3. In this case s 2 K, so st D t and hence st�1st D st , which is an element
of type (c).
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3. Effective finite generation of ŒIAn; IAn�

In this section, we will prove Theorem 1.1. Throughout this section we fix an integer n� 2
and let Œn� D ¹1; 2; : : : ; nº.

Magnus [18] proved that IAn is generated by the elements Kij with i ¤ j 2 Œn� and
Kijk with i; j; k 2 Œn�, i , j , k distinct defined by

Kij W

´
xi 7! x�1j xixj ;

xk 7! xk for k ¤ i;
Kijk W

´
xi 7! xi Œxj ; xk �;

xl 7! xl for l ¤ i:

Clearly, Kikj D K�1ijk , so IAn is generated by the set ¹Kij º [ ¹Kijk W j < kº.
Throughout this section, we set S D ¹Kij º [ ¹Kijk W j < kº and will refer to S as the

Magnus generating set for IAn.5 An easy computation shows that jS j D n
�
n
2

�
.

The commutation relations below between the Magnus generators of IAn are straight-
forward to check.

Lemma 3.1. The following hold:

(a) ŒKij ; Kkl � D 1 if i 62 ¹k; lº and k 62 ¹i; j º.

(b) ŒKij ; Kklm� D 1 if i 62 ¹k; l;mº and k 62 ¹i; j º.

In particular, two Magnus generators commute if their sets of indices are disjoint.

Since IAn is normal in Aut.Fn/ and Aut.Fn/=IAn Š GLn.Z/, the abelianization
IAab
n Š IAn=ŒIAn; IAn� has the natural structure of a GLn.Z/-module. As a GLn.Z/-

module, IAabn is canonically isomorphic to V � ˝ .V ^ V /, where V D Zn, considered
as a standard GLn.Z/-module, and V � D Hom.V;Z/ is the dual module. This isomorph-
ism was first established by Formanek [11], but there are several alternative proofs in the
literature (e.g., see [7]).

Let e1; : : : ; en be the standard basis of V , and let e�1 ; : : : ; e
�
n be the dual basis. Given

x 2 IAn, let Œx� denote the image of x in IAab
n . The above isomorphism IAabn Š V � ˝

.V ^ V / is given by

ŒKij � 7! e�i ˝ .ei ^ ej / and ŒKijk � 7! e�i ˝ .ej ^ ek/: (3.1)

From now on, we will identify IAab
n with V � ˝ .V ^ V / via map (3.1).

Let N D n
�
n
2

�
D

n2.n�1/
2

. By the above discussion, IAab
n Š ZN as abelian groups, and

moreover the natural projection IAn! IAab
n is injective on S D ¹Kij º [ ¹Kijk Wj < kº and

maps S to E D ¹e�i ˝ .ej ^ ek/W j < kº, which is a basis of IAab
n . In particular, S satisfies

the conclusion of Lemma 2.3 for G D IAn and K D ŒIAn; IAn�.

5New, more geometric, proofs of the fact that S generates IAn were given in [1, 7]. The proof given
in [18] has two parts: one first shows that S generates IAn as a normal subgroup of Aut.Fn/ and then shows
that the subgroup generated by S is normal in Aut.Fn/. The articles [1,7] gave very different proofs for the
first part, but followed the original argument of Magnus for the second part.
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Now let
Z D ¹K12; K34; K56; K78º:

By Lemma 3.1, elements of Z commute with each other, and it is easy to check that
every element of S commutes with an element of Z. These two properties immediately
imply that the pair .S;Z/ is chain-centralizing. We now need to constructˆ satisfying the
regularity hypothesis, but first we make some general observations.

Action on the space of characters. For any groupG, we have a natural action of Aut.G/
on the space of characters Hom.G;R/ given by

.��/.x/ D �.��1.x// for any x 2 G and � 2 Aut.G/:

Clearly, Inn.G/ acts trivially, so we get an action of Out.G/ D Aut.G/= Inn.G/.
Next note the centralizer of IAn in Aut.Fn/ is trivial (since already the centralizer of

Inn.Fn/ in Aut.Fn/ is trivial) and hence the conjugation action of Aut.Fn/ on IAn yields
an embedding of Aut.Fn/ into Aut.IAn/.6

This, in turn, induces an embedding of Aut.Fn/=IAn Š GLn.Z/ into Out.IAn/ and
thereby an action of GLn.Z/ on Hom.IAn;R/. It is easy to check that this is a “standard”
action, dual to the action of GLn.Z/ on IAab

n discussed above, but it is important for us
that it comes from an action of Aut.Fn/ on IAn.

The key technical result that we will prove in this section is the following lemma.

Lemma 3.2. There exists a finite subset � of GLn.Z/ with the following properties:

(a) For any nonzero character � ofG D IAn, there is g 2� such that jg�.z/j � M.�/
3

for all z 2 Z.

(b) Every g 2 � admits a lift � 2 Aut.Fn/ with B.�˙1/ � 150 and A.�˙1/ � 8100.

Remark. Recall that M.�/ D max¹j�.s/jW s 2 Sº and that throughout this section S is
the Magnus generating set of IAn.

As a consequence of Lemma 3.2, we deduce that the pair .G;K/ D .IAn; ŒIAn; IAn�/
satisfies the regularity hypothesis with explicit constants.

Corollary 3.3. Let G D IAn and K D ŒIAn; IAn�. Then the regularity hypothesis holds
for C D 3 and some finite ˆ satisfying B.ˆ [ˆ�1/ � 150 and A.ˆ [ˆ�1/ � 8100.

Proof. Let ˆ be the set of all elements ��1, where � ranges over all lifts from the con-
clusion of Lemma 3.2 (b). Then ˆ is finite (since � is finite) and B.ˆ[ˆ�1/ � 150 and
A.ˆ [ˆ�1/ � 8100 by Lemma 3.2 (b).

Now let � be any nonzero character of G. By Lemma 3.2 (a), there exists g 2 � such
that jg�.z/j � M.�/

3
for all z 2 Z. Let � 2 Aut.Fn/ be the lift of g from Lemma 3.2 (b).

6In fact, it has been recently proved in [3] that this embedding is an isomorphism for n � 3, but this is
not essential for our purposes.
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Since �.��1.x// D .��/.x/ D g�.x/ for all x 2 G and ��1 2 ˆ by construction, regu-
larity hypothesis holds for this ˆ and C D 3.

The proof of Lemma 3.2 will consist of two parts. First we will construct g satisfy-
ing (a). This will be done in several steps, and g will be constructed as a product of at
most 9 unit transvections and at most 2 permutation matrices (this ensures that there are
only finitely many possibilities for g). Then we will prove (b) using the specific form of g
constructed in the proof of (a).

In the computations below, it will be convenient to use the following notation: for
a character � of G and i; j; k 2 Œn�, we set

cijk.�/ D �.e
�
i ˝ .ej ^ ek//:

Note that we can reformulate the condition on g in Lemma 3.2 (a) in terms of the coeffi-
cients cijk as follows:

jci ij .g�/j �
M.�/

3
for .i; j / 2 ¹.1; 2/; .3; 4/; .5; 6/; .7; 8/º: (3.2)

Given i; j 2 Œn� with i ¤ j and a permutation � of Œn�, define Eij ; F� 2 GLn.Z/ by

Eij W

´
ej 7! ej C ei ;

ek 7! ek for k ¤ j;
F� W ek 7! e�.k/ for all k: (3.3)

Proof of Lemma 3.2 (a). In each step below, M will denote a positive real number, and �
will denote an arbitrary character of G (which will vary from step to step).

Step 1. If M.�/ � M , there is a permutation matrix g1 such that jc112.g1�/j � M or
jc132.g1�/j �M .

By definition of M.�/, we have jci ij .�/j � M or jcijk.�/j � M for some distinct
i , j , k. The result now follows from the obvious fact that

cijk.F��/ D c��1.i/��1.j /��1.k/.�/:

In the next step, we give different arguments depending on which case occurred in
step 1.

Step 2A. If jc132.�/j �M and jc112.�/j < M , there exists g2 D E˙231 such that

jc112.g2�/j �M and jc332.g2�/j �M:

We have

c112.E
˙2
31 �/ D c112.�/� 2c132.�/; c332.E

˙2
31 �/ D c332.�/˙ 2c132.�/:

By assumption, jc112.�/ � 2c132.�/j � M for any choice of sign and jc332.�/ ˙
2c132.�/j �M for some choice of sign, so either E231 or E�231 can be used as g2.
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Step 2B. If jc112.�/j � M , there exists g 2 GLn.Z/ which is either the identity matrix
or E"13E

"
31 with " D ˙1 such that jc112.g2�/j �M and jc332.g2�/j � M

3
.

If jc332.�/j � M
3

, then g2 D 1 obviously works, so assume that jc332.�/j < M
3

. For
" D ˙1 by direct computation, we have

c112.E
"
13E

"
31�/ D 2c112.�/ � c332.�/C ".c312.�/ � 2c132.�//;

c332.E
"
13E

"
31�/ D 2c332.�/ � c112.�/ � ".c312.�/ � 2c132.�//:

Since jc332.�/j < M
3

and jc112.�/j > M , we have j2c112.�/ � c332.�/j > 5M
3

and
j2c332.�/ � c112.�/j >

M
3

; moreover, 2c112.�/ � c332.�/ and 2c332.�/ � c112.�/ have
different signs. Therefore, choosing "D˙1 such that 2c112.�/� c332.�/ and ".c312.�/�
2c132.�// have the same sign, we obtain the desired g2.

Step 3. If jc112.�/j � M and jc332.�/j � M
3

, then there exists g3 D E˙124 such that
jc112.g3�/j �M and jc334.g3�/j � M

3
.

This is clear since c112.E˙124 �/ D c112.�/ and c334.E˙124 �/ D c334.�/� c332.�/.

Step 4. If jc112.�/j � M and jc334.�/j � M
3

, there exists g4 equal to either E˙126 or
E˙126 E

"
15E

"
51 for " D ˙1 such that jc112.g4�/j � M and jci ij .g4�/j � M

3
for .i; j / D

.3; 4/ and .5; 6/.
To do this, we apply steps 2 and 3 with indices 3 and 4 replaced by 5 and 6. Since we

will be acting by matrices Eij with i; j 62 ¹3; 4º, the value of c334 will not change.

Step 5. If jc112.�/j �M and jci ij .�/j � M
3

for .i; j / D .3; 4/ and .5; 6/, there exists g5
equal to either E˙128 or E˙128 E

"
17E

"
71 for " D ˙1 such that jc112.g5�/j � M and

jci ij .g5�/j �
M
3

for .i; j / D .3; 4/; .5; 6/ and .7; 8/.
The argument here is identical to step 4.
Putting all the steps together, we obtain the desired g 2 GLn.Z/ given by the product

g5g4g3g2g1 (recall that gi is the matrix we acted by in step i ).

Before turning to the proof of Lemma 3.2 (b), we will first explain how the lifts from
the conclusion of Lemma 3.2 (b) will be constructed and derive some general bounds on
the constants A and B for certain maps.

Constructing lifts. Since g in the proof of Lemma 3.2 (a) is explicitly constructed as
a product, we can obtain a lift of g by simply lifting each factor. The natural lift of a
transposition matrix Fij is fFij 2 Aut.Fn/ which swaps xi and xj and fixes other generat-
ors. A transvection matrix Eij can be lifted to either left or right Nielsen map Rj i or Lj i
defined by

Rj i W

´
xj 7! xjxi ;

xk 7! xkfor k ¤ j;
Lj i W

´
xj 7! xixj ;

xl 7! xl for l ¤ i:

Note that we can use different lifts for different occurrences of Eij but this does not seem
to matter for the resulting bound.
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It is clear thatA.fFij /DB.fFij /D 1, and an explicit computation (see [7, Appendix A,
Table 1]) shows that

A.R˙1ij / D A.L
˙1
ij / D 6 and B.R˙1ij / D L.R

˙1
ij / D 4:

Note that g in the proof of Lemma 3.2 (a) is a product of at most 2 transpositions and at
most 9 unit transvections. Combining these facts with the easy observation that

A.� / � A.�/A. / and B.� / � B.�/B. / (3.4)

for any �;  2 Aut.Fn/, we already deduce that g has a lift � with A.�˙1/ � 69 and
B.�˙1/ � 49.

To improve those bounds, we will prove the following general lemma.

Lemma 3.4. Let G;K and S be as in Lemma 2.3. The following hold:

(a) For any �; 2 Aut.G/, we have A.� / � A. /B.�/C A.�/.

(b) Suppose that �1; : : : ; �k 2 Aut.G/ with A.�/ � A for each i . For 1 � m � k,
define  m D

Qm�1
iD1 �i (by convention  1 D 1). Then

A.�1 : : : �k/ � A

kX
mD1

B. m/:

Proof. Item (b) follows from (a) by straightforward induction, so we will only prove (a).
Fix s 2 S˙1. By definition of A. / and Observation 2.9, there exists an S -word s1 : : : sr
representing  .s/ such that for all 1 � j � r , one can write �.s1 : : : sj / as a product
of at most A. / elements �.s/, s 2 S˙1. Next for each s 2 S˙1 choose an S -word ws
representing �.s/ such that k�.u/k1 � A.�/ for every S -prefix u of ws .

Consider the S -word w D ws1 : : : wsr . Then w represents � .s/, and any S -prefix
of w is equal to ws1 : : :wsj�1u for some 1 � j � r and S -prefix u of wsj . By assumption,
�.ws1 : : :wsj�1/ is the product of at mostA. / elements �.ws/, s 2S˙1. Since k�.ws/k�
B.�/ by definition of B.�/ and k�.u/k1 � A.�/, we have

k�.ws1 : : : wsj�1u/k1 � k�.ws1 : : : wsj�1/k1 C k�.u/k1 � A. /B.�/C A.�/:

Thus, A.� / � A. /B.�/C A.�/, as desired.

We can now finish the proof of Lemma 3.2.

Proof of Lemma 3.2 (b). First note that for � 2 Aut.Fn/, the constant B.�/ depends only
on the image of � in GLn.Z/, so we can talk about B.g/ for g 2 GLn.Z/.

We will consider the case where g constructed in the proof of part (a) is equal to
E28E17E71E26E15E51E24E13E31. It is not hard to check that this g represents the
worst-case scenario. It is also easy to see that B.g/ � B.h/ for any prefix h of g and
the same is true for g�1.
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To estimate B.g�1/, we first compute the action of g on the basis elements of V
and V �. We have

ge1 D 8e1 C 4e7 C 2e5 C e3; ge�1 D e
�
1 � e

�
3 � e

�
5 � e

�
7 ;

ge2 D e2; ge�2 D e
�
2 � e

�
4 � e

�
6 � e

�
8 ;

ge3 D 4e1 C 2e7 C e5 C e3; ge�3 D 2e
�
3 � e

�
1 C e

�
5 C e

�
7 ;

ge4 D e4 C e2; ge�4 D e
�
4 ;

ge5 D 2e1 C e7 C e5; ge�5 D 2e
�
5 � e

�
1 C e

�
7 ;

ge6 D e6 C e2; ge�6 D e
�
6 ;

ge7 D e1 C e7; ge�7 D 2e
�
7 � e

�
1 C e

�
7 ;

ge8 D e8 C e2; ge�8 D e
�
8 :

Now it is easy to see that kg.e�i ˝ .ej ^ ek//k1 takes on its maximal value when i D 3,
j D 1 and k D 4, 6 or 8, and the maximum is equal to 5 � 15 � 2 D 150. It follows that
B.g�1/ � 150 and similarly B.g/ � 150.

Now let � be the lift of g or g�1 defined above. By construction, we can write � DQk
iD1 �i , where k � 9 and A.�i / � 6 for all i . We just argued that B.

Qj
iD1 �i / � 150 for

all 1� j � k. Hence Lemma 3.4 (b) yieldsA.�/DA.
Qk
iD1 �i /� 6k � 150� 6 � 9 � 150D

8100, as desired.

We are finally ready to prove Theorem 1.1. In fact, we will prove a slightly stronger
statement.

Theorem 3.5. Let n � 8. Let N D n
�
n
2

�
, and let S D ¹s1; : : : ; sN º be the Magnus gener-

ating set for IAn. Then ŒIAn; IAn� is generated by elements of the form

Œsi ; sj �
s
ai
i s

aiC1
iC1 ::: s

aN
N ; where 1� i < j �N and 0� jamj< 5 � 1012 for each m: (���)

In fact, ŒIAn; IAn� is generated by elements of this form with the additional property
that j¹mW am ¤ 0ºj � 8n2.

Proof. We start by proving that ŒIAn; IAn� is generated by all elements of form (���),
which is precisely the assertion of Theorem 1.1.

First we compute the radiusR in Theorem 2.13 applied toGD IAn andKDŒIAn; IAn�.
Corollary 3.3 shows that for a suitableˆ, we haveB � 150,A� 8100 and can takeC D 3.
Hence the preimage of the l1-ball of radius

R D 16.BC C 1/2.AB C 3AC 3/ � 16 � 4512 � .8100 � 153C 3/ < 5 � 1012

is connected. Now Theorem 1.1 follows directly from Theorem 2.16 (note for G D IAn,
we have S D S1 in the notations from that theorem).

Let us now prove the full statement of Theorem 3.5. As before, we identify IAabn
with ZN via the map

NY
iD1

s
ai
i ŒIAn; IAn� 7! .a1; : : : ; aN /:
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For a point .a1; : : : ; aN / 2 ZN , define its support as

supp..a1; : : : ; aN // D j¹mW am ¤ 0ºj:

Let F be the set of all .a1; : : : ; aN / 2 ZN with jai j � R for each i and

jsupp..a1; : : : ; aN //j � 8n2:

Clearly, F is a Schreier set. Thus, Theorem 2.16 reduces Theorem 3.5 to showing that
��1.F / is connected (where � W IAn ! ZN is the natural projection).

So take any x; y 2 IAn with �.x/; �.y/ 2 F . We already know that x and y can be
connected by a path p which lies in the � -preimage of the l1-ball of radiusR. If �.g/2F

for every vertex g of p, we are done; otherwise, consider all vertices g on p such that
jsupp.�.g//j is largest possible, and among these vertices (if there is more than one),
choose one where k�.g/k1 is maximal. In particular, by assumption jsupp.�.g//j > 8n2

and thus �.g/ ¤ �.x/; �.y/.
The vertices of p which precede and succeed g have the form gy1 and gy2 for some

y1; y2 2 S
˙1. Write �.g/ D .a1; : : : ; aN /. Since jsupp.�.g//j > 8n2, there exist more

than 8n2 indices m such that am ¤ 0, and an easy calculation using Lemma 3.1 shows
that there exists 1 � m � N such that am ¤ 0, sm ¤ y˙11 ; y˙12 and sm commutes with
both y1 and y2. Without loss of generality, we can assume that am > 0. Now modify p
replacing the segment .gy1; g; gy2/ of p by

.gy1; gy1s
�1
m D gs

�1
m y1; gs

�1
m ; gs�1m y2 D gy2s

�1
m ; gy2/:

Another easy calculation shows that for every vertex v on this segment, we have

jsupp.�.v//j � jsupp.�.g//j and k�.v/k1 < k�.g/k1:

Thus, after applying such modification finitely many times, we will obtain a path connect-
ing x to y which lies in ��1.F /, as desired.

4. Effective finite generation of Œ	 1
n ; 	 1

n � and the Johnson kernel

4.1. Preliminaries

Throughout this section, we fix an integer n� 0 and let†D†1n be an orientable surface of
genus nwith 1 boundary component. We start by introducing some curves and subsurfaces
on † that will be used throughout the proof.

First, it will be convenient to think of † as a (closed) disk with n handles attached;
let us number the handles from 1 to n. We also fix a point p0 on the boundary @† (it will
serve as the base point for all the fundamental groups considered below).

For each 1 � i � n, choose a point pi on the i -th handle and curves ai and bi passing
through pi as shown on Figure 3. Also choose (oriented) paths i from p0 to pi as in
Figure 3. In particular, we require the sets i n ¹p0º to be disjoint.
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p0

a1

p1

b1

1

a2

p2

b2

2

an

pn

bn

n

Figure 3. The curves ai and bi and the paths i .

Next define the curves ˛i and ˇi by

˛i D iai
�1
i and ˇi D ibi

�1
i I

note that these are closed curves based at p0 (see Figure 3). For simplicity, we will also use
the notations ˛i and ˇi for the corresponding classes in the fundamental group �1.†;p0/.

Let .@†/p0 denote the boundary of † considered as a closed path from p0 to itself
oriented clockwise. It is easy to check that .@†/p0 is homotopic to

Qn
iD1Œ˛i ; ˇi �.

The mapping class group Mod1n D Mod.†/ is defined as the subgroup of orienta-
tion preserving homeomorphisms of † which fix the boundary @† pointwise modulo
the isotopies which fix @† pointwise. The action of Mod.†/ on † induces an action on
� D �1.†;p0/ and thus we obtain a homomorphism �WMod.†/! Aut.�/. The group �
is free of rank 2n with generators ˛1; ˇ1; : : : ; ˛n; ˇn, and since .@†/p0 is fixed under the
action, the image of � stabilizes

Qn
iD1Œ˛i ; ˇi � by property (ii) above. In fact, a stronger

statement holds.

Theorem 4.1. The map � is injective and Im � is equal to the full stabilizer of
Qn
iD1Œ˛i ; ˇi �

in Aut.�/.

Theorem 4.1 is proved, for example, in [28]: the above map � is injective by [28, Theo-
rem 5.13.2] and surjective (that is, Im � is the full stabilizer) by [28, Theorem 5.7.1]. The
surjectivity part is originally due to Zieschang [27].

Remark. (a) The surjectivity part of Theorem 4.1 can be rephrased by saying that
Mod.†/ acts transitively on the set of (ordered) bases ı1; ı01; : : : ; ın; ı

0
n of � satisfyingQn

iD1Œıi ; ı
0
i � D .@†/p0 . Recall that such bases were called natural in the introduction.

(b) Theorem 4.1 is a variation of the classical Dehn–Nielsen–Baer theorem which
asserts that for a closed surface † of genus n, the mapping class group Mod.†/ is iso-
morphic to an index 2 subgroup of the outer automorphism group of a surface group on 2n
generators.
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Johnson filtration. For each k 2 N, define 	1n.k/ to be the kernel of the induced map
Mod1n ! Aut.�=kC1�/. The filtration ¹	1n.k/º

1
kD1

is called the Johnson filtration. The
first term of this filtration 	1n D 	1n.1/ is the Torelli subgroup of Mod1n. It can also be
defined as the set of elements of Mod1n acting trivially onH1.†1n/. The second term of the
Johnson filtration K1

n D 	1n.2/ is known as the Johnson kernel. One can characterize K1
n

purely topologically as the subgroup generated by Dehn twists about separating curves.
The equivalence of these two definitions of K1

n is a deep theorem of Johnson [15].
Recall that we consider n as being fixed, and for the rest of the section, we will use

the simplified notations M D Mod1n, 	 D 	1n and K D K1
n . Occasionally, we will also

use the notations 	.�/ and K.�/ for the Torelli subgroup (resp. Johnson kernel) of the
mapping class group of a surface �.

4.2. Generators for the mapping class group

It is well known that the mapping class group Mod1n is generated by Dehn twists. The
minimal number of Dehn twists needed to generate Modbn for b D 0; 1 is 2nC 1 as proved
by Humphries [12] for b D 0 and by Johnson [14] for b D 1 (the generating set in [14] is
a natural analogue of the one in [12]). More specifically, Mod1n is generated by the Dehn
twists about the curves c1; c2; : : : ; c2n; b defined in [14, p. 428, Figure 5].

Usually, in the definition of the Dehn twist T one assumes that  is an essential simple
closed curve, but for the discussion below it will be convenient to introduce the following
convention: If  is a closed curve on † which is not simple, but freely homotopic to some
essential simple closed curve  0, we set T D T 0 . The right-hand side is well defined
since two freely homotopic curves on a surface are isotopic, and the Dehn twist T 0 is
determined by the isotopy class of  0.

With this convention, we can relate the Humphries-Johnson generating set to the
curves ˛i , ˇi introduced in Section 4.1. It is not hard to see that c2i is freely homo-
topic to ˇi for 1 � i � n, that c2i�1 is freely homotopic to ˛i˛�1i�1 for 2 � i � n and
that c1 and b are freely homotopic to ˛1 and ˛2, respectively. Thus, [14, Theorem 3] can
be restated as follows.

Theorem 4.2. The mapping class group Mod1n is generated by the following Dehn twists:
¹Tˇi W 1 � i � nº, ¹T˛i˛�1i�1 W 2 � i � nº, T˛1 and T˛2 .

We will not explicitly refer to Theorem 4.2 in this paper, but we will use several results
whose proof relies on Theorem 4.2.

4.3. Generators for the Torelli subgroup and subsurfaces †I

It is a celebrated theorem of Johnson [14] that the Torelli group 	 D 	1n is finitely gen-
erated for n � 3. Johnson’s generating set from [14] is explicit, but it lacks a key feature
of Magnus’ generating set for IAn – the fact that most generating pairs commute – that
is essential for our purposes. A generating set for 	 which has the latter property was
constructed by Church and Putman [6] using an earlier work of Putman [22].
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Figure 4. The surface †¹1;3;4º.

Recall the curves ˛i and ˇi , 1� i � n, defined in Section 4.1. For each I � Œn�, choose
a subsurface †I � † satisfying the following properties:

(i) The curves ˛i and ˇi lie on †I for all i 2 I .
(ii) †I has genus jI j and 1 boundary component.
(iii) The boundary of †I is homotopic to

Q
i2I Œ˛i ; ˇi � (where the product is taken

in increasing order).
(iv) †I \ @† is an interval which contains p0 and does not depend on I .

For a longer but more transparent definition of†I , see [6, §4] or [9, §7]. For an illustration,
see Figure 4.

The subsurfaces†I are uniquely defined up to isotopy and satisfy the following prop-
erties (1)–(4). Properties (1)–(3) follow immediately from the definitions and (4) can be
proved by a standard application of the change of coordinates principle [10, §1.1.3].

Observation 4.3. The following hold:

(1) †Œn� is isotopic to †.
(2) If I � J , there exist subsurfaces †0I isotopic to †I and †0J isotopic to †J such

that †0I � †
0
J .

(3) If I and J are disjoint and uncrossed (as defined below), there exist subsurfaces
†0I isotopic to †I and †0J isotopic to †J such that †0I and †0J are disjoint.

(4) If jI j D jJ j, there exists an orientation-preserving homeomorphism g of† acting
trivially on @† such that g.†I / D †J .

Definition 4.4. Let I and J be disjoint subsets of Œn�. We will say that I and J are crossed
if there exist i1; i2 2 I and j1; j2 2 J such that i1 < j1 < i2 < j2 or j1 < i1 < j2 < i2.
Otherwise, I and J will be called uncrossed. Clearly, if I consists of consecutive integers,
then I is uncrossed with any subset J disjoint from it.

Remark. The technical condition (iv) in the definition of †I (which was not imposed
in [6,9]) is needed to ensure that property (4) in Observation 4.3 holds. Note that an easier
way to achieve (4) would be to require that †I \ @† D ;. However, the latter would
prevent us from considering the fundamental groups of †I as subgroups of �1.†; p0/,
something that is essential for our purposes.
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For each I � Œn�, define ModI to be the subgroup of Mod.†/ consisting of mapping
classes which have a representative supported on†I , and let 	I DModI \	. Parts (1)–(3)
of Observation 4.3 have obvious group-theoretic consequences.

Observation 4.5. The following hold:

(i) ModŒn� D Mod.†/.
(ii) If I � J , then ModI � ModJ .
(iii) If I and J are disjoint and uncrossed, then ModI and ModJ commute.

A deep result of Church and Putman [6, Proposition 4.5] asserts that if n � 3, then
	 D h	I W jI j D 3i. This fact played a key role in the proof of finite generation of K1

n

in [9], but in [9] there was no need to work with a specific finite generating set insideS
jI jD3 	I . In this paper, we will need to choose such a generating set S as follows: we

will start with some finite generating set S¹1;2;3º of 	¹1;2;3º and then add to it the images of
S¹1;2;3º under carefully chosen isomorphisms between 	¹1;2;3º and 	I for every 3-element
subset I of Œn�. The details of this construction will be given later in this section.

4.4. Abelian quotients of the Torelli subgroup

Let V D H1.†/. Then V is a free abelian group of rank 2n, and it is well known that
the algebraic intersection form on V is symplectic. Clearly, M=	 acts on V preserving
this form, so there is a canonical group homomorphism M=	 ! Sp.V / where Sp.V / is
the group of automorphisms of V preserving this form. It is also well known that this
homomorphism is an isomorphism, which enables us to identify M=	 with Sp.V /.

From the definition of the Johnson filtration, it is easy to see that the quotient 	=K D

	1n.1/=	
1
n.2/ is abelian and torsion-free. A complete description of the abelianization of 	

for n � 3 was obtained in a series of Johnson’s papers [13,15,16]. Below we collect some
specific results about abelian quotients of 	 that will be needed in this paper.

Theorem 4.6. Assume that n � 3. The following hold:

(a) 	=K is the largest torsion-free abelian quotient of 	.
(b) There is a canonical isomorphism of Sp.V /-modules 	=KŠ

V3
V . In particular,

	=K Š Z.
2n
3 / as a group.

(c) K=Œ	;	� (which by (a) is the torsion part of 	=Œ	;	�) has exponent 2 and rank�
2n
2

�
C
�
2n
1

�
C
�
2n
0

�
.

Remark. We briefly comment on how (a), (b) and (c) follow from the results of [13, 15,
16]. In [13], Johnson constructed

• an epimorphism � W	 !
V3

V such that K � Ker � and the induced map 	=K !V3
V is a homomorphism of Sp.V /-modules;

• a group epimorphism � W	 ! B3, where B3 is an elementary abelian 2-group of rankP3
iD0

�
2n
i

�
(there is also a natural Sp.V /-module structure on B3, but it is not essential

for our purposes).
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In [15], it was proved that K D Ker � which yields (b). One of the main results of [16]
is that Œ	;	� D K \ Ker � . This implies that 	=Œ	;	� embeds into 	=K ˚ B3 which
yields (a). The other main result of [16] is that B3 is the largest exponent 2 quotient of 	.
Combined with (a) and (b), this implies (c).

We proceed with the description of 	=K . Recall the curves ai and bi on† introduced
in Section 4.1. By slight abuse of notation below, we will use the notations ai and bi
for the corresponding homology classes in H1.†/. It is clear that a1; b1; : : : ; an; bn is
a symplectic basis of H1.†/, that is, ai � aj D bi � bj D 0 for all i , j and ai � bj D ıij .
Also note that ai and bi span H1.†¹iº/.

Let V D H1.†/, for i 2 Œn� let Vi D H1.†¹iº/ D Span¹ai ; biº, and for I � Œn�, let

VI D
M
i2I

Vi D Span¹ai ; bi W i 2 I º � V:

Thus,
V3

V D
P
jI jD3

V3
VI . Recall that we have an isomorphism of Sp.V /-modules

	=K !
V3

V . For every I � Œn�, let �I W	I !
V3

V be the map obtained by precom-
posing the isomorphism 	=K !

V3
V with the natural projection 	 ! 	=K and the

inclusion 	I ! 	.
The following result is an immediate consequence of Johnson’s paper [16].

Lemma 4.7. For every I � Œn�, we have �I .	I / D VI .

We can now construct a generating set for 	 with certain nice properties. First order
the chosen basis of V as follows: a1 < b1 < a2 < � � � < bn, and let B be the set of all
wedges x ^ y ^ z with x; y; z 2 ¹ai ; biº and x < y < z. Clearly, B is a basis for

V3
V .

Lemma 4.8. Suppose that n � 3. Then for every I � Œn� with jI j D 3, there exists a gen-
erating set SI for 	I with jSI j D 42 whose image in 	=K is equal to .B \ VI / t ¹0º.
Moreover, if we let S D

S
jI jD3 SI , then S is generating set for 	 which satisfies the

conclusion of Lemma 2.3 for G D 	, K DK and E D B.

Proof. By [14], the group 	I Š 	13 has a generating set S0I with 42 elements. By Lem-
ma 4.7, the image of 	I in V is equal to VI , which is a free abelian group of rank 20
with basis B \ VI . As in the proof of Lemma 2.3, applying suitable Nielsen moves to S0I
(replacing x by xy˙1, where x and y are distinct generators), we obtain another generat-
ing set SI of 	 with 42 elements whose image in V is equal to .B \ VI / t ¹0º.

The set S D
S
jI jD3 SI generates 	 by [6, Proposition 4.5]. Also the image of S inV3

V is equal to
S
jI jD3.B \ VI / t ¹0º D B t ¹0º, so S indeed satisfies the conclusion

of Lemma 2.3 (for the desired G, K and E).

Our effective generation procedure described in Section 2 can be applied to any gen-
erating set S constructed in Lemma 4.8. However, some additional compatibility assump-
tions on ¹SI º will be needed in order to explicitly estimate the constants A and B from
Theorem 2.13. We postpone this discussion until the end of this section.
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4.5. Some elements of Mod.†/

In this subsection, we will prove the existence of certain elements of Mod.†/ with a pre-
scribed induced action on �1.†; p0/. These results will play a key role in estimating the
constant A later this section.

Lemma 4.9. Let I be a non-empty subset of Œn�, and let k D jI j. Suppose we are given
closed curves ¹ıj ; ı0j º

k
jD1 which are based at p0, lie on†I , form a basis of �1.†I ;p0/ and

such that
Qk
jD1Œıi ; ı

0
i �D .@†I /p0 in �1.†;p0/. Then there exists an element f 2Mod.†/

such that

(a) some representative of f maps †Œk� onto †I ;

(b) the induced action of f on �1.†;p0/ satisfies f �. j̨ /D ıj and f �. ǰ /D ı
0
j for

all 1 � j � k.

Moreover, suppose that f 0 2 Mod.†/ is another element satisfying (a) and (b). Then f 0

coincides with f on †Œk�, and therefore, f sf �1 D f 0s.f 0/�1 for all s 2 ModŒk�.

Proof. We first construct an element f satisfying (a) and (b). By Observation 4.3 (4),
there exists g 2 Mod.†/ such that some representative of g maps †Œk� to †I .

Since .@†Œk�/p0 D
Qk
jD1Œ j̨ ; ǰ � and .@†I /p0 D

Qk
jD1Œıj ; ı

0
j � in �1.†; p0/, the in-

duced action of g on �1.†; p0/ satisfies

g�
� kY
jD1

Œ j̨ ; ǰ �
�
D

kY
jD1

Œıj ; ı
0
j �: (4.1)

Since a representative of g maps †Œk� homeomorphically onto †I and ¹ j̨ ; ǰ º
k
jD1

generate �1.†Œk�; p0/, the elements ¹g�. j̨ /; g�. ǰ /º
k
jD1 generate �1.†I ; p0/.

Since �1.†I ; p0/ is free of rank 2k and the automorphism group of a free group F
acts transitively on the sets of bases of F , there exists � 2 Aut .�1.†I ; p0// such that
�.ıj / D g

�. j̨ / and �.ı0j / D g
�. ǰ / for all j 2 Œk�. Then

�
� kY
jD1

Œıj ; ı
0
j �
�
D

kY
jD1

Œ�.ıj /; �.ı
0
j /� D

kY
jD1

Œg�. j̨ /; g
�. ǰ /�

D g�
� kY
jD1

Œ j̨ ; ǰ �
�
D

kY
jD1

Œıj ; ı
0
j �

(where the last equality holds by (4.1)), so by Theorem 4.1 applied to the surface†I , there
exists h 2Mod.†I / such that h� D �. If we extend h to Mod.†/ by letting it act trivially
on † n†I , then clearly f D h�1g satisfies both (a) and (b).

Let us now prove the ‘moreover’ part. Suppose that f 0 2 Mod.†/ satisfies both (a)
and (b), and let h D .f 0/�1f . By (a), some representative of h stabilizes †Œk�. By (b),
h� acts trivially on �1.†Œk�/, and hence by the injectivity part of Theorem 4.1, h acts
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trivially on †Œk�, so f 0 coincides with f on †Œk�. Finally, any s 2 ModŒk� is supported on
†Œk�, so hs D sh, which yields the last assertion.

The following corollary describes a key special case of Lemma 4.9.

Corollary 4.10. Let I be a subset of Œn�, let k D jI j, and let i1 < i2 < � � � < ik be the
elements of I listed in increasing order. Then there exists an element fI 2 Mod.†/ such
that

(a) some representative of fI maps †Œk� onto †I ;

(b) the induced action of fI on �1.†/ satisfies f �I . j̨ / D ˛ij and f �I . ǰ / D ˇij for
all 1 � j � k.

Moreover, if fI 2 Mod.†/ is any element satisfying (a) and (b), then for any subset J
of Œk�, some representative of fI maps †J onto †IJ where IJ D ¹ij W j 2 J º.

Proof. The first assertion is a special case of Lemma 4.9, so we only need to prove the
‘moreover’ part. So take any fI 2 Mod.†/ satisfying (a) and (b). Then

f �I ..@†J /p0/ D f
�
I

�Y
j2J

Œ j̨ ; ǰ �
�
D

Y
i2IJ

Œ˛i ; ˇi � D .@†IJ /p0 : (4.2)

Thus, if zfI is any orientation-preserving homeomorphism of † which fixes @† pointwise
and represents fI , then zfI .@†J / is homotopic (and hence isotopic) to @†IJ . By [10,
Proposition 1.11], an isotopy between zfI .@†J / and @†IJ can be extended to an isotopy
of † (acting trivially on @†). Therefore, after perturbing zfI by an isotopy of †, we can
assume that zfI .@†J / D @†IJ and hence zfI .† n @†J / D † n @†IJ .

The topological spaces † n @†J and † n @†IJ both have two connected components:
†J n @†J and† n†J (resp.†IJ n @†IJ and† n†IJ ). Since zfI acts trivially on @† and
since the intersection .† n†J /\ .† n†IJ /\ @† is non-trivial by construction, zfI must
map † n†J to † n†IJ . Thus

zfI .†J n @†J / D †IJ n @†IJ

and hence zfI .†J / D †IJ .

4.6. An analogue of Lemma 3.2

In this subsection, we will establish an analogue of Lemma 3.2 for mapping class groups
(see Lemma 4.11 below). The proof of the second part of Lemma 4.11 will be postponed
till the next subsection, as estimation of the constants A and B in the mapping class group
case requires more work.

Since 	=K is the maximal torsion-free abelian quotient of 	, we have Hom.	;R/ D
Hom.	=K;R/. By the same logic as in Section 3, there is a natural embedding of M D

Mod.†/ into Aut.	/ and a natural action of Sp.V / DM=	 on Hom.	=K;R/.



Effective finite generation for ŒIAn; IAn� and the Johnson kernel 1183

The symplectic group Sp.V /Š Sp2n.Z/ is generated by the elementswi , �i for i 2 Œn�
and �ij for i ¤ j 2 Œn� defined as follows (all basis elements whose image is not specified
are fixed):

wi W

´
ai 7! bi ;

bi 7! �ai ;
�i W ai 7! ai C bi ; �ij W

´
ai 7! ai C aj ;

bj 7! bj � bi :

In addition, for each 1� i ¤ j � n, let fij 2 Sp.V / be the element which swaps ai and aj
and swaps bi and bj . We will refer to the elements fij as transpositions.

Lemma 4.11. Let S be as in Lemma 4.8, let � be a nonzero character of G D 	 and let
M DM.�/. The following hold:

(a) There exists g 2 Sp2n.Z/ and Z � S with the following properties:

(i) .S;Z/ is chain-centralizing.

(ii) jg�.z/j �M for all z 2 Z.

(iii) g is a product of at most 15 elements of the form �ij and at most 3 trans-
positions fij .

(b) There exists an absolute constantC0 (independent of n) such that any g in part (a)
admits a lift � 2 Mod1n with A.�˙1/ � C0.

Remark. Arguing exactly as in the proof of Corollary 3.3, we deduce from Lemma 4.11
that the pair .G; K/ D .	;K/ satisfies the regularity hypothesis for C D 1 and some
finite ˆ with B.ˆ/ � A.ˆ/ � C0.

Proof. Unlike the case of Aut.Fn/, the set Z will depend on �, but there will be only
boundedly many possibilities, and in each case Z will contain 4 elements, exactly one
element from each of the sets S \ GI for I D ¹1; 2º; ¹3; 4º; ¹5; 6º and ¹7; 8º. For each
such Z, the pair .S; Z/ is chain-centralizing – this follows immediately from Observa-
tion 4.5 (iii).

The proof of Lemma 4.11 (a) is very similar to that of Lemma 3.2 (a), so we will just
list the main steps and skip the details of the computations. As in the proof of Lemma 3.2,
in each step M denotes a positive real number and � is an arbitrary character of G.

Step 1. If M.�/ �M , there exists g 2 Sp2n.Z/ which is a product of at most 3 transpos-
itions fij such that gz 2 B \ V¹1;2º or gz 2 B \ V¹1;2;3º.

Below we will consider the case where z in step 1 lies in V¹1;2º; the other case is
similar. Without loss of generality we can assume that z D a1 ^ b1 ^ b2.

Step 2. If j�.a1 ^ b1 ^ b2/j � M , there exists g D �e13 with jej � 2 such that jg�.a1 ^
b1 ^ b2/j �M and jg�.a1 ^ b3 ^ b2/j �M .

Step 3. If j�.a1 ^ b1 ^ b2/j �M and j�.a1 ^ b3 ^ b2/j �M , there exists g D �e31 with
jej � 2 such that jg�.a1 ^ b1 ^ b2/j �M and jg�.a3 ^ b3 ^ b2/j �M .
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Step 4. j�.a1 ^ b1 ^ b2/j � M and j�.a3 ^ b3 ^ b2/j � M , there exists g D �e24 with
jej � 1 such that jg�.a1 ^ b1 ^ b2/j �M and jg�.a3 ^ b3 ^ b4/j �M .

Combining steps 1–4, we conclude that there exists g1 2 Sp2n.Z/ equal to the product
of at most 3 transpositions and at most 5 elements of the form �˙113 , �˙131 , �˙124 such that
jg1�.z/j � M for some z 2 V¹1;2º \ B and also for some z 2 V¹3;4º \ B. Repeating
steps 2–4 two more times, first replacing indices 3 and 4 by 5 and 6, respectively, and then
by 7 and 8, we obtain an element g satisfying the conclusion of Lemma 4.11.

(b) For an essential simple closed curve ˛, the action of T˛ on H1.†/ is given by the
following formula (see, e.g., [10, Proposition 6.3]):7

T˛.Œˇ�/ D Œˇ�C .Œˇ� � Œ˛�/Œ˛�: (4.3)

A direct computation using this formula shows that

(i) the Dehn twist Tˇi is a lift of �i ;

(ii) the element Wi D TˇiT
�1
˛i
Tˇi is a lift of wi ;

(iii) the element WiT �1˛i˛�1j
T˛iT j̨

W �1i is a lift of �i;j .

Below we exhibit the calculation for (iii) (assuming the result for (ii)). Recall that ai D Œ˛i �
and bi D Œˇi �. We have

ai
W �1i
7�! �bi

T
j̨

7�! �bi
T˛i
7�! ai � bi

T�1
˛i ˛
�1
j

7�! ai � bi � .ai � aj / D aj � bi
Wi
7�! aj C ai ;

bi
W �1i
7�! ai

T
j̨

7�! ai
T˛i
7�! ai

T�1
˛i ˛
�1
j

7�! ai
Wi
7�! bi ;

aj
W �1i
7�! aj

T
j̨

7�! aj
T˛i
7�! aj

T�1
˛i ˛
�1
j

7�! aj
Wi
7�! aj ;

bj
W �1i
7�! bj

T
j̨

7�! bj � aj
T˛i
7�! bj � aj

T�1
˛i ˛
�1
j

7�! bj � aj � .ai � aj / D bj � ai
Wi
7�! bj � bi :

In the case of transpositions fij , it will be more convenient to define lifts directly instead
of expressing them as products of Dehn twists. Given distinct i < j 2 Œn�, let Fij be the
unique element of Mod.†/which is supported on†¹i;j º and acts on �1.†¹i;j º/ as follows:

˛i 7! j̨ ; ˇi 7! ǰ ; j̨ 7! ˛
Œ j̨ ; ǰ �

i ; ǰ 7! ˇ
Œ j̨ ; ǰ �

i :

Such an element Fij exists (and is unique) by Lemma 4.9. It is clear that Fij is a lift of fij .
Now any g in part (a) has a lift � which can be written as a product of at most 3

transposition-lifts Fij and at most 135 Dehn twists T˛i , Tˇi or T˛i˛�1j or their inverses.
By (3.4), in order to get an absolute bound forA.�˙1;S/, it suffices to prove the following
proposition.

7Proposition 6.3 in [10] makes the additional assumption that the curve ˇ is also simple. However,
since H1.†/ is generated by the homology classes of simple closed curves, by linearity (4.3) holds for
all ˇ.
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Proposition 4.12. For a suitable choice of S , there exists an absolute constant C (inde-
pendent of n) such that A.g; S/ � C for g D T˙1˛i , T˙1

ˇi
, T˙1
˛i˛
�1
j

or F˙1ij .

Remark. The assertion of Proposition 4.12 does not appear to be obvious even if we
restrict ourselves to, say, g D T˛i with i fixed but n tending to infinity.

Proposition 4.12 will be proved in the next subsection.

4.7. Estimating the A constants

Recall that by Corollary 4.10, for every non-empty subset I D ¹i1 < i2 < � � � < ikº of Œn�,
there exists an element fI 2 Mod.†/ which maps †Œk� to †I and satisfies f �I . j̨ / D ˛ij
and f �I . ǰ / D ˇij for all 1 � j � k. From now on, we will fix such an element fI for
every I .

Let us record one more simple observation, which is an immediate consequence of the
moreover parts of Lemma 4.9 and Corollary 4.10.

Observation 4.13. Let I D ¹i1 < i2 < � � �< ikº be a subset of Œn�, let J be a subset of Œk�,
and let IJ D ¹ij W j 2 J º. Then the elements fIJ and fIfJ coincide on †ŒjJ j� and hence
fIJ sf

�1
IJ
D fIfJ s.fIfJ /

�1 for all s 2 ModŒjJ j�.

Proof. Let t D jJ j, and write J D ¹j1 < � � � < jtº. Recall that some representative of fJ
maps†Œk� to†J , and by Corollary 4.10 some representative of fI maps†J to†IJ . Thus,
if f D fIfJ , the following hold:

(i) Some representative of f maps †Œk� to †IJ .

(ii) For all 1 � m � t , we have f �.˛m/ D f �I . j̨m/ D ˛ijm and similarly f �.ˇm/ D
ˇijm .

If f D fIJ , then both (i) and (ii) also hold by construction. Hence, the assertion of Obser-
vation 4.13 follows from the moreover part of Lemma 4.9.

We are now ready to prove Proposition 4.12.

Proof of Proposition 4.12. Define a generating set S for 	 as follows: Choose any gen-
erating set SŒ3� of 	Œ3� satisfying the requirement of Lemma 4.8. For every I � Œn� with
jI j D 3, define SI D fISŒ3�f

�1
I and let S D

S
jI jD3 SI . It is clear that each SI (and

hence S ) also satisfy the requirement of Lemma 4.8.
By definition, A.g; S/ D A.g;

S
jLjD3 SL/ D maxjLjD3 A.g; SL/, so it is enough to

bound A.g; SL/ with jLj D 3. From now on, we fix L with jLj D 3.

Case 1: g D T˙1
˛u˛

�1
v

for some u ¤ v.
Since the Dehn twist does not depend on the orientation of the curve, without loss of

generality we can assume that u < v. Below we will consider the subcase g D T˛u˛�1v ; the
subcase g D T �1

˛u˛
�1
v

is analogous.
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Let I D L [ ¹u; vº (thus 3 � jI j � 5). Let i1 < i2 < � � � < ijI j be the elements of I
listed in increasing order. Then, in the notations of Observation 4.13, we have L D IJ
where J is a 3-element subset of ŒjI j� � Œ5�.

Now take any element x 2 SL. By definition, x D fLsf
�1
L where s 2 SŒ3�. Since

fL D fIfJ on†Œ3� by Observation 4.13 and fJ sf �1J 2 SJ (by definition of SJ ), we have
x D fI tf

�1
I for some t 2 SJ . Hence

gxg�1 D g.fI tf
�1
I /g�1 D fI .f

�1
I gfI /t.f

�1
I gfI /

�1f �1I : (4.4)

By the conjugation formula for Dehn twists (see, e.g., [10, Fact 3.7]), we have

f �1I gfI D f
�1
I T˛u˛�1v fI D T.f �1I /�.˛u˛

�1
v / D T.f �1I /�.˛u/.f

�1
I /�.˛v/�1

D T˛r˛�1s ;

where r; s 2 ŒjI j� are the unique indices such that ir D u and is D v.
It follows that f �1I gfI is an element of ModŒjI j�, for which we have only boundedly

many (in fact, at most
�
5
2

�
D 10) possibilities. Hence we also have boundedly many possib-

ilities for y D .f �1I gfI /t.f
�1
I gfI /

�1 (since t 2 SJ and J � Œ5� with jJ j D 3, we have at
most

�
5
3

�
jSŒ3�j D 420 possibilities for t and hence at most 4200 possibilities for y). Note

that y also lies in 	ŒjI j� and thus we can write y D t˙11 : : : t˙1m , where each tj 2 SŒjI j�
and m � C1 for some absolute constant C1. By (4.4), we have gxg�1 D fIyf

�1
I DQm

kD1 fI tkf
�1
I . We claim that each factor in the latter product lies in S . This would

imply that kgxg�1kS � m � C and thus finish the proof.
Indeed, for each k as above, we have tk 2 SJk with jJkj D 3 and Jk � ŒjI j�, so tk D

fJk skf
�1
Jk

for some sk 2 SŒ3�. Hence, using Observation 4.13 again, we have

fI tkf
�1
I D fIfJk skf

�1
Jk
f �1I D fIJk

skf
�1
IJk
2 SIJk

� S:

Case 2: g D T˙1˛u or T˙1
ˇu

for some u. This case is similar to (and easier than) case 1.

Case 3: g D F˙1uv for some u < v. The argument in this case is mostly similar to case 1,
so we will just outline the differences. First as in case 1, without loss of generality we can
assume that g D Fuv .

Fix L� Œn�, and let I D L[ ¹u; vº (thus 3 � jI j � 5). Take any x 2 SL. As in case 1,
x D fI tf

�1
I with t 2 SŒjI j�, and we just need to find an appropriate expression for the

conjugate f �1I FuvfI .
Let i1 < i2 < � � �< ijI j be the elements of I listed in increasing order, and let r; s 2 ŒjI j�

be such that uD ir and v D is . By definition of fI , some representative of fI sends†¹r;sº
to †¹u;vº. Since Fuv is trivial on the complement of †¹u;vº, we conclude that f �1I FuvfI
is trivial on the complement of †¹r;sº. The action on †¹r;sº is determined by direct com-
putation below. We have

.f �1I FuvfI /
�.˛r / D .f

�1
I Fuv/

�.˛u/ D .f
�1
I /�.˛v/ D ˛s; (4.5)

.f �1I FuvfI /
�.˛s/ D .f

�1
I Fuv/

�.˛v/ D .f
�1
I /�.˛˛vu / D ˛

˛s
r : (4.6)
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Similarly, .f �1I FuvfI /
�.ˇr / D ˇs and .f �1I FuvfI /

�.ˇs/ D ˇ
ˇs
r . Hence

f �1I gfI D f
�1
I FuvfI D Frs :

Thus, f �1I gfI is supported on †ŒjI j�, and we have boundedly many possibilities for
f �1I gfI , and we can finish the proof as in case 1.

4.8. Conclusion of the proof of Theorem 1.2

Proof of Theorem 1.2. Let us first prove Theorem 1.2 (1). Let S be a generating set for
the group 	 constructed in Proposition 4.12. This set need not satisfy the conclusion of
Theorem 1.2 (1). First we decompose S D S1 t S2 t S3 as in the setup introduced before
Theorem 2.16. Thus, S3 D S \K , S1 D ¹s1; : : : ; sN º is a subset of S n S3 such that the
natural projection � W	 ! 	=K maps S1 bijectively onto B (and S2 D S n .S1 t S3/).
Also recall that for s 2 S2, we denote by d.s/ the unique integer such that �.s/D �.sd.s//.

Define S .1/DS1 and S .4/DS3 [¹s�1sd.s/Ws 2S2º. Then hS .1/ [S .4/iD hS1 tS2 t
S3i D 	. Also note that S .4/ lies in K and the image of S .4/ in 	ab generates K=Œ	;	�

(the latter holds since the image of S .1/ [ S .4/ generates 	ab and the images of elements
of S .1/ are linearly independent modulo K). Since K=Œ	;	� is a vector space over F2,
we can choose a subset S .2/ of S .4/ whose image in K=Œ	;	� is a basis of K=Œ	;	�.
Finally, we can multiply each element of S .4/ n S .2/ by a product of elements of S .2/ (on
either side) so that the obtained element lies in Œ	;	�, and let S .3/ be the set of all such
elements.

Since S .1/ t S .2/ t S .3/ is obtained from S by Nielsen transformations, it clearly gen-
erates 	, and the additional properties asserted in Theorem 1.2 (1) hold by construction.

Now let � W 	 ! 	=K be the natural projection. By Theorem 2.13 and the remark
after Lemma 4.11, the set ��1.B1.R// is connected where R is bounded by an absolute
constant. By Theorem 2.16, K is generated by elements of the form

(a) Œsi ; sj �
s
ai
i s

aiC1
iC1 ::: s

an
n , where 1 � i < j � n and jaj j � R for all j ;

(b) xs
a1
1 s

a2
2 ::: s

an
n , where x 2 S .4/ and jaj j � R for all j .

This generating set is almost the same as the set in Theorem 1.2 (2) – the only difference
is that the condition x 2 S .4/ above is replaced by x 2 S .2/ t S .3/. But by construction
the subgroup generated by S .4/ is equal to the subgroup generated by S .2/ and S .3/, so
the set described in Theorem 1.2 (2) also generates G. This proves Theorem 1.2 (2).

Finally, Theorem 1.2 (3) follows from Theorem 1.2 (2) by a standard application of the
Reidemeister–Schreier process and straightforward computations involving basic com-
mutator identities.

Estimating the constant R. Let us now briefly address the problem of explicitly estimat-
ing the constant R in Theorem 1.2. Let S0

Œ3�
be the generating set of 	1

Œ3�
with 42 elements

constructed in Johnson’s paper [14]. We can algorithmically construct another generating
set SŒ3� of 	1

Œ3�
, also with 42 elements, satisfying the conclusion of Lemma 4.8. Next for
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each I � Œ5� with jI j D 3, we choose fI satisfying the conclusion of Corollary 4.10 (it is
easy to do this explicitly) and define SI D fISŒ3�f �1I . Also define SŒ5�D

S
jI jD3; I�Œ5�SI .

Now the key step is estimating the constant C1 from the proof of Proposition 4.12.
To do this, we need to explicitly express each conjugate yty�1, where t 2 SŒ5� and y D
T˙1
˛i˛
�1
j

, T˙1˛i or T˙1
ˇi

, 1 � i ¤ j � 5, as a product of elements of SŒ5�. An algorithm for

obtaining such expressions is given in the Ph.D. thesis of Stylianakis [25]; however, some
of the arguments in [25] rely on certain computations in [14].

Finally, it is easy to express the constant R in terms of C1 following the steps of the
proof of Theorem 1.2 (2).

4.9. Proof of Theorem 1.3

Throughout this subsection, S will denote the generating set for 	 constructed in Proposi-
tion 4.12 (not the modified set from the proof of Theorem 1.2). Let us recall some notations
from the introduction. We let ! D ¹˛i ; ˇiºniD1; also for 1� l � n we set !l D ¹˛i ; ˇiºliD1.
Given m 2 N, we denote by Tsc.m/ the set of all Dehn twists T , where  2 �1.†; p0/
can be represented by a separating curve and kk! � m.

Theorem 1.3 will be deduced from Theorem 1.2 (or rather its proof) and the following
technical lemma.

Lemma 4.14. The following hold:

(a) Let w be any word in the free group on 2 generators. There exists a constant Cw
depending only on w with the following property: for every s; t 2 S such that
w.s; t/ 2 K , the element w.s; t/ lies in hTsc.Cw/i, the subgroup generated by
Tsc.Cw/.

(b) There exists an absolute constant C2 such that ks�.˛/k! � C2k˛k! for all ˛ 2
�1.†; p0/ and s 2 S˙1.

Before proving Lemma 4.14, we establish a simple auxiliary result.

Claim 4.15. For every I � Œn�, we have K.†I / DK \ModI .

Proof. Let � D �1.†; p0/ and �I D �1.†I ; p0/. Using Theorem 4.1, we can identify
Mod.†/ and ModI D Mod.†I / with subgroups of Aut.�/ and Aut.�I /, respectively.
Under this identification, K.†I / consists of all elements of Aut.�I / which act trivially
modulo 3�I and lie in ModI , while K \ModI consists of all elements of Aut.�I /which
act trivially modulo 3� \ �I and lie in ModI .

Thus, proving the equality K.†I / D K \ ModI reduces to showing that 3�I D
3� \ �I . The latter holds since � is free and �I is a free factor of � and hence a retract
of � .

Remark. Claim 4.15 is a special case of [4, Theorem 4.6]; however, we decided to give
a direct proof since we are dealing with a much more specific situation compared to [4].
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Proof of Lemma 4.14. (a) Take any s; t 2 S and a wordw such thatw.s; t/ 2K . By defin-
ition of S , there exist I; J � Œn� with jI j D jJ j D 3 and u; v 2 SŒ3� such that s D fIuf �1I
and t D fJ vf �1J . Let L D I [ J and l D jLj (thus, l � 6). Then, using the notations of
Observation 4.13, I D LA and J D LB for some A; B � Œl � � Œ6�. Hence by Observa-
tion 4.13, s D fLAuf

�1
LA
D fLs

0f �1L , where s0 D fAuf �1A . Similarly, t D fLt 0f �1L , where
t 0 D fBuf

�1
B .

Note that s0; t 0 2 SŒl�. Also note that s0 and t 0 are obtained from s and t by conjugation
by the same element of Mod.†/. Sincew.s; t/2K and K is normal in Mod.†/, it follows
that w.s0; t 0/ 2K \ModŒl� DK.†Œl�/ where the last equality holds by Claim 4.15.

Since s0; t 0 2 SŒl� and l � 6, there are boundedly many possibilities for the pair .s0; t 0/.
Let us enumerate all such pairs .s01; t

0
1/; : : : ; .s

0
l
; t 0
l
/ satisfying the additional restriction

w.s0j ; t
0
j / 2 K (and hence w.s0j ; t

0
j / 2 K.†Œl�/). Since K.†Œl�/ is generated by Dehn

twists T with  2 �1.†Œl�; p0/ separating, there exists a constant Cw depending only
on w such that each element w.s0j ; t

0
j / (and in particular, w.s0; t 0/) lies in the subgroup

generated by all T , where  2 �1.†Œl�; p0/ is separating and kk!l � Cw .
Thus we can write

w.s0; t 0/ D

kY
iD1

T˙1i ;

where each i 2 �1.†Œl�; p0/ is separating with kik!l � Cw . Then

w.s; t/ D w.fLs
0f �1L ; fLt

0f �1L / D fLw.s
0; t 0/f �1L

D

kY
iD1

fLT
˙1
i
f �1L D

kY
iD1

T˙1f �L .i /
: (4.7)

Finally, by definition of fL, we have f �L .!l / � ! and therefore for any i in (4.7), we
have kf �L .i /k! � kik!l � Cw , and hence w.s; t/ lies in Tsc.Cw/ by (4.7).

(b) Take any 1¤ ˛ 2 �1.†;p0/, let k D k˛k! , and write ˛D
Qk
jD1 �

˙1
j with �j 2 !.

Since ks�.˛/k! D k
Qk
jD1 s

�.�j /
˙1k! �

Pk
jD1 ks

�.�j /k! , to prove (b) it suffices to
show that there exists an absolute constant C2 such that

ks�.�/k! � C2 for all � 2 !; that is, for � D ˛i or ˇi :

By symmetry, it suffices to consider the case � D ˛i and s 2 S . Write s D fJ vf
�1
J ,

where jJ j D 3 and v 2 SŒ3�. Let I D ¹iº, L D I [ J and l D jLj � 4. As in (a), we have
s D fLs

0f �1L , where s0 2 SŒl� and � D f �L . j̨ / for some j 2 Œl �.
Then s��D .fLs0f �1L /�f �L . j̨ /D f

�
L ..s

0/� j̨ /. Since we have boundedly many pos-
sibilities for j and s0, we have k.s0/� j̨ k!l � C2 for some absolute constant C2, and as in
the proof of (a), we have

kf �L ..s
0/� j̨ /k! � k.s

0/� j̨ k!l :

Thus, ks��k! � C2, as desired.
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Proof of Theorem 1.3. Recall that S is the generating set for 	 from Proposition 4.12.
In the proof of Theorem 1.2, we showed that the Johnson kernel K has a generating set
consisting of elements of the form xy , where xD Œs; t � for some s; t 2 S or x 2 S .4/ (in the
notations from that proof) and y D

Qm
jD1 sj , where each sj 2 S and m � R.N CM/ <

2Rn3, whereR,N andM are as in Theorem 1.2 (b). Also recall that every element of S .4/

either lies in S or has the form s�1t with s; t 2 S .
Consider the following three words in the free group on two generators a, b:

w1.a; b/ D a; w2.a; b/ D a
�1b and w3.a; b/ D Œa; b�:

Let C1 be the maximum of the constants Cw1 , Cw2 , Cw3 from the conclusion of Lem-
ma 4.14 (a). Now take any x and y as in the previous paragraph. By Lemma 4.14 (a), we
can write x D

Qk
iD1 Ti , where i 2 �1.†; p0/ is separating and kik! � C1. Hence

xy D

kY
iD1

T

Qm
jD1 sj

i D

kY
iD1

T
.
Q1
jDm s

�1
j /�.i /

:

By Lemma 4.14 (b) for each i , we have� 1Y
jDm

s�1j

��
.i /


!
� Cm2 kik! � C

2Rn3

2 C1 � .C1C2/
2Rn3 :

Thus, Theorem 1.3 holds with D D .C1C2/2R.
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