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Property (T) in density-type models of random groups

Calum James Ashcroft

Abstract. We study property (T) in the �.n; k; d/ model of random groups: as k tends to infinity
this gives the Gromov density model, introduced in 1993. We provide bounds for property (T) in
the k-angular model of random groups, i.e., the �.n; k; d/ model, where k is fixed and n tends to
infinity. We also prove that for d > 1=3, a random group in the �.n; k; d/ model has property (T)
with probability tending to 1 as k tends to infinity, strengthening the results of Żuk and Kotowski–
Kotowski, who consider only groups in the �.n; 3k; d/ model.

1. Introduction

1.1. Property (T) in random groups

Gromov proposed two models of random groups in [11] to study the notion of a ‘generic’
finitely presented group. There is some ambiguity in the literature between the two models,
and so we provide the full definitions here.

Fix n � 2, k � 3, and 0 < d < 1. The (strict) .n; k; d/ model is obtained as fol-
lowed. Let An D ¹a1; : : : ; anº, and let Fn WD F.An/ be the free group generated by An.
Let C.n; k/ be the set of cyclically reduced words of length k in Fn (so that C.n; k/ �

.2n � 1/k). Uniformly randomly select a set R � C.n; k/ of size jRj D .2n � 1/kd , and
let � WD hAn j Ri. We call � a random group in the (strict) .n; k; d/ model, and write
� � �.n; k; d/.

If we keep n fixed and let k tend to infinity, then we obtain the Gromov density model,
as introduced in [11], whereas if we fix k and let n tend to infinity, we obtain the k-
angular model, as introduced in [3]. The k-angular model was first studied for k D 3 (the
triangular model) by Żuk in [27] and for k D 4 (the square model) by Odrzygóźdź in [16].

The lax .n; k; d; f / model is obtained via the following procedure. Let C.n; k; f / be
the set of cyclically reduced words of length between k � f .k/ and kC f .k/ in Fn, where
f .k/ D o.k/. Uniformly randomly select a set R � C.n; k; f / of size jRj D .2n� 1/kd ,
and let � WD hAn j Ri. We call � a random group in the lax .n; k; d; f / model, and write
� � �lax.n; k; d; f /.

We first consider the case of the k-angular model. It is a seminal theorem of Żuk [27]
(cf. [13]) that for d > 1=3 a random group in the triangular model has property (T) with
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probability tending to 1. As observed in [18], the case of k divisible by 3 is easier, as we
may use the work of [27] and [13] to observe property (T) at densities greater than 1=3:
see [15] for the proof that 3k-angular model has property (T) for any d > 1=3. This idea
was in fact extended in [15] to passing from property (T) in �.n; k; d/ to �.n; lk; d/ for
l � 1. For k � 3, let

dk WD
k C .�k mod 3/

3k
:

Here, we take the convention that �k mod 3 represents .�k/ mod 3, we will always write
�.k mod 3/ to represent the alternative. In particular,

dk D

8̂̂<̂
:̂
1
3

if k D 0 mod 3;
kC2
3k

if k D 1 mod 3;
kC1
3k

if k D 2 mod 3:

In the case that k D 0 mod 3, dk D 1=3, which is known to be the sharp threshold for
property (T) in the cases that k D 3 [13, 27] and k D 6 [18]. The remaining cases are not
known to be sharp.

Below, we analyse property (T) in the k-angular model. We believe this to be the first
non-trivial result on property (T) in any k-angular model for any k � 5 not divisible by 3,
and in fact provides a non-trivial range of densities where random k-angular groups are
infinite and have property (T) for each k � 8. There is currently no known density for
random k-angular groups to be infinite with property (T) for k D 4; 5; 7.

Theorem A. Let k � 8, let d > dk , and let �m � �.m; k; d/. Then

lim
m!1

P .�m has property (T)/ D 1:

We may also consider the density model. Again, there is some ambiguity between the
strict model and the lax model in the literature. Indeed, many cubulation results, such as
those of [14,21], refer to groups in the strict model, whilst results on property (T) typically
refer to groups in the lax model. In particular, the following result is due to Żuk [27] and
Kotowski–Kotowski [13] (see [1] for finer analysis of �.n; 3; d/ as d ! 1=3). There is
an alternative proof of the below in [7, Corollary 12:7].

Theorem ([13, 27]). Fix n � 2, let d > 1=3, and let �k � �.n; 3k; d/. Then

lim
k!1

P .�k has property (T)/ D 1:

Note that the above results only apply to groups whose relator length is divisible by 3.
However, these results have two important consequences: firstly, it provides an infinite
number of hyperbolic torsion-free groups with property (T), since such groups are torsion-
free with probability tending to 1, and the Euler characteristic of such a group is dependent
only on k and d [19]. Secondly, it proves that groups in the �lax.n; k; d; f / model have
property (T), using the following argument; see [20, §I.2.c]. This step is noted in [13,
p. 410].
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Claim. Fix n � 2, let d > 0, and let ki be a sequence of increasing integers such that
jkiC1 � ki j is uniformly bounded. If

lim
ki!1

P .� � �.n; ki ; d / has property (T)/ D 1;

then there exists a constant function f such that for any d 0 > d ,

lim
l!1

P .� � �lax.n; l; d
0; f / has property (T)/ D 1:

Proof. Let C D maxi jkiC1 � ki j, and choose f D f .l/ such that f .l/ � C . For each l ,
choose ki.l/ such that l C f .l/� C � ki.l/ � l C f .l/. Then for sufficiently large l , and
for �l D hAn j Ri � �lax.n; l; d

0; f /, we see that for any d < d 00 < d 0, with probability
tending to 1 as l tends to infinity,

jR \ C.n; ki.l//j � .2n � 1/
d 00ki.l/ :

Hence, by choosing a random subset R0 � R \ C.n; ki.l// of size .2n� 1/kd , and setting
� 0
i.l/
WD hAn j R

0i, we see that there exists an epimorphism � 0
i.l/

� �l , and � 0
i.l/
�

�.n; ki.l/; d /. Since � 0
i.l/

has property (T) with probability tending to 1 as i.l/ tends to
infinity, and property (T) is preserved by epimorphisms, the result follows.

However, we note that the question of property (T) remains open for the strict model.
If limk!1 P .� � �.n; k; d/ has property (T)/ D 1, then we must also have that

lim
pi!1

P .� � �.n; pi ; d / has property (T)/ D 1;

where pi denotes the i -th prime. Since the results of [13, 27] do not apply in this regime,
we are inspired to further analyse the question of property (T) for �.n; k; d/.

We now briefly explain the approach taken by [13, 27] to prove their theorem. Firstly,
one takes n � 2, d > 1=3, and considers �m � �.m; 3; d/. It can then be proved that

lim
m!1

P .�m has property (T)/ D 1:

The proof of the above is very involved, and requires passing via an alternate model,
the permutation model: we omit the definition of this model as we do not require it.

One fixes d 0>d and finds for each k an integerm.k;n/ and a surjection �m.k;n/�� 0
k

,
where � 0

k
��.n;3k.m;n/;d 0/ (technically this is a surjection onto a finite index subgroup

of � 0
k

). The result then follows by preservation of property (T) under epimorphisms and
taking finite index extensions.

A natural approach to extend the results to the strict model using the techniques of
Żuk and Kotowski–Kotowski would be to fix l � 3, let �.m;l/ � �.m; l; d/, and consider
m!1. Then for each n � 2 and k � 3, find an integer m.k; l; n/ and

� 0k � �.n; lk; d
0/
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with �.m.k;l;n/;l/ � � 0
k.m;n;l/

, as in [15]. However, if we consider the model �.n;pi ; d 0/,
then we must have in the above that lk D pk , where pk is the k-th prime number, which
necessarily forces m.k; l; n/ D n, and therefore we cannot use statements of the form
limm!1 P .�m has property (T)/, as m must be bounded.

To address this, we therefore must deal with the model �.n; k; d/ directly. The ap-
proach is to use the works of Ballmann–Świątkowski [4] and Żuk [26] (cf. [27]), in which
a spectral condition for property (T) was provided independently. This will be used to
provide an alternate criterion for property (T) in terms of the first eigenvalue of a graph
we define relative to � , �k.�/. A similar graph was used in the case of k D 0 mod 3 by
Drutu–Mackay [7]. The bulk of this text then analyses the eigenvalues of these random
graphs.

The following completes the analysis of property (T) in �.n; k; d/ for d > 1=3.

Theorem B. Let n � 2, d > 1=3, and let �k � �.n; k; d/. Then

lim
k!1

P .�k has property (T)/ D 1:

Note that this immediately implies for any infinite sequence, ¹kiºi , of increasing pos-
itive integers, and �i � �.n; ki ; d / that

lim
i!1

P .�i has property (T)/;

so that we immediately recover the results of [13, 27].
We note that we could also consider the case of d ! 1=3 in a manner similar to that

of [1]. For n� 2, k � 3, and 0<p < 1, we can define the random group model �p.n;k;p/:
let � D hAn j Ri, whereR is obtained by adding each word in C.n; k/ with probability p.
Since property (T) is an increasing property (one preserved by epimorphisms), it is easy to
switch between �p.n; k; p/ and �.n; k; .2n � 1/kp/ in a manner analogous to switching
between the Erdös–Rényi random graph G.m; p/ and the random graph G.m;M/, since
the number of relators inR is jRj D .1C o.1//.2n� 1/kp almost surely, for p sufficiently
large. In fact, we do analyse property (T) in �p.n; k; p/ in Theorem 6.2, and then use
this to prove Theorems A and B. However, we believe that the notation and constants
involved in the statement of Theorem 6.2 add unnecessary complexity to the statement of
Theorem B, and so we leave this to Section 6.

Indeed, random groups exhibit many interesting properties, depending on the density
chosen. All of the following statements hold asymptotically almost surely, i.e., with prob-
ability tending to 1. Firstly, a random group in the density model at density d < 1=2 is
hyperbolic and torsion-free [11] (cf. [19]). This argument also transfers to the k-angular
model [3]: see [16] for the case of k D 4, as well as a generalisation of the argument to
a wider class of diagrams. In the opposite direction to property (T), there are many res-
ults known about the lack of property (T) in various models of random groups. Groups in
the density model are virtually special for d < 1=6 [21] and contain a free codimension-1
subgroup for d < 5=24 [14]. As observed in [18], this implies that for any k � 3, a random
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group in the k-angular model at density d < 5=24 does not have property (T). Groups in
the triangular model are free at densities less than 1=3 [1], groups in the square model
are free at densities less than 1=4 [16], and groups in the k-angular model are free for
d < 1=k [3]. Furthermore, groups in the square model are virtually special for d < 1=3
[8, 17] and contain a codimension-1 subgroup for d < 3=8 [18]. Finally, groups in the
hexagonal model contain a codimension-1 subgroup for d < 1=3 and have property (T)
for d > 1=3 [18].

1.2. Structure of the paper and some notation

The idea of the proof is the following: for a finitely presented group � , we find a graph
�.�/, and using [4, 26], we prove that if �1.�.�// > 1=2, then � has property (T). This
graph loosely corresponds to the ‘link of depth k=3’ of the presentation complex for � .
For random groups, this graph �.�/ can be written as the union of a graph †2 and two
bipartite graphs †1, †3. If we allowed all freely reduced words as relators, then these
graphs would have the marginal distributions of Erdös–Rényi random graphs. Since we
restrict to only having cyclically reduced words as relators, these graphs will not allow
some edges, and so will have the marginal distributions of reduced random graphs. We
need to analyse the eigenvalues of these graphs, and then prove the union of these graphs
has high eigenvalue with large probability.

The paper is structured as follows. Sections 2 introduces some relevant graph theoretic
definitions, and in Section 3, we provide a spectral criterion for property (T), related to the
graph�k . Sections 4 and 5 are more geared towards graph theory, and allow us to analyse
the eigenvalues of specific random graphs. In Section 6, we apply these results to prove
the main theorems of this paper.

We now briefly discuss some notation and assumptions. We are dealing with asymp-
totics, and so we frequently arrive at situations where m is some parameter tending to
infinity that is required to be an integer: if m is not integer, we will implicitly replace it
by bmc. Since we are dealing with asymptotics, this does not affect any of our arguments.

Definition 1.1. Suppose thatm1WN ! N is a function such thatm1.n/!1 as n!1.
We will write m2 D m2.m1.n// to mean that m2.n/ D f .m1.n// for some function f ,
and furthermore, f .m1.n//!1 as n!1. In particular, m2 only depends on m1, and
tends to infinity as m1 tends to infinity.

The following are standard.

Definition 1.2. Let f; gWN ! RC be two functions. We write

(1) f D o.g/ if f .m/=g.m/! 0 as m!1,

(2) f D O.g/ if there exists a constant N � 0 and M � 1 such that f .m/ � Ng.m/
for all m �M ,

(3) f D �.g/ if g D o.f /.

We write f D om.g/ etc. to indicate that the variable name is m.
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Note that typically we will deal with functions m2 D m2.m1/, and f D f .m1; m2/.
We will write f D om1.g/ etc. to mean that the function f 0.m1/ D f .m1; m2.m1// D
om1.g

0.m1//, where g0.m1/ D g.m1; m2.m1//.

Definition 1.3. Let M.m/ be some model of random groups (or graphs) depending on
a parameterm, and let P be a property of groups (or graphs). We say that P holds asymp-
totically almost surely with m (a.a.s. .m/) if

lim
m!1

P .G �M.m/ has P / D 1:

Again, typically we will have deal with cases wherem2Dm2.m1/ is fixed, M.m1;m2/

is some model of random groups (or graphs) depending on parametersm1 andm2, and P

is a property of groups (or graphs). We say that P holds asymptotically almost surely
with .m1/ (a.a.s. .m1/) if

lim
m1!1

P .G �M.m1; m2.m1// has P / D 1:

Typically, we will only use the above in proofs or in the statements of auxiliary technical
lemmas.

Finally, we will often be working with bipartite graphs: the vertex partition of a bipart-
ite graph G will always be written V.G/ D V1.G/ t V2.G/.

2. Graphs and eigenvalues

In this short section, we provide some definitions that will be central throughout.

Definition 2.1. A multiset M is a pair M D .A; �M /, where A is a set and �WA! N
is a set function. We call A the universe of M and �M its multiplicity. Typically, in an
abuse of notation, we writeM D .M;�M / to be a multiset, where we viewM as both the
underlying universe, and the multiset.

Let M D .A; �/; N D .B; �/ be multisets. The sum of M and N is the multiset
defined by

M ]N WD .A [ B;�C �/;

where we extend �jBnA WD 0, �jAnB WD 0.

Definition 2.2. A graph is a pair G D .V; E/, where V is the set of vertices, and E D
.E; �E / is a multiset. We typically refer to E as the set of edges, which consists of
unordered pairs of the form ¹u; vº, for u; v 2 V . Note that here we allow pairs ¹u; uº.
An edge ¹u; vº is said to join the vertices u and v. We refer to �E .¹u; vº/ as the number
of edges joining u and v.

Definition 2.3. Let G D .V; E/, G0 D .V 0; E 0/. The union of G and G0 is the graph
G [G0 WD .V [ V 0; E ]E 0/.
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Let G D .V; E/ be a graph with vertex set V D ¹v1; : : : ; vmº. The adjacency mat-
rix of G, A.G/, is the m � m matrix with A.G/i;j defined to be the number of edges
between vi and vj , i.e., A.G/i;j D �E .¹vi ; vj º/. The degree matrix of G, D.G/, is
the diagonal matrix with entriesD.G/i;i D deg.vi / WD

P
vj
�E .¹vi ; vj º/. The Laplacian

of G, L.G/, is defined by

L.G/ D I �D�1=2AD�1=2:

We note that L.G/ is symmetric positive semi-definite, with eigenvalues

0 � �0.L.G// � �1.L.G// � � � � � �m�1.L.G// � 2:

For i D 1; : : : ; m, we define �i .G/ WD �i .L.G//.
We note the following lemma, commonly known as Weyl’s inequality, which will also

be of frequent use. If A is a symmetric real m � m matrix, then A has real eigenvalues,
which we order by �0.A/ � �1.A/ � � � � � �m�1.A/. We define the reverse ordering of
eigenvalues �1.A/ � �2.A/ � � � � � �m.A/, i.e., �i .A/ D �m�i .A/.

Lemma 2.4 (Weyl’s inequality [25]). Let A and B be symmetric m � m real matrices.
For i D 1; : : : ; m, �i .A/C �m.B/ � �i .AC B/ � �i .A/C �1.B/.

We also make the following remarks.

Remark 2.5. Let M be a symmetric n � n matrix. For i D 1; : : : ; n,

�i .�M/ D ��nC1�i .M/:

This follows as ¹�i .�M/W 1 � i � nº D ¹��i .M/W 1 � i � nº, and �1.M/ � �2.M/ �

� � � � �n.M/, so that ��1.M/ � ��2.M/ � � � � � ��m.M/.

Remark 2.6. Let G be a graph. For i D 0; : : : ; jV.G/j � 1,

�i .G/ D 1 � �iC1.D.G/
�1=2A.G/D.G/�1=2/

since L.G/ D I �D.G/�1=2A.G/D.G/�1=2, so that

¹�i .L.G//W0� i � jV.G/j � 1ºD ¹1��j .D.G/
�1=2A.G/D.G/�1=2/W1� j � jV.G/jº;

and

1 � �1.D.G/
�1=2A.G/D.G/�1=2/ � 1 � �2.D.G/

�1=2A.G/D.G/�1=2/ � � � �

� 1 � �jV.G/j.D.G/
�1=2A.G/D.G/�1=2/:

3. A spectral criterion for property (T)

In this section, we deduce a spectral criterion for property (T): we first remind the reader
of some of the relevant definitions. We focus only on finitely generated discrete groups:
for a further exposition the reader should see, for example, [5].
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Let � be a finitely generated group with finite generating set S , let H be a Hilbert
space, and let � W� ! U.H / be a unitary representation of � . We say that � has almost-
invariant vectors if for every " > 0, there is some non-zero u" 2 H such that for every
s 2 S , k�.s/u" � u"k < "ku"k.

Definition 3.1. We say that � has property (T) if for every Hilbert space H , and for every
unitary representation � W � ! U.H / with almost-invariant vectors, there exists a non-
zero invariant vector for � .

It is standard that the choice of generating set does not matter. We now note the follow-
ing well-known results concerning property (T): for proofs see, for example, [5]. We will
use these results implicitly throughout.

Lemma 3.2. Let � be a finitely generated group, and let H be a finite index subgroup
of � . Then � has property (T) if and only if H has property (T).

Lemma 3.3. Let � be a finitely generated group with property (T) and let � 0 be a homo-
morphic image of � . Then � 0 has property (T).

3.1. A spectral criterion for property (T)

Now, let � D hAn j Ri be a finite presentation of a group. Let Rk be the set of words in R
of length k. Define the graph �3.An j R/ by

V.�3.An j R// D An t A
�1
n

and for each relator r D r1r2r3 2 R3 add the edges

.r1; r
�1
3 /; .r2; r

�1
1 /; .r3; r

�1
2 /:

The use of this graph is the following, proved independently by [26] (cf. [27]) and [4].
The result is often stated for a model of�3 without multiple edges, and is often known as
Żuk’s criterion for property (T).

Theorem 3.4 ([4, 26]). Let � D hAn j Ri be a finite presentation. If �1.�3.An j R// >
1=2, then � has property (T).

We now apply this to recover an alternate spectral criterion for property (T). However,
before we introduce the graph �k , we first note a result regarding finite index subgroups
of free groups. For the free group Fn WD F.An/ and l � 1, we define W.n; l/ to be the set
of freely reduced words of length l in Fn. We now prove that these sets always generate
finite index subgroups of Fn.

Lemma 3.5. Let l � 1. Then ŒFn W hW.n; l/i� <1.

(In fact, it is easily seen that ŒFn W hW.n; l/i� � 2.)
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Proof. Note that W.n; l/ D Sl .Fn/, the sphere of radius l in Fn. Hence

ŒFn W hW.n; l/i� � jBFn.id; l � 1/j D 2n.2n � 1/
l�2;

since Fn D BFn.id; l � 1/hSl .Fn/i.

We now introduce the graph to which our spectral criterion will apply.

Definition 3.6. Let G D hAn j Ri be a finite presentation of a group and let k � 3. We
define the graph �k.An j R/, as follows, depending on k mod 3:

• k D 0 mod 3. Let V.�k.An j R// DW.n; k=3/. For each relator r D r1 : : : rk 2 Rk ,
write r D rxryrz with rx ; ry ; rz 2 W.n; k=3/, and add the edges

.rx ; r
�1
z /; .ry ; r

�1
x /; .rz ; r

�1
y /:

• k D 1 mod 3. Let �k.An j R/ be the graph with

V.�k.An j R// D W
�
n;
k � 1

3

�
tW

�
n;
k C 2

3

�
:

For each relator r D r1 : : : rk 2 Rk , write r D rxryrz with rx ; ry 2 W.n; .k � 1/=3/

and rz 2 W.n; .k C 2/=3/, and add the edges

.rx ; r
�1
z /; .ry ; r

�1
x /; .rz ; r

�1
y /:

• k D 2 mod 3. Let �k.An j R/ be the graph with

V.�k.An j R// D W
�
n;
k � 2

3

�
tW

�
n;
k C 1

3

�
:

For each relator r D r1 : : : rk 2 Rk , write r D rxryrz with rx ; ry 2 W.n; .k C 1/=3/

and rz 2 W.n; .k � 2/=3/, and add the edges

.rx ; r
�1
z /; .ry ; r

�1
x /; .rz ; r

�1
y /:

We can prove the following result.

Lemma 3.7. Let � D hAn jRi be a finite presentation and let k � 3. If �1.�k.An jR// >
1=2, then � has property (T).

We note that this lemma is not particularly effective when given a specific finite
presentation of a group: for the above spectral condition to hold, we heuristically require
jRj � .2n � 1/.kC.�k mod 3//=3. However, this is exactly the regime we consider for ran-
dom groups.

Proof. We prove this for k D 2 mod 3; the other cases are similar. First, for ease, let
� 0 D hAn j Rki. Since � is a homomorphic image of � 0, it suffices to prove that � 0 has
property (T). Let �W Fn � � 0 be the canonical epimorphism induced by the choice of
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presentation for � 0. Let W D W.n; .k � 2/=3/ tW.n; .k C 1/=3/, W D �.W/, and let
H D hW i� 0 : by Lemma 3.5, we have that Œ� 0 W H� <1.

For each r 2 Rk , let us write r D rxryrz , where rx ; ry 2 W.n; .k C 1/=3/ and rz 2
W.n; .k � 2/=3/. Let T D ¹rxryrz W r 2 Rkº and let

z� WD F.W/=hhT ii D hW j T i:

It is clear that there is a surjective homomorphism  W z� � H , so that � 0 is virtually
a homomorphic image of z� . Next, we note that �k.An j R/ Š �3.W j T /. By The-
orem 3.4, if �1.�k.An j R// D �1.�3.W j T // > 1=2, then z� has property (T). Since
property (T) is preserved under epimorphisms and passing to finite index extensions, it
follows that if �1.�k.An j R// > 1=2, then � has property (T).

4. The spectral theory of almost regular graphs, Erdös–Rényi
random graphs, and the unions of regular graphs

In this section, we analyse the spectral theory of almost regular graphs, as well as some
results on the eigenvalues of Erdös–Rényi random graphs. We also prove a result con-
cerning the eigenvalues of the union of a well-connected graph and two bipartite graphs.
We first note the following lemma.

Lemma 4.1. Let G be a graph. Then maxi j�i .A.G//j � maxv2V.G/ deg.v/. If G is
bipartite, then

max
i
j�i .A.G//j � max

v2V1.G/
w2V2.G/

p
deg.v/ deg.w/:

Proof. The first result follows as kA.G/k1 D maxv2V.G/ deg.v/, and it is standard that
kA.G/k1 is an upper bound for the absolute values of the eigenvalues of A.G/.

The second inequality follows from, e.g., [12, (3.7.2)], as follows. In this case, we
have

A.G/ D

�
0 B

BT 0

�
for some matrix B . By definition, the set of eigenvalues of A are the set of singular values
of B , ¹�j .B/ºj . Therefore, maxi j�i .A.G//j D maxi j�i .B/j. By [12, (3.7.2)],

max
i
j�i .B/j �

p
kBk1kBk1 D max

v2V1.G/
w2V2.G/

p
deg.v/ deg.w/:

4.1. The spectra of almost regular graphs

We now analyse the spectra of almost regular graphs. These definitions are standard in
graph theory and appear, e.g., in [13].
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Definition 4.2 (Almost regular graphs). Let ¹Gmº1mD1 be a collection of graphs. We say
that the graphs Gm are almost dm-regular if for every Gm its minimum and maximum
degree are .1C om.1//dm.

Definition 4.3 (Almost regular bipartite graphs). Let ¹Gmº1mD1 be a collection of bipartite
graphs. We say that the graphsGm are almost .d .1/m ; d

.2/
m /-regular if for everyGm the min-

imum and maximum degree of vertices in V1.Gm/ are .1C om.1//d
.1/
m and the minimum

and maximum degree of vertices in V2.Gm/ are .1C om.1//d
.2/
m .

We note the following results.

Lemma 4.4 ([13, Lemma 4.4]). Let dm !1 and let Gm be almost dm-regular. Then

1

dm
�2.A.Gm// D .1C om.1//.1 � �1.Gm//:

In particular, if �2.A.Gm// D om.dm/, then �1.Gm/ D 1 � om.1/.

Lemma 4.5 ([13, Lemma 4.5]). Let Gm be an almost dm-regular graph, and let G0m be
a graph on the same vertex set whose maximum degree is om.dm/. Then

(i) Gm [G
0
m is almost dm-regular,

(ii) �1.Gm/ D �1.Gm [G0m/C om.1/.

Again, recall that �1.G/D 1��2.D�1=2AD�1=2/. We now prove the corresponding
result for bipartite graphs: our proofs differ from [13], and rely on Weyl’s inequality.

Lemma 4.6. Let d .1/m ; d
.2/
m ! 1, and let Gm be almost .d .1/m ; d

.2/
m /-regular. For i D

1; : : : ; jV.Gm/j,

1q
d
.1/
m d

.2/
m

�i .A.Gm// D �i .D
�1=2.Gm/A.Gm/D

�1=2.Gm//C om.1/:

In particular, if �2.A.Gm// D om.
q
d
.1/
m d

.2/
m /, then �1.Gm/ D 1 � om.1/.

Proof. As Gm is almost .d .1/m ; d
.2/
m /-regular, we see that for

A D A.Gm/ D

�
0 A1
AT
1 0

�
; D D D.Gm/;

there exists a matrix K with norm kKk1 D om.1/ such that

1q
d
.1/
m d

.2/
m

A D D�1=2AD�1=2 CK:

Since j�i .K/j � kKk1 D om.1/ for all i , the first statement of the lemma follows easily
by Weyl’s inequality. The second statement follows from Remark 2.6.
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Lemma 4.7. Let d .1/m ; d
.2/
m !1, and let Gm be almost .d .1/m ; d

.2/
m /-regular. Let G0m be

a bipartite graph on the same vertex set as Gm with the same vertex partitions such that
the maximum degree of v 2 Vi .G0m/ is om.d

.i/
m /. Then

(i) Gm [G
0
m is almost .d .1/m ; d

.2/
m /-regular,

(ii) �1.Gm/ D �1.Gm [G0m/C om.1/.

Proof. Part (i) is immediate. For part (ii), we see that A.Gm [G0m/ D A.Gm/C A.G
0
m/:

since the maximum degree of a vertex v 2 Vi .G0m/ D Vi .Gm/ is o.d .i/m /, we have by
Lemma 4.1 that

max
i
j�i .A.G

0
m//j � om.

q
d
.1/
m d

.2/
m /;

and hence

max
i

ˇ̌̌
�i

� 1q
d
.1/
m d

.2/
m

A.G0m/
�ˇ̌̌
D om.1/:

By Weyl’s inequality,

�2

� 1q
d
.1/
m d

.2/
m

.A.Gm/C A.G
0
m//

�
� �2

� 1q
d
.1/
m d

.2/
m

A.Gm/
�
C �1

� 1q
d
.1/
m d

.2/
m

A.G0m/
�

D �2

� 1q
d
.1/
m d

.2/
m

A.Gm/
�
C om.1/:

Similarly,

�2

� 1q
d
.1/
m d

.2/
m

.A.Gm/C A.G
0
m//

�
� �2

� 1q
d
.1/
m d

.2/
m

A.Gm/
�
C om.1/;

and the result follows by Remark 2.6 and Lemma 4.6.

4.2. Almost regularity of Erdös–Rényi random graphs and their eigenvalues

In this section, we introduce some models of random graphs, and then prove they are
almost regular.

Definition 4.8 (Erdös–Rényi random graph). Letm� 1, 0 < p WD p.m/ < 1. The Erdös–
Rényi random graph G.m; p/ is the random graph model with vertex set ¹u1; : : : ; umº
and edge set obtained by adding each edge ¹ui ; uj º independently with probability p. For
a random graph G, we write G � G.m; p/ to indicate that the distribution of G is that of
G.m; p/.
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Definition 4.9 (Erdös–Rényi random bipartite graph). Let m1; m2 � 1 and let 0 < p WD
p.m1; m2/ < 1. The Erdös–Rényi random bipartite graph G.m1; m2; p/ is the random
bipartite graph model with vertex set V1 D ¹u1; : : : ; um1º, V2 D ¹v1; : : : ; vm2º, and edge
set obtained by adding each edge ¹ui ; vj º independently with probability p.

Given a model of random graphs M, and a random matrix M , we write M � A.M/

to indicate that the distribution of M is the same as that obtained by sampling a graph
G �M and then taking its adjacency matrix.

We now analyse the regularity of random bipartite graphs. For this we will use the
Chernoff bounds: for X � Bin.n; p/ and ı 2 Œ0; 1�,

P .jX � npj � ınp/ � 2 exp
�
�
npı2

3

�
:

Lemma 4.10. Let m2 D m2.m1/ and p D p.m1; m2/ D p.m1/ be such that

min¹m1; m2ºp D �m1.log max¹m1; m2º/:

Then a.a.s. .m1/ G.m1; m2; p/ is almost .m2p;m1p/-regular.

Proof. First notem2p�! logm1 andm1p�! logm2 for some!!1 asm1 !1. Let
G �G.m1;m2;p/. Let v 2V1.G/,w 2V2.G/. Note that E.deg.v//Dm2p, E.deg.w//D
m1p, and Var.deg.v//Dm2p.1�p/, Var.deg.w//Dm1p.1�p/. Let "D!�1=3. By the
Chernoff bounds, for a fixed vertex v in V1,

P .j deg.v/ �m2pj � "m2p/ � 2 exp
�
�
"2m2p

3

�
:

Hence the probability that there exists a vertex in V1 with degree too large or small is

P .9 v 2 V1W j deg.v/ �m2pj � "m2p/

� 2m1 exp
�
�
"2m2p

3

�
� 2m1 exp

�
�
!1=3 logm1

3

�
D 2m

��m1 .1/

1 :

Similarly,

P .9w 2 V2W j deg.w/ �m1pj � "m1p/

� 2m2 exp
�
�
"2m1p

3

�
� 2m2 exp

�
�
!1=3 logm2

3

�
D 2m

��m1 .1/

2 :

Therefore, we immediately see the following.

Lemma 4.11. Let m2 D m2.m1/ and p D p.m1/ be such that

min¹m1; m2ºp D �m1.log max¹m1; m2º/:

Then a.a.s. .m1/

�1.A.G.m1; m2; p/// � Œ1C om1.1/�p
p
m1m2:
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Proof. According to Lemma 4.10, a.a.s. .m1/ the maximum degree of a vertex in V1
is .1 C om1.1//m2p, and the maximum degree of a vertex in V2 is .1 C om1.1//m1p.
By Lemma 4.1,

max
i
j�i .A.G.m1; m2p///j � max

v2V1.G/
w2V2.G/

p
deg.v/ deg.w/ � Œ1C om1.1/�

p
m1m2p2

with probability tending to 1 as m1 tends to infinity.

Similarly, we can deduce that the Erdös–Rényi random graph is almost regular.

Lemma 4.12. Let m � 1 and p D p.m/ be such that mp D �m.logm/. Then a.a.s. .m/
G.m; p/ is almost mp-regular.

We now note some results on the eigenvalues of Erdös–Rényi random graphs. The
eigenvalues ofG.m;p/were first analysed in [10]: we use the following result, due to [10]
(an extension to a more general model can be found in [6]).

Theorem 4.13 ([10, Theorem 1]). Let p > 0 be such that mp D �m.log6.m//, and let
G � G.m; p/. Then a.a.s. .m/,

max
i¤1
j�i .A.G//j � 2Œ1C om.1/�

p
mp;

max
i¤0
j1 � �i .G/j D om.1/:

The eigenvalues of the bipartite version,G.m1;m2; p/ were analysed far more recent-
ly: see, e.g., [2, Theorem A].

Theorem 4.14. Let m1 � 1, m2 D m2.m1/, and let p D p.m1/ be such that m1p D
�.log6m1/, m2p D �.log6m2/. Let G � G.m1; m2; p/. Then with probability tending
to 1 as m1 tends to infinity:

max
i¤0;m1Cm2�1

j1 � �i .G/j D om1.1/:

4.3. Spectra of unions of regular graphs

The purpose of this subsection is to analyse the spectral distribution of unions of three
graphs with relatively high first eigenvalue. This is already known when all three graphs
share the same vertex set.

Lemma 4.15 ([27, p. 665]). Let G1, G2, G3 be d -regular graphs on the same vertex set,
and suppose �1.Gi / > 1 � c for each i . Then

�1.G1 [G2 [G3/ � 1 � c:

We now wish to extend this to the case where the graphs are relatively well connected,
and they do not share the same vertex set. We first recall (a partial consequence of) the
Courant–Fischer theorem as follows.
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Theorem 4.16 (Courant–Fischer theorem). LetM be a symmetricm�mmatrix with first
eigenvalue �1.M/ and corresponding eigenvector e. Then

�2.M/ D max
x?e
kxkD1

hMx;xi D max
x?e

hMx;xi

hx;xi
:

Hence we can prove the following (recall that for a bipartite graph G, V1.G/ and
V2.G/ are the vertex partitions of G).

Lemma 4.17. Let G1, G2, G3 be graphs such that

(i) G2, G3 are bipartite, V.G1/ D V1.G2/ D V1.G3/, V2.G2/ D V2.G3/,

(ii) G1 is 2d1-regular, and G2, G3 are .d1; d2/-regular,

(iii) for i D 1; 2; 3, there exists 0 � ci < 1 with �1.Gi / � 1 � ci .

Then

�1.G1 [G2 [G3/ � 1 �

p
2c1 C c2 C c3

2
p
2

:

Proof. Let 1l be the all 1’s vector with l entries, and let G D G1 [ G2 [ G3. Let V1 D
V.G1/ D V1.G2/ D V1.G3/ and V2 D V2.G2/ D V2.G3/. Let m1 D jV1j and m2 D
jV2j. For i D 1; 2; 3, let ƒi D D

�1=2
i AiD

�1=2
i , where Di D D.Gi /, Ai D A.Gi / (here

we view G1 as a graph on V1 t V2). Let D D D.G/, A D A.G/, and consider ƒ D
D.G/�1=2A.G/D.G/�1=2, so that

ƒ D
1

2
ƒ1 C

1

2
p
2
ƒ2 C

1

2
p
2
ƒ3;

where each of ƒ, ƒ1, ƒ2, ƒ3 is symmetric and hence self-adjoint. We remark again that
�2.ƒi / D 1 � �1.Gi /. We also note that m2d2 D m1d1, so that d2 D m1d1=m2.

Now, we consider the first eigenvalues of the matrices ƒ and ƒi . The eigenvector
corresponding to �1.ƒ/ D 1 is

D1=21m1Cm2 D

 
2
p
d11m1

p
2d21m2

!
:

The eigenvector corresponding to �1.ƒ2/ D 1 and �1.ƒ3/ D 1 is

D
1=2
2 1m1Cm2 D D

1=2
3 1m1Cm2 D

 p
d11m1
p
d21m2

!
:

The eigenvector corresponding to �1.ƒ1/ D 1 is

D
1=2
1 1m1Cm2 D

�p
2d11m1
0

�
:
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Let � be a vector with k�k D 1, � �D1=21m1Cm2 D 0, and �2.ƒ/ D hƒ�;�i, which
exists by the Courant–Fischer theorem. We may write

� D

�
˛1m1 C u

ˇ1m2 C v

�
;

where u � 1m1 D v � 1m2 D 0. As

� �D1=21m1Cm2 D 2
p
d1˛m1 C

p
2d2ˇm2 D 2

p
d1˛m1 C

s
2d1m1

m2
ˇm2;

we see

ˇ D
�
p
2m1˛
p
m2

:

Let

�1 D

�
˛1m1
ˇ1m2

�
; �2 D

�
u

v

�
;

so that �1 �D
1=21m1Cm2 D �2 �D

1=21m1Cm2 D 0. Write  Dk�1k
2 with k�2k

2D 1�  .
Note that

 D ˛2m1 C ˇ
2m2 D 3˛

2m1;

so that 3˛2m1 � 1. We now calculate

hƒ1�1;�1i D

�
˛1m1
0

�
�

�
˛1m1
ˇ1m2

�
D ˛2m1:

Furthermore,

hƒ1�1;�2i D

�
˛1m1
0

�
�

�
u

v

�
D ˛1m1 � u D 0:

Since ƒ1 is self-adjoint, h�1; ƒ1�2i D hƒ1�1;�2i D 0. Also, since u �D1=2
1 1m1 D 0,

we have by the Courant–Fischer theorem,

hƒ1�2;�2i D hƒ
0
1u;ui � �2.ƒ1/kuk

2
D c1kuk

2
� c1k�2k

2
D c1.1 � /;

where ƒ01 is D.G1/�1=2A.G1/D.G1/�1=2, with G1 considered as a graph on the vertex
set V1.

We now perform the same calculations for ƒ2. Firstly, for some matrix B2,

ƒ2�1 D
1

p
d1d2

�
0 B2
BT
2 0

��
˛1m1
ˇ1m2

�
D

0@ˇqd1
d2
1m1

˛
q
d2
d1
1m2

1A D 0@ˇqm2
m1
1m1

˛
q
m1
m2
1m2

1A ;
so that

hƒ2�1;�1i D

0@ˇqm2
m1
1m1

˛
q
m1
m2
1m2

1A � �˛1m1
ˇ1m2

�
D 2˛ˇ

p
m1m2:
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Next, by the Courant–Fischer theorem, hƒ2�2;�2i � c2k�2k
2 D c2.1 � / (since �2 �

D
1=2
2 1m1Cm2 D 0). Furthermore,

hƒ2�1;�2i D

0@ˇqm2
m1
1m1

˛
q
m1
m2
1m2

1A � �u
v

�
D ˇ

r
m2

m1
1m1 � uC ˛

r
m1

m2
1m2 � v D 0;

since 1m1 � uD 1m2 � v D 0. Finally, sinceƒ2 is symmetric and hence self-adjoint, we see
that

hƒ2�2;�1i D h�2; ƒ2�1i D 0:

We can perform similar calculations for ƒ3. Putting this all together, we have

hƒ1�;�i � ˛
2m1 C c1.1 � /;

hƒ2�;�i � 2˛ˇ
p
m1m2 C c2.1 � /;

hƒ3�;�i � 2˛ˇ
p
m1m2 C c3.1 � /:

We calculate
1
p
2
˛ˇ
p
m1m2 D �˛

2

r
m1

m2

p
m1m2 D �˛

2m1:

Therefore,

hƒ�;�i D
1

2
hƒ1�;�i C

1

2
p
2
hƒ2�;�i C

1

2
p
2
hƒ3�;�i

�
1

2
c1.1 � /C

1

2
˛2m1 C

1
p
2
˛ˇ
p
m1m2 C

1

2
p
2
c2.1 � /

C
1
p
2
˛ˇ
p
m1m2 C

1

2
p
2
c3.1 � /

D
1

2
˛2m1 � 2˛

2m1 C
1 � 

2
p
2
.
p
2c1 C c2 C c3/

D
�3

2
˛2m1 C

1 � 

2
p
2
.
p
2c1 C c2 C c3/

D �
1

2
 C

1 � 

2
p
2
.
p
2c1 C c2 C c3/ �

p
2c1 C c2 C c3

2
p
2

;

since 0 �  � 1.
Since � was chosen with �2.ƒ/ D hƒ�; �i, we see that �2.ƒ/ � .

p
2c1 C c2 C

c3/=.2
p
2/, and hence

�1.G/ D 1 � �2.ƒ/ � 1 �

p
2c1 C c2 C c3

2
p
2

:

Lemma 4.18. Let Gi , ci be as above. Suppose c1 D ", c2 D c3 D " C 1=3 for some
" < 1=100. Then

�1.G1 [G2 [G3/ �
3

4
:
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Proof. We may apply Lemma 4.17 to deduce that

�1.G1 [G2 [G3/ � 1 �
.
p
2C 2/"C 2=3

2
p
2

� 1 �
2=3C .2C

p
2/=100

2
p
2

�
3

4
:

5. The spectrum of reduced random graphs

We have almost understood the spectral distribution of �k.An j R/ for hAn j Ri in the
�.n;k;d/model. However, there is one small complication which arises from the fact that
we insist upon using cyclically reduced words as relators: the random graphs �k.An j R/
will not allow edges between certain types of words. Therefore, we need to introduce
a slightly altered model of random graphs.

Some of the results contained within this section are already known. Indeed, [7, Sec-
tions 11 and 12] provides far more general results concerning the eigenvalues of reduced
random graphs: we provide alternate proofs of the results we require (again we stress that
the results of [7] are far more general than the results we obtain) as the proofs provide
an introduction to the proof strategies of alternate results we require that are not covered
by [7]. We indicate in the text the results already known.

5.1. Reduced random graphs

Definition 5.1. Fix n; l � 1, and let 0 < p < 1. For i D 1; : : : ; n, let aiCn WD a�1i , and
for i D 1; : : : ; 2n, let

Si D ¹w1 : : : wl 2 W.n; l/Ww1 D aiº D
®
.w1 : : : wl /

�1
2 W.n; l/Wwl D a

�1
i

¯
:

For v 2W.n; l/, let i.v/ be the unique integer such that v 2 Si.v/. The reduced random
graph Red.n; l; p/ is the random graph with vertex set W.n; l/, and edge set constructed
as follows.

Let i D 1; : : : ; 2n. For each pair of vertices v;w 2W.n; l/, add (each of) the directed
edges:

• .v; w/ labelled by i.v/ with probability p.v;w/,

• .w; v/, labelled by i.w/ with probability p.w; v/, where

p.s; t/ D

´
p if i.s/ ¤ i.t/;

0 if i.s/ D i.t/:

Note that jW.n; l/j D 2n.2n � 1/l�1. Furthermore, we can break Red.n; l; p/ into
a union of graphs Ri , where for i D 1; : : : ; 2n, each Ri is a bipartite graph with vertex
set V1 D Si , V2 D W.n; l/ n Si , and each edge is added with probability p. Note that
Ri � G..2n � 1/

l�1; .2n � 1/l ; p/; therefore, for large p, a.a.s. each graph Ri is almost
..2n � 1/l�1p; .2n � 1/lp/-regular. Hence for large p a.a.s. the graph Red.n; l; p/ is
almost 2.2n � 1/lp-regular. Next we prove the following.
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Lemma 5.2. Let n; l � 1, let p be such that .2n � 1/lp D �l .log6.2n � 1/l /, and let
G � Red.n; l; p/. There exists a random graph

G0 � G.2n.2n � 1/l�1; 2p � p2/

such that a.a.s. .l/,

�1.A.G/ � A.G
0// � Ol

�
max

®
l; .2n � 1/lp2;

q
.2n � 1/l�1p

¯�
:

Proof. Let †i be the random graph with vertex set Si and each edge added with probab-
ility 2p.1� p/, so that†i � G..2n� 1/l�1; 2p � p2/. By our assumptions on p, we see
by Theorem 4.13 that a.a.s. .l/ for all i (there are 2n such i , so we take the intersection of
the 2n events)

max
j¤1
j�j .A.†i //j � Ol .

q
.2n � 1/l�1p/:

Let H D
S
i .Ri [ †i /. The probability that at least one edge connects two vertices

v; w 2 Si is 2p � p2. If v 2 Si and w 2 Sj for i ¤ j , the probability that at least one
edge connects v and w is 1 � .1 � p/2 D 2p � p2. Hence, by collapsing duplicate edges
in H , we obtain G0 � G.2n.2n � 1/l�1; 2p � p2/. Next, note that

A.G0/ D A.G/C
X

Ai CK;

where K takes into account the double edges obtained from the unions, and Ai is the
adjacency matrix of the graph Gi which has vertex set V.G/ and edge set E.†i /. Since
the edge sets of each †i are pairwise disjoint, one can easily see that �1.�

P
Ai / D

maxi �1.�Ai /.
The matrix K is the adjacency matrix of a random graph where edges are added

with probability 0 or p2. Using the Chernoff bounds for the degrees, we can see that
if .2n � 1/lp2 D �l .l/, then a.a.s. .l/ kKk1 D Ol ..2n � 1/lp2/. Otherwise, we may
deduce that kKk1 D Ol .log.2n � 1/l / D Ol .l/.

Hence by Weyl’s inequality,

�1.A.G/ � A.G
0// D �1

�
�K �

X
Ai
�
� �1.�K/C �1

�
�

X
Ai
�

D Ol
�
max

®
kKk1; �1

�
�

X
Ai
�¯�

D Ol
�
max

®
kKk1;max

i
¹�1.�Ai /º

¯�
� Ol

�
max

®
l; .2n � 1/lp2;

q
.2n � 1/l�1p

¯�
:

Similarly, we define the following.

Definition 5.3. Fix n � 1, l � 3, 0 < p < 1. Let aiCn WD a�1i . For i D 1; : : : ; 2n, let

S 0i D ¹w1 : : : wl 2 W.n; l/Ww1 D aiº;

T 0i D
®
.w1 : : : wlC1/

�1
2 W.n; l C 1/WwlC1 D a

�1
i

¯
:



C. J. Ashcroft 1344

The reduced random bipartite graph BRed.n; l; p/ is the random graph with vertex set
V1 D W.n; l/, V2 D W.n; l C 1/, and for each v 2 S 0i and vertex w 2 V2 � T 0i , the edge
.v;w/ is added with probability p. The graph BRi is the random bipartite graph obtained
as a subgraph with vertex set V1 D S 0i and V2 D W.n; l C 1/ n T 0i .

Again, for large p the graph BRed.n; l; p/ is almost ..2n � 1/lC1p; .2n � 1/lp/-
regular. We can approximate this graph by an Erdös–Rényi random bipartite graph, simil-
arly to the case of Red.n; l; p/.

Lemma 5.4. LetG �BRed.n; l;p/, where .2n� 1/lpD�l .log.2n� 1/l /. There exists
a random graph G0 � G.2n.2n � 1/l�1; 2n.2n � 1/l ; p/ such that a.a.s. .l/,

�1.A.G/ � A.G
0// � .1C ol .1//.2n � 1/

l�1=2p:

Proof. This follows similarly to the proof of Lemma 5.2 for Red.n; l; p/.
For i D 1; : : : ; 2n, let †i be the random graph with vertex set V1 D Si , V2 D Ti and

each edge added with probability p, so that †i � G..2n � 1/l�1; .2n � 1/l ; p/.
Then

G0 D G [
[
i

†i � G.2n.2n � 1/
l�1; 2n.2n � 1/l ; p/:

We see that �1.A.G/ � A.G0// D �1.�
P
i Ai /, where Ai is the adjacency matrix

of the graph with vertex set V.G/ and edge set E.†i /. Since the edge sets of the †i are
pairwise disjoint (and the graphs are bipartite, so their spectrum is symmetric around 0),
we see that

�1

�
�

X
i

Ai

�
� max

i
�1.�Ai / D max

i
�1.Ai / � .1C ol .1//.2n � 1/

l�1=2p;

by Lemmas 4.1 and 4.10.

We may analyse the eigenvalues of reduced random graphs as follows.

Lemma 5.5 ([7, Theorems 11.8 and 11.9]). Let n � 2, and p be such that p D ol .1/ and
.2n � 1/lp D �l .l

6/. Let G � Red.n; l; p/. Then a.a.s. .l/ �1.G/ � 1 � ol .1/.

Proof. Let G0 be the graph from Lemma 5.2, so that G0 � G.2n.2n � 1/l�1; 2p � p2/
and

�1.A.G/ � A.G
0// � Ol

�
max

®
l; .2n � 1/lp2;

q
.2n � 1/l�1p

¯�
:

LetD0 DD.G0/ and A0 D A.G0/. Note that G is almost 2.2n� 1/lp-regular, and hence,

�1.D
�1=2.A � A0/D�1=2/

� Ol

� 1C ol .1/
.2n � 1/lp

max
®
l; .2n � 1/lp2;

q
.2n � 1/l�1p

¯�
D ol .1/:
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Next, by our assumption on p,

2n.2n � 1/lp D �l .l
6/ D �l .log6 2n.2n � 1/l�1/;

so that by Theorem 4.13, a.a.s. .l/,

�2.D
0�1=2A0D0�1=2/ D ol .1/:

Next,

D.G/�1=2AD.G/�1=2 D
.2 � p/n

2n � 1
D0�1=2A0D�1=2 CK;

where kKk1 D ol .1/. Hence �1.K/ D ol .1/. Therefore, by Theorem 4.13 and Weyl’s
inequality, a.a.s. .l/

�2.D
�1=2AD�1=2/ D �2.D

�1=2A0D�1=2 CD�1=2AD�1=2 �D�1=2A0D�1=2/

� �2.D
�1=2A0D�1=2/C �1.D

�1=2.A � A0/D�1=2/

D �2

� .2 � p/n
2n � 1

D0�1=2A0D0�1=2 CK
�
C ol .1/

�
.2 � p/n

2n � 1
�2.D

0�1=2A0D0�1=2/C �1.K/C ol .1/

�
.2 � p/n

2n � 1
�2.D

0�1=2A0D0�1=2/C ol .1/ D ol .1/:

The result follows by Remark 2.6.

Lemma 5.6. Let n � 2, and p be such that p D ol .1/ and .2n � 1/lp D �l .l
6/. Let

G � BRed.n; l; p/. Then a.a.s. .l/

�1.G/ � 1 �
1

2n � 1
� ol .1/:

We note that we cannot prove that the above bound is sharp, but it is sufficient for our
needs.

Proof. Let G0 be the graph from Lemma 5.4 such that

G0 � G.2n.2n � 1/l�1; 2n.2n � 1/l ; p/;

and
�1.A.G/ � A.G

0// � .1C ol .1//.2n � 1/
l�1=2:

By Lemma 5.4,

�1.D
�1=2.A � A0/D�1=2/ � Œ1C ol .1/�

1

2n � 1
:

Next,

D.G/�1=2A0D�1=2 D
2n

2n � 1
D0�1=2A0D0�1=2 CK;
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where

K D

�
0 H

H T 0

�
and

p
kHk1kHk1 D ol .1/:

Hence �1.K/ D ol .1/. Therefore, by Theorem 4.14, and using Remark 2.6 and Weyl’s
inequalities similarly to the proof of Lemma 5.5,

�2.D
�1=2AD�1=2/ D �2.D

�1=2A0D�1=2 CD�1=2AD�1=2 �D�1=2A0D�1=2/

� �2.D
�1=2A0D�1=2/C �1.D

�1=2.A � A0/D�1=2/

� �2

� 2n

2n � 1
D0�1=2A0D0�1=2 CK

�
C

1

2n � 1
C ol .1/

�
2n

2n � 1
�2.D

0�1=2A0D0�1=2/C �1.K/C
1

2n � 1
C ol .1/

D
1

2n � 1
C ol .1/:

The result follows by Remark 2.6.

5.2. Regular subgraphs of random graphs

We now need an auxiliary result concerning regular subgraphs of random graphs. Recall
that a subgraph H of G is spanning if V.H/ D V.G/. We first note the following.

Theorem 5.7 ([23]). Supposemp D !.m/ log.m/ for some !.m/!1: Let ı � !�� for
some 0 < � < 1=2, and letG �G.m;p/. Then a.a.s. .m/,G contains a .1� ı/mp-regular
spanning subgraph.

We wish to prove the analogue for random bipartite graphs. We do this similarly to
[9, Theorem 1.4], which proves the result in the regime m1 D m2.

Theorem 5.8 ([9, Theorem 1.4]). Let m � 1 and p D p.m/ > 0 be such that mp D
!.m/ logm for some ! ! 1 as m ! 1. Let ı � !�� for some � < 1=2, and G �
G.m;m;p/. Then a.a.s. .m/ G contains a ..1� ı/mp; .1� ı/mp/-regular spanning sub-
graph.

In the k-angular model, we have m1 D m2=n, where n!1, so we need to extend
the above to a more general setting. We will use the following theorem, commonly known
as the Ore–Reyser theorem: see, for example, [22] or Tutte [24]. Recall that for a graphG,
and disjoint sets A; B � V.G/, we define eG.A; B/ to be the number of edges in G
between the sets A and B .

Theorem 5.9 (Ore–Reyser theorem). Let G be a bipartite graph and let d1; d2 � 0. The
graph G contains a .d1; d2/-regular spanning subgraph if and only if d1jV1j D d2jV2j,
and for all A � V1 and B � V2, d1jAj � eG.A;B/C d2.jV2j � jBj/.

Using the above, we can prove the following: this follows almost identically to the
proof of [9, Theorem 1.4], with very minor changes.
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Theorem 5.10. Let m2 D m2.m1/ � m1, and let p D p.m1/ > 0 be such that m1p D
!.m1/ logm2 for some ! !1 as m1 !1. Let ı � !�� for some � < 1=2, and G �
G.m1;m2;p/. Then a.a.s. .m1/ G contains a ..1� ı/m2p;.1� ı/m1p/-regular spanning
subgraph with probability greater than 1 �m

��m1 .1/

2 .

Again, the proof of this follows extremely similarly to the proof of [9, Theorem 1.4];
we include it for completeness.

Proof of Theorem 5.10. Let d1 D .1 � ı/m2p and d2 D .1 � ı/m1p. We wish to prove
that a.a.s. .m1/ for all A � V1 and B � V2:

0 � eG.A;B/C d2.m2 � jBj/ � d1jAj D eG.A;B/C d1.m1 � jAj �m1jBj=m2/:

If we are able to prove this, then we may conclude the desired result by the Ore–Reyser
theorem. Note that if jAj C m1jBj=m2 � m1, then we are immediately finished. Let us
suppose otherwise; we now analyse different cases.

To begin, let n1 WDm1= log logm1. We may now assume that jAj Cm1jBj=m2 >m1.
Suppose first that jAj � n1, then .m2.m1 � jAj/=m1/C 1� jBj �m2. Note that eG.A;B/
has the distribution Bin.jAjjBj; p/. We may apply the Chernoff bounds to deduce that

P .eG.A;B/ � .1 � ı/jAjjBjp/ � exp
�
�
ı2jAjjBjp

2

�
:

For

jAj D a � n1; jBj D b �
m2.m1 � a/

m1
;

and m1 sufficiently large, this is bounded above by

exp
�
�ı2am2.m1 � a/p=m1

2

�
� exp

�
am2p

�ı2.m1 � n1/

2m1

�
� exp

�
�ı2

m2ap

4

�
:

Therefore, the probability that there exist such sets with eG.A; B/ � .1 � ı/jAjjBjp is
bounded above by

n1X
aD1

m2X
bDm2

m1�a
m1
C1

�
m1

a

��
m2

b

�
e�ı

2m2ap=4 D

n1X
aD1

m2a=m1X
bD1

�
m1

a

��
m2

b

�
e�ı

2m2ap=4

�
using

�
m2

b

�
�

�
m2

m2a=m1

�
for b � m2a=m1

�
�

n1X
aD1

m2a

m1

�
m1

a

��
m2

m2a=m1

�
e�ı

2m2ap=4

�
using

�
m1

a

�
�

�
m2

m2a=m1

�
as m2=m1 � 1

�
�

n1X
aD1

m2a

m1

�
m2

m2a=m1

�2
e
�ı2

m2
m1
am1p=4

� m2

n1X
aD1

� m22e
2

m22a
2=m21

e��.logm2/
� am2
m1

D m
��m1 .1/

2 ;
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since ı2m1p � !1�2� logm2 for some � < 1=2. The case is similar for jBj � n2 WD
m2= log logm2. Next we may assume that jAj � n1 and that jBj � n2. First assume that
jAj � m1jBj=m2, so that jBj � m2=2. The probability that there exist such A, B with
eG.A;B/ � .1 � ı/jAjjBjp is bounded above by

m1X
aDn1

m2X
bDm2=2

�
m1

a

��
m2

b

�
e�ı

2abp=2
�

m1X
aDn1

m2X
bDm2=2

�
m1

a

��
m2

b

�
e�ı

2n1m2p=4

� 2m1Cm2e�ı
2m1m2p=.4 log logm1/

� m
��m1 .1/

2 ;

since ı2m1p= log logm1 � !1�2� logm2= log logm1 D �m1.1/. Analogously, if jAj �
m1jBj=m2, the probability that there exist A, B with eG.A; B/ � .1 � ı/jAjjBjp is
bounded above by

m2X
bDn2

m1X
aDm1=2

�
m1

a

��
m2

b

�
e�ı

2abp=2
�

m2X
bDn2

m1X
bDm1=2

�
m1

a

��
m2

b

�
e�ı

2n2m1p=4

� 2m1Cm2e�ı
2m1m2p=.4 log logm2/

� m
��m1 .1/

2 ;

since ı2m1p D �m1.logm2/.
Now, consider A � V1, B � V2. If jAj Cm1jBj=m2 � m1, then it is immediate that

0 � eG.A;B/C d1

�
m1 � jAj �

m1jBj

m2

�
:

Otherwise, we have proved that a.a.s. .m1/ eG.A;B/� .1� ı/jAjjBjp, so that a.a.s. .m1/

eG.A;B/C d1

�
m1 � jAj �

m1jBj

m2

�
� .1 � ı/jAjjBjp C .1 � ı/m2p

�
m1 � jAj �

m1jBj

m2

�
D .1 � ı/jAjjBjp C .1 � ı/m1m2p � .1 � ı/jAjm2p � .1 � ı/m1jBjp

D .1 � ı/p.jAjjBj Cm1m2 � jAjm1 � jBjm2/

D .1 � ı/p.m1 � jAj/.m2 � jBj/ � 0;

since jAj � m1 and jBj � m2. The result now follows by the Ore–Reyser theorem.

5.3. Regular subgraphs in reduced random graphs

Finally, we need to address the issue of vertex degrees: in order to use Lemmas 4.15
and 4.17, we need our graphs to be regular, and to have large eigenvalue. Therefore, we
need to show that Red.n; l; p/, BRed.n; l; p/ contain regular spanning subgraphs with
large first eigenvalue.
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Lemma 5.11. Let n � 2, and let p be such that .2n � 1/lp D �l .log6.2n � 1/lC1/ D
�l .l

6/ and p D ol .1/. Let G1 � Red.n; l; p/ and G2 � BRed.n; l; p/. There exists
"D ".p/D ol .1/ such that for all ol .1/D ı � ", a.a.s. .l/ there exist spanning subgraphs
Hi � Gi such that

(i) H1 is 2.1 � ı/.2n � 1/lp-regular graph, with �1.H1/ � 1 � ol .1/,
(ii) H2 is ..1 � ı/.2n � 1/lC1p; .1 � ı/.2n � 1/lp/-regular graph, with �1.H2/ �

1 � 1=.2n � 1/C ol .1/.

Proof. The first parts of (i) and (ii), i.e., the existence of the regular subgraphs, follow
from [23] and Theorem 5.10. In particular, for such a random graph G1, and for i D
1; : : : ; n, the random graph Ri contains a ..1 � ı/.2n � 1/lp; .1 � ı/.2n � 1/l�1p/-
regular spanning subgraph SPi with probability at least

1 � .2n � 1/�l!.l/

for some ! D �l .1/. Therefore, the probability that all the graphs Ri contain a spanning
subgraph is at least

.1 � .2n � 1/�l!.l//n D 1 � ol .1/:

Taking H1 D
S
i SPi , the result on regular subgraphs follows.

By [13, Lemma 4.5] and Lemma 4.7, �1.Hi / D �1.Gi / C ol .1/, since the Gi is
formed fromHi by the addition of graphs of suitably small degrees. The result follows by
Lemmas 5.5 and 5.6.

Similarly, we can prove the following.

Lemma 5.12. Let n� 2, l � 5. Let p be such that .2n� 1/lp D�n.log6.2n � 1/lC1/D
�n.log6.2n � 1// and pD on.1/. LetG1 �Red.n; l;p/ andG2 �BRed.n; l;p/. There
exists " D ".p/ D on.1/ such that for all on.1/ D ı � ", a.a.s. .n/ there exist spanning
subgraphs Hi � Gi such that

(i) H1 is 2.1 � ı/.2n � 1/lp-regular graph, with �1.H1/ � 1 � on.1/,
(ii) H2 is ..1 � ı/.2n � 1/lC1p; .1 � ı/.2n � 1/lp/-regular graph, with �1.H2/ �

1 � 1=.2n � 1/C on.1/.

Proof. This is extremely similar to the previous lemma.
The first parts of (i) and (ii), i.e., the existence of the regular subgraphs, follow from

[23] and Theorem 5.10. In particular, for such a random graphG1, and for i D 1; : : : ;n, the
random graph Ri contains a ..1 � ı/.2n � 1/lp; .1 � ı/.2n � 1/l�1p/-regular spanning
subgraph SPi with probability at least

1 � .2n � 1/�l!.n/

for some ! D �n.1/. Therefore, the probability that all the graphs Ri contain a spanning
subgraph is at least

.1 � .2n � 1/�l!.n//n D 1 � on.1/:

Taking H1 D
S
i SPi , the result on regular subgraphs follows.
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In the case of growing n, the graphs R.n; l; p/ and BRed.n; l; p/ have a very small
proportion of disallowed edges so have eigenvalues extremely close to those of an (bipart-
ite) Erdös–Rényi random graph. The result then follows from Theorems 4.13 and 4.14.

6. Property (T) in random quotients of free groups

Finally, we may prove Theorems A and B. We in fact provide the full proof for Theorem B,
as this is the harder of the two theorems to prove, and indicate how to alter the proof of
this theorem in order to prove Theorem A. However, we first define a slightly different
model of random groups.

Definition 6.1. Let n � 2, k � 3, and let 0 < p D p.n; k/ < 1. The random group model
�p.n; k;p/ is the model obtained as following. We let � D hAn j Ri, where R is obtained
by adding each word in C.n; k/ with probability p.

We in fact prove the following theorem.

Theorem 6.2. Let n � 2, and let p be such that

.2n � 1/k=3p D �k.k
6/:

Let �k � �p.n; k; p/. Then

lim
k!1

P .�k has property (T)/ D 1:

Assuming this, we may prove Theorem B.

Proof of Theorem B. Fix n � 2 and d > 1=3. Choose 1=3 < d 0 < d , and let

� 0k D hAn j R
0
i � �p.n; k; .2n � 1/

kd 0�k/:

It is easily seen that a.a.s. .k/

jR0j D .1C ok.1//.2n � 1/
kd 0 :

Choose a random subset R with R0 � R � W.n; k/ and jRj D .2n � 1/kd , and let
�k D hAn j Ri. Then �k � �.n; k; d/, and there is a clear epimorphism � 0

k
� �k . Since

property (T) is preserved under epimorphisms, the result follows by Theorem 6.2.

Let � be a random group in the �p.n; k; p/ model. We consider the three cases.

Case k D 0 mod 3. Let lk D Lk D k=3. We may define the graphs †1, †2, †3, where

V.†1/ D V.†2/ D V.†3/ D W.n; k=3/;

and for each relator r D rxryrz with rx ; ry ; rz 2W.n; k=3/, we add the edge .rx ; r�1z / to
†1, .ry ; r�1x / to †2 and .rz ; r�1y / to †3.
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Case k D 1 mod 3. Let lk D .k � 1/=3 and Lk D .k C 2/=3. Again, we may write each
relator r D rxryrz for rx , ry 2W.n; .k � 1/=3/ and rz 2W.n; .kC 2/=3/. We again split
the graph �k.An j R/ into †1, †2, †3, where

V.†1/ D V.†3/ D W
�
n;
k � 1

3

�
tW

�
n;
k C 2

3

�
;

and V.†2/DW.n; .k � 1/=3/. For each relator r D rxryrz , we add the edge .rx ; r�1z / to
†1, .ry ; r�1x / to †2, and .rz ; r�1y / to †3.

Case k D 2 mod 3. Let lk D .k C 1/=3 and Lk D .k � 2/=3. Again, we may write each
relator r D rxryrz for rx , ry 2W.n; .kC 1/=3/ and rz 2W.n; .k � 2/=3/. We again split
the graph �k.An j R/ into †1, †2, †3, where

V.†1/ D V.†3/ D W
�
n;
k � 2

3

�
tW

�
n;
k C 1

3

�
;

and V.†2/ D W.n; .k C 1/=3/. For each relator r D rxryrz , we add the edge .rx ; r�1z /

to †1, .ry ; r�1x / to †2, and .rz ; r�1y / to †3.
Next we show there are not too many double edges in the graphs †i , similarly to [1].

Lemma 6.3. Let n � 2, and let p be such that

(i) .2n � 1/2k�Lkp3 D ok.1/,

(ii) .2n � 1/2kClkp4 D ok.1/.

Let �k � �p.n; k; p/, and let †i be described as above. For i D 1; 2; 3 a.a.s. .k/, there is
no pair of vertices u, v with at least three edges between them in†i , and the set of double
edges in †i forms a matching, i.e., the endpoints of the double edges are all distinct.

Note that for 1=3 < d < 5=12, p.d/ D .2n � 1/kd�k satisfies the above conditions.

Proof. We prove this for i D 1. Throughout, note that k D 2lk C Lk . The probability,
P3, that there exists a pair of vertices u, v with at least three edges between u and v is
bounded above by

P3 � Ok..2n � 1/
lkCLk .2n � 1/3lkp3/ D ok.1/:

The probability, Pdoub, that there are vertices u, v, w with double edges between u and v
and u and w is bounded by

Pdoub D Ok..2n � 1/
lk .2n � 1/2Lk .2n � 1/4lkp4/

D Ok..2n � 1/
2kClkp4/ D ok.1/:

This is sufficient to prove our main theorem.

Proof of Theorem 6.2. Let �k DhAn jRi ��p.n;k;p/, and consider�k WD�k.An j R/.
Since property (T) is preserved by epimorphisms, we may assume that p � .2n� 1/kd�k
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for some d < 4=9: for any 1=3 < d < 4=9, p.n; k; d/ D .2n � 1/kd�k satisfies the con-
ditions of Lemma 6.3 and the conditions of Theorem 6.2.

As above, we may write �k D †1 [ †2 [ †3. Now, after collapsing edges, we find
†01, †03 with the marginal distribution (up to perturbing p to .1C ol .1//p) of8̂̂<̂

:̂
Red.n; k=3; .2n � 1/k=3p/; k D 0 mod 3;

BRed.n; .k � 1/=3; .2n � 1/.k�1/=3p/; k D 1 mod 3;

BRed.n; .k � 2/=3; .2n � 1/.kC1/=3p/; k D 2 mod 3:

Similarly, by collapsing double edges we find †02 with the marginal distribution of8̂̂<̂
:̂

Red.n; k=3; .2n � 1/k=3p/; k D 0 mod 3;

Red.n; .k � 1/=3; .2n � 1/.kC2/=3p/; k D 1 mod 3;

Red.n; .k C 1/=3; .2n � 1/.k�2/=3p/; k D 2 mod 3:

Furthermore, letting †0 D †01 [†
0
2 [†

0
3, then as usual we can see that

�1.D.†
0/�1=2ŒA.�k/ � A.†

0/�D.†0/�1=2/ D ok.1/:

According to Lemma 5.11, there exists some ı D ok.1/ such that a.a.s. .k/: †02 has
a 2.1 � ı/d2-regular spanning subgraph, …2, with �1.…2/ > 1 � ok.1/; if k ¤ 0 mod 3,
then †01, †03 contain ..1 � ı/d1; .1 � ı/d2/-regular spanning subgraphs …1, …3, with
�1.…1/; �1.…3/ � 1 � 1=.2n � 1/ C ok.1/; and if k D 0 mod 3, then †01, †03 contain
2.1 � ı/d -regular spanning subgraphs …1, …3, with �1.…1/; �1.…3/ � 1 � ok.1/.

As n � 2, we may apply Lemmas 4.15 and 4.18 to deduce that a.a.s. .k/

�1.…1 […2 […3/ >
3

4
:

We see that

�1.A.†
0
1 [†

0
2 [†

0
3/ � A.…1 […2 […3// �

ı C ok.1/

1 � ı
kA.…1 […2 […3/k1

D ok.1/kA.…1 […2 […3/k1:

Hence, letting … D …1 […2 […3, we see that a.a.s. .k/:

�1.†
0/ D C 1 � �2.D

�1=2.†0/A.†0/D�1=2.†0//

D 1 � �2.D
�1=2.†0/ŒA.…/C A.†0/ � A.…/�D�1=2.†0//

� 1 � �2.D
�1=2.†0/A.…/D�1=2.†0//

� �1.D
�1=2.†0/.A.†0/ � A.…//D�1=2.†0//

D 1 �
� 1

1 � ı
C ok.1/

�
�2.D

�1=2.…/A.…/D�1=2.…//

�

� 1

1 � ı
C ok.1/

�
�1.D

�1=2.…/.A.†0/ � A.…//D�1=2.…//

� 1 �
1

4

� 1

1 � ı
C ok.1/

�
�

� 1

1 � ı
C ok.1/

� ı

1 � ı
D
3Œ1C ok.1/�

4
:
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Since �1.�k/ D �1.†
0/C ok.1/, it follows by Lemma 3.7 that a.a.s. .k/ �k has prop-

erty (T). However, as property (T) is preserved under epimorphisms, it follows immedi-
ately that a.a.s. .k/ a random group �k � �p.n; k; p/ has property (T) for any p with

.2n � 1/2k=3p D �k.k/:

To prove Theorem A, we wish to prove the corresponding result for the k-angular
model: the approach to achieve this is similar.

Lemma 6.4. Let n � 2, and let p be such that there exists M � 1 with

(i) .2n � 1/.MC1/lkCLkpM D on.1/,

(ii) .2n � 1/2lkCMLkpM D on.1/,

(iii) .2n � 1/.2MC1/lkCMLkp2M D on.1/,

(iv) .2n � 1/3MlkCLkp2M D on.1/,

(v) .2n � 1/.MC1/lkC2MLkp2M D on.1/.

Let �k � �p.n; k; p/, and let †i be described as above. For i D 1; 2; 3 a.a.s. .n/ in †i ,
there is no pair of vertices u, v with at least M edges between them, and no vertex is
connected to more than M other vertices by double edges.

Proof. We first prove this for i D 1; 3. Throughout, note that k D 2lk CLk . The probab-
ility, PM;1, that there exists a pair of vertices u, v with at least M edges between u and v
is bounded above by

PM;1 � On..2n � 1/
lkCLk .2n � 1/MlkpM / D On..2n � 1/

.MC1/lkCLkpM / D on.1/:

The probability, Pdoub;1, that there are vertices u 2 V1 and v1; : : : ; vM 2 V2 with double
edges between u and each vi is bounded by

Pdoub;1 D On..2n � 1/
lk .2n � 1/MLk .2n � 1/2Mlkp2M /

D On..2n � 1/
.2MC1/lkCMLkp2M / D on.1/:

The probability, P 0doub;1, that there are vertices u 2 V2 and v1; : : : ; vM 2 V1 with double
edges between u and each vi is bounded by

P 0doub;1 D On..2n � 1/
Mlk .2n � 1/Lk .2n � 1/2Mlkp2M /

D On..2n � 1/
LkC3Mlkp2M / D on.1/:

Let us now switch to †2. Then the probability, PM;2, that there exists a pair of ver-
tices u, v with at least M edges between u and v is bounded above by

PM;2 � On..2n � 1/
2lk .2n � 1/MLkpM / D on.1/:

Finally, the probability, Pdoub;2, that there are vertices u and v1; : : : ; vM with double edges
between u and each vi is bounded by

Pdoub;2 D On..2n � 1/
.MC1/lk .2n � 1/2MLkp2M / D on.1/:
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Remark 6.5. Let d > 0 and pd D .2n� 1/kd�k . Then pd satisfies the conditions above
for some M if, respectively,

(i) lk C kd � k < 0, so that d < .lk C Lk/=k,

(ii) Lk C kd � k < 0, so that d < 2lk=k,

(iii) 2lk C Lk C 2kd � 2k < 0, i.e., d < 1=2 since 2lk C Lk D k,

(iv) 3lk C 2kd � 2k < 0, so that d < .k C Lk � lk/=2k,

(v) lk C 2Lk C 2kd � 2k < 0, so that d < .k C lk � Lk/=2k.

This reduces to d < .k � 1/=2k. For k � 8, this is satisfied whenever d < 7=16. For k � 8,
we have dk � 5=12 < 7=16, and so we can find d satisfying the requirements of the above
lemma and Theorem 6.6.

We can now observe the following.

Theorem 6.6. Let n � 2, k � 8. Let p be such that

.2n � 1/2lkp D �n.log.2n � 1/Lk /; and .2n � 1/lkCLkp D �n.log.2n � 1/lk /:

Let �k � �p.n; k; p/. Then limn!1 P .�k has property (T)/ D 1.

We remark that for d > dk and p D .2n � 1/kd�k the above is satisfied.

Outline of proof of Theorem 6.6. This follows similarly to the proof of Theorem 6.2. We
may assume that p also satisfies the requirements of Lemma 6.4 for some M . The main
replacement is in the fact that the †i have a very small proportion of disallowed edges so
can be treated as having the marginal distribution of an (bipartite) Erdös–Rényi random
graph. We then find regular spanning subgraphs using Lemma 5.12, and repeat the above
argument, using Lemma 6.4 in place of Lemma 6.3. This guarantees us that by collapsing
double edges, we remove at most M 2 edges adjacent to each vertex, and the argument
follows similarly.

We then apply the above to prove Theorem A, as in the case for the density model.
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