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Abstract. First we argue that many BV and homotopy BV structures, including both familiar
and new examples, arise from a common underlying construction. The input of this construction
is a cyclic operad along with a Maurer–Cartan element in an associated Lie algebra. Using
this result we introduce and study the operad of cyclically invariant operations, with instances
arising in cyclic cohomology and S1 equivariant homology. We compute the homology of
the cyclically invariant operations; the result being the homology operad of M0;nC1, the
uncompactified moduli spaces of punctured Riemann spheres, which we call the gravity operad
after Getzler. Motivated by the line of inquiry of Deligne’s conjecture we construct “cyclic brace
operations” inducing the gravity relations up-to-homotopy on the cochain level. Motivated by
string topology, we show such a gravity-BV pair is related by a long exact sequence. Examples
and implications are discussed in course.
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1. Introduction

Gerstenhaber algebras and Batalin–Vilkovisky (BV) algebras are structures funda-
mental to deformation theory. They were introduced respectively by their namesakes
in [23] in the setting of Hochschild cohomology operations and in [3] in the study of
gauge fixing in quantum field theory, and have proven deserving of extensive study.
Consider a construction which takes for input some algebraic or topological object
and produces as output a Gerstenhaber algebra (resp. G1-algebra). One can and
should ask the following question:

Question 1. What additional structure on the input of said construction would endow
the output with a compatible BV operator?

The compatibility requirement is .�1/jajfa; bg D �.ab/��.a/b�.�1/jaja�.b/.
Here are some examples of answers to Question 1.

� Let M be a smooth manifold and let
V
�.T�M/ be its space of polyvector

fields. The Schouten bracket with the exterior product make this space aGerstenhaber
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algebra. IfM comes equipped with a volume form !, this Gerstenhaber algebra has
a compatible BV operator via contraction with !.

� More generally, the sections of the exterior bundle of a Lie algebroid A
form a Gerstenhaber algebra. If A is equipped with a flat connection on its
determinant bundle then the associated covariant derivative induces a compatible BV
operator [79]. See also the work of Kowalzig and Krähmer [52, 53] for a substantial
generalization.

� LetA be an associative algebra. Then theHochschild cohomologyHH�.A;A/
is a Gerstenhaber algebra. If A is unital and comes equipped with an invariant
symmetric nondegernate inner product, Connes’ boundary operator induces a
compatible BV operator [63,68]. More generally wemay consider a (non-symmetric)
Frobenius algebra with semi-simple Nakayama automorphism [55].

� In [2] Baranovsky and Ginzburg show that for a smooth complex Poisson
variety X with smooth coisotropic subvarieties Y;Z, TorOX .OY ;OZ/ is a
Gerstenhaber algebra. They show a first order deformation of the structure sheafOX
to a sheaf of noncommutative algebras and of OY and OZ to sheaves of modules
over the deformed algebra gives rise to a compatible BV operator. See also [4].

� Let X be a topological space with singular cochains S�.X/. Then S�.X/ is a
G1-algebra, with product the cup product andwith bracket vanishing on cohomology.
A circle action on X induces a compatible BV operator.

The first objective of this paper is to answer Question 1 in a context which is
sufficiently general as to include several of the examples above. In order to describe
the construction of a G1 algebra which provides this context, let us reconsider [23]
with a half century of hindsight.

One starts with an associative algebra A and considers the multilinear maps on
such an algebra along with the operation of insertion of functions

Hom.A˝n; A/˝ Hom.A˝m; A/
ıi
�! Hom.A˝nCm�1; A/

f ˝ g 7!
˚
insert g into the i th input of f

	
Taking the sum of all possible insertions produces a nonassociative bilinear operation
whose commutator is a Lie bracket. To this Lie algebra one can associate the
Maurer–Cartan equation whose solutions parametrize differentials on the space of all
multilinear maps. Given that the algebra is associative, there is a canonical solution,
given by the multiplication �2WA˝2 ! A. The associated cochain complex is the
Hochschild complex of A, and its cohomology comes with a Lie bracket ens causa
sui. Finally, a suitable ternary version of the Lie bracket can be formed, call it B
for “brace operation”, such that the bilinear operation B.�2;�;�/ serves as a cup
product, which is associative and commutative on the level of cohomology. The Lie
bracket and cup product combine to form a Gerstenhaber algebra on the cohomology,
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and this structure is a Gerstenhaber algebra up to homotopy (in a very precise sense)
on the cochain level.

Summary of results. The above rendering of the Gerstenhaber structure of
HH�.A;A/ allows for a far reaching generalization of Gerstenhaber’s original
constructions, as well as the chain level constructions prompted by Deligne’s
conjecture. In particular we see the insertion operations as fundamental. The notion
of an operad provides an axiomatization of these operations, and we are led to the
following theorem. For an operad O we construct an associated Lie algebra O� and
denote the Maurer–Cartan set by MC.O�/ and denote the differential twisted by a
MC element � by ı� .
TheoremA. LetO be an operad in the category of differential graded vector spaces,
and let � 2 MC.O�/. Then the complex .O�; ı� / is an algebra over a chain model
for the little disks operad. In particular, in characteristic 0, .O�; ı� / is aG1-algebra.

We will give a proof of Theorem A, but we hasten to add that such a proof
is a matter of course in the wake of the vanguard who faced related problems
(i.e. Deligne’s conjecture) in recent decades, see below for a discussion of this.
In particular, the Maurer–Cartan equation in this context is represented by the A1
operad, and the minimal operad of Kontsevich and Soibelman [51] provides the chain
model. Indeed, the first true aim of this paper is to answer Question 1 in light of
Theorem A. The answer which we provide says that a compatible BV operator arises
when the operad is a cyclic operad and when the MC element is cyclically invariant.
In particular we prove the following theorem.
Theorem B. Let O be a unital cyclic operad in the category of differential graded
vector spaces, and let � 2MC.O�/ which is cyclically invariant. Then the complex
.O�; ı� / is an algebra over a chain model for the framed little disks operad. In
particular, in characteristic 0, .O�; ı� / is a BV1-algebra.

Thus, when the operad in question happens to be cyclic, Theorem B describes the
natural operations on a complex associated to the underlying operad. Now, however,
one can also consider the complex of cyclic (co)invariants, which we denote .O�; ı� /.
We are then prompted to ask:
Question 2. What are the natural operations on the complex of cyclic (co)invarants
associated to a cyclic operad? And how is this algebra related to the BV algebra of
Theorem B?

To answer Question 2 we construct a new operad denoted B˚ and called the
cyclic brace operad, the cyclic analog of the brace operations. The cyclic brace
operad contains the Lie operad as a suboperad and so one can apply the Maurer–
Cartan formalism to produce an operad of natural operations which acts on any
cyclic operad after choice of MC element. Calculating the homology of these natural
operations we found the homology of the uncompactified moduli spaces of punctured
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Riemann spheres M0;nC1. After Getzler we call the operad †H�.M0;nC1/ the
gravity operad Grav.

Theorem C. Let O be a cyclic operad in the category of differential graded vector
spaces, and let � 2 MC.O�/. Then the complex of cyclic (co)invariants .O�; ı� / is
an algebra over a dg operad computing the homology of M0;�C1. In particular the
cohomology of the complex of cyclic (co)invariants is a gravity algebra. Moreover
the failure of the gravity relations on the cochain level is measured by explicitly
constructed homotopies. The gravity and BV algebras associated to such data are
related by a long exact sequence constructed from the inclusion O� ! O�.

Theorem C is the central result of this paper and it may be interpreted as an
S1-equivariant version of Deligne’s conjecture (see Corollary 5:22 and the ensuing
discussion). The chain operad which we construct is the cyclic analog of the minimal
operad of [51] and is denoted M˚. In particular the constituent spaces M˚.n/ serve
as new combinatorial chain models for the moduli spacesM0;nC1. An example of a
consequence of Theorem C is the following.

Corollary. The cyclic cohomology of a Frobenius algebra or a cyclic A1 algebra is
a gravity algebra. This structure is induced at the cochain level by the action of M˚

on Connes’ C �
�
complex.

So in summary, starting from a cyclic operad and a Maurer–Cartan element
we construct a BV algebra and a gravity algebra as the cohomology of a pair of
complexes, with an explicit up-to-homotopy structure, that fit together in a long
exact sequence. Examples of this construction arise from e.g. Frobenius algebras,
symplectic dialgebras, string topology, deformation complexes, Fukaya categories
and S1-spaces. Examples are discussed in Section 6.

Connections with the literature. Theorem A is a generalization of several results
in the literature. Most notably whenO is the endomorphism operad of an associative
algebra this result recovers the original Deligne conjecture. For a summary of the
history of this conjecture and its proofs one may consult the MathSciNet review
of [62] written by A.A. Voronov. IfO is the endomorphism operad of anA1 algebra
this result recovers a generalization proved in [51] and [44]. If the MC element is
homogenous with respect to arity, this result recovers the generalization of [62] for
operads with multiplication. Additional examples of this theorem have been proven
whenO is of the form P Š˝EndA, for a non-†Koszul operad P Š and a P-algebraA,
in [60,80], and [71] which give results in the language of operadic cohomology. The
above theorem proves a stronger result:

Corollary. Let P be a Koszul operad and a regular operad and let A be a
P1-algebra. Then there is a chain model forD2 which acts on the operadic cochains
C �P.A/ inducing the Gerstenhaber structure on cohomology.
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A proof of TheoremA appeared in the author’s PhD thesis [75]. Let us underscore
that with the work of [51] and [44] to lean on, the proof of Theorem A simply boils
down to the observation that the minimal operad acts in this more general context.

Cyclic operads were introduced by Getzler and Kapranov in [30] where cyclic
homology of algebras over cyclic operads was introduced. Our construction of the
cyclic cohomology of an operad relative to a MC element is a basic generalization
of their construction. Several tools that we develop in the category of cyclic operads
are generalizations of the underlying operadic constructions, many of which are due
to Ginzburg and Kapranov [33].

Theorem B is a generalization of the cyclic Deligne conjecture proved in [43]
using Cacti [41, 73]. Alternatively, Tradler and Zeinalian [69, 70] studied the action
of Sullivan chord diagrams. The proof of Theorem B uses the construction of a chain
model for the framed little disks given in the author’s previous work [74]. This chain
model can be considered an A1 version of Cacti.

Gravity algebras were introduced by Getzler in [29] and subsequently studied by
Westerland [76]. Theorem C seems to have few precursors on the cochain level.
On the level of homology, inspiration was Getzler’s work [28, 29] and Chas and
Sullivan’s string topology [10]. However, we make no attempt to address questions
of intersection pairing or Poincaré duality at the chain level. Indeed our approach is
to work in a setting where these issues do not arise.

From both Deligne’s conjecture and algebraic models for string topology stems a
large literature of Hochschild cohomology operations and the above list of references
is nowhere near exhaustive. Our approach is to highlight the role of the brace
and cyclic brace operations, the associated Lie structures and the Maurer–Cartan
formalism. This has several advantages. First it is an approach amenable to
generalization; moving beyond (non-†) operads to generalizations of operads by
identifying the respective Lie structures in each context. Second, it expands what our
chain models naturally act on, essentially viewing the Hochschild complex as simply
an example of an operad. Third, our approach teases out a hierarchy amongst these
operations. For example, we prove that the cyclic bracket is defined before considering
the cup product and for us the defining relation of [10] becomes a property.

Our work here-in is related to the work of Dolgushev and Willwacher [18] in
several ways. Firstly, an alternate proof of Theorem A can be extracted from this
paper using Willwacher’s twisting construction Tw and its fundamental property.
Secondly, our construction of the natural operations in the cyclic setting is a small
model for Tw applied to the cyclic brace operad B˚. As an application of the
homology calculation given in the proof of Theorem C we are thus able to compute
the cohomology of Tw.B˚/ as a corollary:
Corollary. There is an isomorphismof reduced operadsH�.Tw.B˚//Š†H�.M�C1/.

To prove this result we use a straight forward adaptation of the arguments of [18]
to the cyclic setting.
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Finally we mention that this work and many of the above references have been
inspired directly and indirectly by introduction of Kontsevich’s graph complexes
[48, 49] and variants [15, 77]. Our complexes O� and O� play the role of graph
complexes, and our results could fairly be described as the calculation of natural
operations on graph complexes.

Future directions. There are many interesting questions left unaddressed in this
paper, several of which we would like to highlight.

Higher genus analog. One may understand the operad structure of †H�.M0;�C1/

via the Kimura, Stasheff, Voronov compactification M0;�C1 of [47], as gluing with
a twist parameter. In higher genus, this parametrized gluing is the topological analog
of the K-twisted modular operads of [31]. A higher genus analog of the results
here-in would seek to consider the action of a chain model forMg;n on the complex
of invariants associated to a (non-†) K-twisted modular operad and a solution to the
quantum master equation.

Feynman categorical generalizations. More generally, it would be interesting to
expand the line of inquiry here-in to objects with operations parametrized by other
classes of graphs. In addition to modular operads one could consider dioperads or
properads and the associated cobracket. In [45] a generalization of operads is given
which permits the construction of a space of natural operations via a nested limit-
colimit formula. This space of natural operations is typically a Lie algebra and one
can ask for a general theorem about the space of dg operations after adding a MC
element.

Deformation theoretic interpretation. The bracket on operadic cohomology con-
trols the deformation theory of a given algebra. In an analogousway the cyclic bracket
controls the deformation theory of the algebra under the restriction that deformations
and equivalences be inner product preserving. I have not found a full accounting of
this in the literature; see however [66] in the associative case. One could also ask for
a deformation theoretic interpretation of the higher brackets.

Cyclic formality of cochains and higher brackets. From Example 6:7 below we
see that the complex computing the polydifferential cyclic cohomology associated to
a manifold M with volume form !, is an algebra over M˚. A cyclic version of the
Hochschild–Kostant–Rosenberg theorem says that this complex is quasi-isomorphic
to the complex of “�-equivariant polyvector fields”, .T �C1

poly
.M/Œu�; udiv!/. The

�-equivariant polyvector fields are naturally a dg gravity algebra by restricting the
BV operations to only those operations with pass to � D div! homology. It is then
natural to ask if the L1 quasi-isomorphism of Calaque and Willwacher [78] can be
extended to the higher brackets.
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Cyclic Deligne conjecture for Koszul Calabi–Yau algebras. There is aBV–gravity
structure on the Hochschild cohomology — negative cyclic cohomology of a Koszul
Calabi–Yau algebra, see Example 6:5. How are these structures induced at the chain
level? Note for the underlying Gerstenhaber structure, the usual Deligne conjecture
still applies. But for the BV and gravity structures one expects new chain models
acting on the cochains. This problems should be called the “cyclicDeligne conjecture:
B-side”.

E1 algebras and S 1 spaces. Given an S1-space, our construction encodes opera-
tions on the cohomology and the S1-equivariant cohomology. However we stop at
the E2 level. The full E1 structure is encoded combinatorially by step diagrams,
see [62]. Step diagrams admit a filtration byEn operads, and theE2 action coincides
with the action described below. Pushing out theS1 operations and theE1 operations
along the E2 operations gives an interesting invariant of the space along with the
circle action encoded by “step diagrams with spines” which merits further study. In
the equivariant context, we could consider “cylindrical step diagrams”, of which our
construction would be a sub-operad.

Comparison of BV/Gravity structures (via symplectic cohomology). A general
expectation says that (under suitable conditions and qualifiers) the cohomology level
BV–gravity operations and the associated long exact sequence of string topology
coincide with those on the Hochschild and cyclic cohomology of the Fukaya category
of the cotangent bundle. This correspondence may be achieved via comparisons with
symplectic cohomology. See e.g. [67] and [1] and the references there-in. See [6]
in the equivariant context. Both instances of these structures can be seen as arising
from our chain level construction, see Example 6:10 and Example 6:12. As such one
may refine this expectation to an equivalence of T S1 (and hence BV1/ algebras
in the non-equivariant case and an equivalence of M˚-algebras in the equivariant
case. One may further refine this expectation by considering the possibility of a weak
equivalence between the cyclic operads themselves.

Outline. We begin with a review of the brace operations, operadic Lie algebras,
operadic cohomology, the generalized Deligne conjecture, and the minimal operad
of Kontsevich and Soibelman is Section 2. This allows in particular for the proof
of Theorem A. In Section 3 we give several fundamental constructions related to
cyclic operads. In particular in this section we define the cyclic brace operad and
the associated Lie structures, construct the long exact sequence relating them, define
cyclic cohomology of a cyclic operad, establish the model structure on cyclic operads
after [45], and prove representation theorems for the MC functor. In Sections 4 and 5
we give the actions on the respective complexes and prove TheoremB and TheoremC
respectively. Finally in Section 6 we gather together examples of our constructions.
Terminology and conventions for graphs are recorded in Appendix A. A review of
the relevant particulars of cyclic operads is contained in Appendix B .
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2. Operads and the generalized Deligne conjecture

Let us start by fixing some preliminaries. We work principally in the symmetric
monoidal category of differential graded vector spaces over a field k of characteristic
zero, although this last assumption is not always necessary. Given graded vector
spaces Vn the vector space

L
n2N Vn takes the total grading whereas

`
n2N Vn takes

the internal grading. Our differentials take cohomological grading conventions,
keeping in mind the following remark.
Remark 2.1. A CW interpretation of theA1 operad requires homological grading.
More generally we will consider operads with cells indexed by trees whose edges we
view to have degree 1 to match the topology. When working with cellular operads
we define the differentials to have degree�1with the tacit assumption that taking the
opposite grading yields an object in our standing category.

We write †V (resp. †�1V ) for the graded vector space with degrees shifted up
(resp. down) 1 degree from that of V . Recall that by definition V is an odd Lie algebra
if †�1V is a graded Lie algebra. In particular, the bracket in an odd Lie algebra has
degree �1.

We assume the reader is familiar with operads; standard references for this
material include [59, 61]. For now we consider our operads to have O.0/ D 0.
Thus we are considering “reduced operads” in the parlance of some authors. Our
results can be phrased in both the categories of operads and of non-† operads. Of
course these categories are related by the forgetful-free adjunction (where � ˝ As
is the left adjoint). Since retaining the symmetric group action will be convenient
for suspension and keeping track of signs, we prefer to work in the category of
(symmetric) operads, and hence we define:
Definition 2.2 ([71]). An operad is called regular if it is in the image of the left
adjoint �˝As.

The operadic suspension (resp. desuspension) will be denoted sO (resp. s�1O).
Explicitly sO.n/ D †n�1 sgnn˝O.n/ where sgnn is the alternating representation
of the symmetric group Sn. The relationship between the suspension of an operad
and the suspension of an algebra is the following (see [61, Lemma 3.16]).
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Lemma 2.3. There is an isomorphism of operads s�1 EndA Š End†A. In particular,
†A is an O-algebra if and only if A is an sO-algebra.
Remark 2.4. Given an operadO with structure maps denoted by ıi we can identify
the elements of O.n/ with the elements of sO.n/. Under this identification, the
structure mapseıi of sO satisfy

a Qıib D .�1/
.i�1/.m�1/C.n�1/deg.b/a ıi b

for a 2 O.n/ and b 2 O.m/.

2.1. Algebraic structure associated to an operad. Let O be a dg operad. The
purpose of this section is to define and study four spaces associated to O which will
be denoted O�, O�, O�, O

�, each of which is in particular an odd Lie algebra.
The algebraic structures which we consider here-in arise from odd gluings [46].

In general odd gluings are not equivalent to standard gluings. However, operads
and cyclic operads are equivalent, through shifts and suspensions, to their odd
counterparts, and so we will be able to keep this structure mostly implicit. Let
us however describe the odd structures at work here, so as to give some explanation
of the appearance of these shifts and suspensions. See [46] for the full treatment.
Definition 2.5. Let O be a dg S-module such that †�1s�1O is an operad. Then we
say O is an odd operad.

The functor †s is part of an equivalence of categories between odd operads and
operads. A fundamental example is the following.
Example 2.6. Let A be an associative algebra. Then the Hochschild cochains of A
form an odd operad. In particular

CH�.A;A/ � CHn.A;A/ WD †Hom.A˝n; A/˝†n�1 sgnn D †sEndA.n/

so fCHn.A;A/gn is the oddification of EndA.
This example may be unsettling to the reader expecting the definition

“CHn.A;A/ D Hom.A˝n; A/”:

Indeed this definition is perfectly sufficient for defining CH�.A;A/ if one is willing
to define the differential by hand. However, here, we want the differential to exist
intrinsically. Making the gluings odd ensures this, as will be seen below.

In analogy with this example, we now define the dg vector spaces associated toO
which we will consider.
Definition 2.7.

O� WD
a
n

†sO.n/ O� WD
a
n

†.sO.n//Sn

O� WD
Y
n

†sO.n/ O� WD
Y
n

†.sO.n//Sn



1412 B. C. Ward

Remark 2.8. Since we are working in a field of characteristic zero, the invariants
and coinvariants are isomorphic. We will often make use of this isomorphism and
the associated maps:

O.n/ Œ�� //

�

33O.n/Sn
Š // O.n/Sn

where �.a/ WD
P
Sn
�.a/=nŠ. This isomorphism will often be implicit, and we use

the generic term “(co)invariants”.

A consequence of Lemma 2:3 is that the spaces defined in Definition 2:7 are in
particular O-algebras. However this structure does not (always) survive the twisting
by a MC element, and is not the structure we will primarily consider. Rather, in the
remainder of this section we will establish odd pre-Lie structures on these spaces as
well as brace algebra structures in the non-symmetric cases,O� andO�. In order to
do this we will first recall these structures in the case of the coproducts O� and O�
and argue that they extend in a natural way to the products O� and O�.

2.1.1. The pre-Lie structure. To begin we consider
`
nO.n/. Define a ı b DPm

iD1 a ıi b, for a 2 O.m/ and b 2 O.l/ and extend ı linearly to all of
`
nO.n/.

Lemma 2.9. .
`
nO.n/; ı/ is a dg pre-Lie algebra.

Applying the above Lemma to the operad sOmakesO� an odd dg pre-Lie algebra.
As in Remark 2:4, we will often identify the elements of

`
nO.n/ with the elements

of O�, in which case the pre-Lie operation in O� is given by

a ı b D

nX
iD1

.�1/.i�1/.m�1/C.n�1/ deg.b/a ıi b (2.1)

for a 2 O.n/ and b 2 O.m/, where ıi denotes the structure maps of O.
Since O� is an odd dg pre-Lie algebra, its odd graded commutator is an odd Lie

bracket:
Œa; b� WD a ı b � .�1/.jaj�1/.jbj�1/b ı a

The construction of the odd dg Lie algebra .O�; Œ�;��; d / is due in its original form
to Gerstenhaber [23] for the operadO D EndA for an associative algebraA, in which
case O� D CH�.A;A/, as in Example 2:6.

2.1.2. Brace operations. The odd pre-Lie operation defined above is the first in a
family of so-called brace operations, which we now define. These operations were
first described by Getzler [27] and Kadeishvili [39] in the Hochschild context and by
Gerstenhaber and Voronov [26] in a general operadic context.
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Definition 2.10. Let a; b1; : : : ; bn be arbitrary elements of an operad O of arities
r; t1; : : : ; tn respectively. We define the following element of

`
O.n/:

afb1; : : : ; bng WD
X
I

.� � � ..a ıi1 b1/ ıi2 b2/ � � � ıin bn/ (2.2)

where the set I consists of n-tuples .i1; : : : ; in/ such that ijC1 � ij C tj and
in � r � nC 1C

Pn�1
lD1 tl . By convention, a sum over the empty set is zero. The

(ungraded) brace operation B0n 2 End`O.n/.nC 1/ is defined by:

B0n.aI b1; : : : ; bn/ D afb1; : : : ; bng

In particular B01 .aI b/ D a ı b.
The suboperad of End`O.n/ generated by the ungraded brace operations has a

useful interpretation in terms of planar rooted trees which we now define.
Definition 2.11. Let B0.n/ be the Sn-module spanned by labeled planar rooted
trees (defined in Appendix A) with n vertices. Define an operad structure on the
S-module B0 by

T ıi T
0
WD

X
ŒT;T 0;i�

T 00

where ŒT; T 0; i � is the set of labeled planar rooted trees such that T 00 2 ŒT; T 0; i � if
and only if both
� The full subtree of T 00 generated by the vertices i; : : : ; i C m � 1 is isomorphic
to T 0, and

� Under the identification above, T 00=T 0 Š T .
Let ˇ0n be the planar rooted tree of height two with n C 1 vertices, having one

vertex of height 1 labeled by 1 and the remaining n vertices of height 2 labeled in the
planar order.
Lemma 2.12. The trees fˇ0ng generate the operad B0 under the operadic composition
and Sn-action. The assignment ˇ0n 7! B0n induces an injective morphism of operads
B0 ! End`O.n/.

The 0 in the notation is meant to remind one that B0 is just a linear operad,
i.e. concentrated in degree zero. We will more often consider the desuspension
of B0, which has the effect of giving edges degree �1.
Definition 2.13. Define B to be the operad s�1B0. Define Bn to be the image of B0n
under the desuspension. The operation Bn will be called the nth brace operation.
Lemma2.14. For any operadO (resp. non-† operad),O� is aB-algebra. Moreover,
if O is a regular operad then O� is a B-algebra.

In accordance with Remark 2:4, the B-algebra structure on O� is still denoted
Bn.aI b1; : : : ; bn/ D afb1; : : : ; bng where now the ıi compositions appearing in the
sum afb1; : : : ; bng are those in the operad sO.
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Remark 2.15. In the symmetric setting, the spaceO� is also a pre-Lie algebra, whose
product ı is given by the formula Œa� ı Œb� WD Œa ı b� [40]. There is a symmetric
version of the brace operad, but it turns out to be entirely generated by the pre-Lie
operation, see [9] and [54].

2.1.3. Extendable operations. Above we have shown that O� is a B-algebra. We
would now like to extend these operations to the product O�. In order to do so we
now give a condition which permits the extension of an operation on the coproduct
to the product.

Write A� WD
`
i2N Ai and A� WD

Q
i2N Ai for a collection of vector spaces Ai .

Definition 2.16. An operation� 2 EndA�.n/ is called extendable if for everyN 2 N,
�N ı �.Ar1 ˝ � � � ˝ Arn/ D 0 for all but finitely many n-tuples .r1; : : : ; rn/, where
�N W

`
Ai ! AN is the projection.

Lemma 2.17. The extendable operations form a suboperad of EndA� , which we
denote by EndexA� . Moreover there is a morphisms of operads

EndA� � EndexA� ! EndA�

Proof. To show that EndexA� is a suboperad is straight-forward. For the second claim,
if � is an extendable operation of arity n then for a fixed N there is a finite sets of
n-tuples, call this set JN;� , such that the projection is non-zero. Then � acts on A�
in the N factor via the composition,

.A�/˝n !
a
JN;�

Aj1 ˝ � � � ˝ Ajn
�N ı�
! AN (2.3)

and we appeal to the universality of the limit to define a map to A�.

Proposition 2.18. The brace operations are extendable.

Proof. For a generator ˇm we see that �Nˇm.O.n0/ ˝ � � � ˝ O.nm// D 0 unless
N D �mC

P
ni .

Corollary 2.19. O� is a B-algebra and O� is a pre-Lie algebra.
In particular the brace algebra structure on O� is determined in a natural way by

the action on individual factors.

2.2. Algebraic structure associated to an operad + MC element. We will be
interested in the above odd Lie algebras along with choices of Maurer–Cartan (MC)
elements. Given an odd dg Lie algebra .g; Œ�;��; d / we define the Maurer–Cartan
set of g, calledMC.g/ to be the elements � 2 g of degree 2 such that

0 D d.�/C
1

2
Œ�; �� :
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We will often viewMC.�/ as a functor from the category of dg Lie algebras to the
category of sets. Note the fact that our Lie algebra is odd results in MC elements of
degree 2, instead of the usual degree 1.
Lemma 2.20. Let g be an odd dg Lie algebra with � 2MC.g/. Then the equation

ı� .�/ WD d.�/C Œ�;��

defines a square zero differential on g of degree C1 which is an odd derivation
of Œ�;��.

Finally notice that if g is in particular odd dg pre-Lie, the MC equation becomes
0 D d.�/C � ı �.

2.2.1. The operad case. Given an operadO and a MC element � in one of the odd
Lie algebrasO�;O�;O�;O

� we will often consider said Lie algebra with the twisted
differential ı WD ı� as constructed above. In this case if we write � D

Q
�n, then we

must have deg.�n/ D 2 � n. In particular �1 2 O.1/ has internal degree 1, and by
arity considerations d�1.a/ WD dO.a/C Œ�1; a� is a differential (since ı is). As such
we may always restrict our attention to MC elements of the form �0 WD

Q
n�2 �n at

the cost of replacing the original aritywise differential with d�1 .

2.2.2. Representability of MC elements. Recall (e.g. from [33]) the operads A1
encoding A1 algebras and L1 encoding L1 algebras. The following well known
theorem states that these objects represent the MC functors.
Theorem 2.21. There are natural bijective correspondences

MC.O�/ Š HomdgOps.A1;O/ and MC.O�/ Š HomdgOps.L1;O/ :

We may occasionally abuse notation by using the same character to refer to both
sides of this correspondence.
Remark 2.22. Theorem 2:21 tells us that the category of pairs .O; �/ where O is
an operad and � is a MC element is an undercategory, and thus a model category
where the canonical forgetful functor creates weak equivalences, fibrations, and
cofibrations [36].

In the event thatO is not dg, viewed as dgwith trivial differential and concentrated
in degree zero, the situation simplifies as follows.
Corollary 2.23. For a linear operad O (not dg) there are natural bijective corres-
pondences

MC.O�/ Š HomOps.As;O/ and MC.O�/ Š HomOps.Lie;O/ : (2.4)

There is a standard commutator map L1 ! A1 and thus we have a map of
sets MC.O�/ ! MC.O�/. It is natural to ask when there is a lift and this occurs
when O is regular. Moreover we have:



1416 B. C. Ward

Lemma 2.24. If O is regular then the mapMC.O�/!MC.O�/ is a bijection.
In the non dg case, the lifting interpretation applieswith the standard (commutator)

map Lie! As.

2.3. Operadic cohomology theories: a fundamental example. LetP be a finitely
generated Koszul operad and let A be a P1-algebra. There is a sequence Lie !
P Š ı P ! P Š ˝ P ([33, Corollary 2.2.9b], see also Lemma 3:18 below), where ı
represents the Manin white product and where P Š is the quadratic dual of P .
Since L1 is cofibrant this morphism lifts to a morphism L1 ! D.P/ ˝ P .1
Thus we have a sequence of dg operads

L1 ! P Š ˝D.P Š/! P Š ˝ EndA : (2.5)

The composite morphism allows us to define the P-cochains of a P1-algebra.
Definition 2.25. Let P be a Koszul operad as above and let A be a P1-algebra.
Define O D P Š ˝ EndA. Then the completed P-cochains of A are defined to be the
cochain complex,

OC �P.A/ WD .O
�
; ı�/

where ı� WD d C Œ�;�� after Lemma 2:20 with MC element from equation 2:5 via
Theorem 2:21. The completed P-cohomology of A, denoted OH�P.A/, is defined to
be the cohomology of this complex.

In the case that the MC element � 2 MC.O�/ lifts to �0 2 MC.O�/ along the
standard inclusion O� ! O�, we define the (noncompleted) cochain complex

C �P.A/ WD .O�; ı�0/

and defineH�P.A/ to be the cohomology of this complex.
When P D As we recover Hochschild complex of an associative or A1 algebra.

When P D Lie we recover the Chevalley–Eilenberg complex of a Lie or L1
algebra. Further examples of interest include Harrison cohomology [35], Poisson
cohomology [20], Leibniz cohomology [56], etc. These cohomology theories provide
a framework to extend the classical deformation theory of Gerstenhaber [24] and
Nijenhuis and Richardson [65] in the associative and Lie contexts. See [25] and [59].

2.4. The minimal operad. In this section we will define an operad M with the
following property: given any dg operad O and an element � 2 MC.O�/, the
operad M acts on .O�; ı� /. The action will be the subject of Section 2:5. The
operad M is isomorphic to the “minimal operad” of [51] and is a chain model for the
little disks operadD2. As an informal description the operad M is an insertion operad

1Here D is the “dual dg operad” in the sense of [33]. That is, D.P/ D �.P�/ in the notation of
e.g. [59].
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of rooted A1 labeled trees. When reading this section note that our terminology and
conventions for trees are recorded in Appendix A.
Definition 2.26. Define M.n/ to be the graded vector space generated by rooted
A1-labeled trees with nwhite vertices with Sn action by a signed permutation of the
labels of the white vertices.

For a rooted A1-labeled tree T we define the grading and the differential @
“locally”. The degree of a white vertex is one less than the number of arcs, and the
degree of a black vertex is the degree of the associahedron cell which labels it. The
degree of a tree is the sum of the degrees of its vertices, keeping in mind Remark 2:1.
To define the differential we first define the differential at a vertex v, call this @.T I v/,
and then define

@.T / WD
X
v2T

˙@.T I v/ : (2.6)

To define @.T I v/ we have two cases.
Case 1: v is a black vertex with label ˛ 2 A1.m/. In this case we define @.T I v/ to
be the tree resulting from relabeling vertex ˛ with d.˛/ 2 A1.m/.
Case 2: v is a white vertex. In this case @.T I v/ is a sum of all trees which can be
formed by contracting one or more adjacent white angles (see A:11).

The operad structure of M is the same as the operad structure of the brace
operations, if one ignores the vertex coloring. Notice that this includes grafting
of branches on to black vertices by increasing the arity of the label (see AppendixA).

To fix the signs in the above discussion it is convenient to realize the operad M
as the cellular chains of a topological (quasi)-operad, see [44]. Then a choice of
orientation of the cells fixes the signs in the Sn action, the composition operations
and the differential. This approach also makes clear the fact that @2 D 0. There are
severalways to choose such an orientation, each ofwhich is natural, see Subsection 3.2
of [42] for details. In particular, using the terminology of AppendixA, an orientation
of a cell corresponding to a rooted tree T is specified by an order .mod 2/ of the
union of the set of white edges of T with the black vertices of T . We take as our
convention the order induced by the embedding of T into the plane, starting at the
root, where an edge or vertex is recorded at first contact. This choice agrees with [44]
and the order “Nat” of [42].
Definition 2.27. Let T1, T2 be trees in M. A composition T1 ıi T2 is called simple
if the vertex labeled by i is of maximum height. Notice that by definition the result
of a simple gluing is a single rooted tree.

The importance of the simple gluings is the content of the next lemma.
Lemma 2.28. Any A1-labeled tree in M can be formed via simple gluings of the
corollas and brace operations ˇn along with the Sn action.

In light of this lemma we refer to brace operations and corollas as the generators
of M.
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2.5. The action of theminimal operad. LetO be a dg operad and let � 2MC.O�/.
In this subsection we will define a morphism of dg operads �� D �,

�WM! End.O�;ı�/

We start by defining the action of the generators:

Corollas: The unique generator with one white vertex maps to the identity operation.
A corolla whose lone black vertex is labeled by �n for n � 2 is mapped under � to,

�.�n/.a1; : : : ; an/ D
Y
s�n

�sfa1; : : : ; ang

Given the convention that the sum over an empty set is zero we can equivalently write

�.�n/.a1; : : : ; an/ D �fa1; : : : ; ang

Braces: We define �.ˇn/ D Bn. In the bracket notation we may write

�.ˇn/.a; b1; : : : ; bn/ D afb1; : : : ; bng

Theorem 2.29. The above assignment extends to a morphism of dg operads �WM!
End.O�;ı�/. In particular, .O�; ı� / is an M-algebra.

Proof. Let us simply outline the steps of a proof which emphasizes the fundamental
role played by the generators, i.e. the braces and corollas. See [75] for a finer level
of detail.

Step 1: extend � via simple gluings and show this extension is independent of choice
of decomposition.

Let T be any tree appearing in M and choose a decomposition into braces
and corollas, such that each composition is simple. Then define �.T / to be the
composition of � of the generators. Since each composition occurs at a vertex of
maximum height, such a decomposition corresponds to a decomposition of a tree
(forgetting the extra data), and so the operad associativity of EndO� ensures that �.T /
is well defined independent of the choice of such a decomposition.

Step 2: show that � respects the composition of generators.

If the composition happens to be simple then this is true by definition, so we can
restrict our attention to the case of a non-simple composition of generators. There are
thus two cases ˇn ı1 ˇm and ˇn ı1�m. That the former holds is a consequence of the
B-algebra structure on O� established in Lemma 2:14. The latter follows similarly
by evaluating at � in the first factor.
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Step 3: argue that � respects respects all compositions.
To show �.T ıi T

0/ D �.T / ıi �.T
0/, induct on the number of generators in a

decomposition of T 0 into simple compositions of generators. For the base case, T 0
is a generator and we can use operad associativity to rewrite T ıi T 0 as a sequence
of compositions each of which is simple or between generators. The induction step
then follows from operad associativity and the induction hypothesis.

Step 4: show that � respects the differential on generators.
This entails two lengthy but straight forward computations checking compatibility

with ˇn and �n. We again refer to [75] for details.

Step 5: show � respects the differential.
Again use a decomposition of T into generators and the fact that M is a dg operad

to write

@Œ.� � � .g1 ıi1 � � � ıin gnC1/ � � � /�

D

nX
jD1

.�1/jg1jC���Cjgj�1j.� � � .g1 ıi1 � � � ıij�1 @.gj / ıij � � � ıin gnC1/ � � � /

Applying � and the above steps yields the desired result.

Corollary 2.30. Let N be non-† dg operad and � 2 MC.N �/. Then .N �; ı� / is
an M-algebra. Equivalently, if O is a regular operad then O� is an M-algebra.

Proof. This follows from Lemmas 2:14 and 2:24.

2.6. Deligne’s conjecture. In this section we will give our generalization of
Deligne’s conjecture via the above work.
Definition 2.31. Given � 2 MC.O�/ we define a bilinear multiplication
O� ˝O� ^

! O� by,
�^ � D B2.�I �;�/

Lemma 2.32. Given a dg operad O and � 2 MC.O�/ the associated ^-
product passes to cohomology, making .H�.O�; ı� /; Œ�;��;^/ a Gerstenhaber
algebra. If � lifts to MC.O�/ along the standard inclusion O� ! O� then
.H�.O�; ı� /; Œ�;��;^/ is a Gerstenhaber algebra and the induced map is a map of
Gerstenhaber algebras.

Proof. The first part of this theorem follows from the fact that .O�; ı� / is a M-algebra
along with the fact thatH�.M/ is the Gerstenhaber operad, as we will discuss below.
The second part follows from the fact that if the MC element lifts then the induced
action on O� � O� is closed.
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In the symmetric case we may consider the cohomology structure ofH�.O�; ı�/.
In this case the bracket lifts to the cohomology level, and the L1 structure induces
another Lie bracket on cohomology. However this second Lie bracket is the boundary
of the pre-Lie operation, and hence is zero on the level of cohomology.

We continue to write D2 for the little disks operad. A theorem of F. Cohen
(see [14]) says that a graded vector space is an algebra over H�.D2/ if and only if it
is a Gerstenhaber algebra. Therefore, given any associative algebra A, HH�.A;A/
is an algebra over H�.D2/. The original Deligne conjecture is a chain level version
of this statement. We now give a generalization which replaces HH�.A;A/ with
H�.O�; ı� /. See the discussion in the introduction and Remark 2:35 for connections
to the literature. The proof follows from Theorem 2:29 above.

Theorem 2.33. Let O be a dg operad and let � 2 MC.O�/. There is a chain
model forD2, namely M, which acts on .O�; ı� / inducing the Gerstenhaber structure
(Lemma 2:32) on cohomology. If � lifts to MC.O�/, then .O�; ı� / is also an
M-algebra, and the standard inclusion O� ! O� is a morphism of M-algebras.

Corollary 2.34. Let P be a Koszul operad and a regular operad, and let A be a
P1-algebra. Then M is a chain model for D2 which acts on the operadic cochains
OC �P.A/ inducing the Gerstenhaber structure on cohomology. If A is in particular
a P-algebra the M action restricts to the uncompleted operadic cochains C �P.A/
inducing the Gerstenhaber structure on cohomology.

Proof. Since P is a regular operad so is D.P Š/. Apply Corollary 2:30 to O D
D.P Š/˝ EndA.

Remark 2.35. The first statement of Corollary 2:34 in the case when P D As is
equivalent to the A1 Deligne conjecture proven in [44, 51]. The second statement
of this corollary when P D As is equivalent to the original Deligne conjecture.
The second statement has also been proven in the case of an associative dialgebra by
Majumdar and Mukherjee [60]. Yau proves the second statement of Corollary 2:34
for several examples of Loday algebras [80]. In [71], Vallette proves this result for
all such P and an arbitrary P-algebra. The P1-algebra case is to my knowledge
new. See the introduction for further discussion and references regarding Deligne’s
conjecture.

We conclude this section by connecting our results to the notion of G1-algebras.

Corollary 2.36. Let O be a dg operad and let � 2 MC.O�/. Then .O�; ı� / is a
G1-algebra. In particular for P a Koszul operad and a regular operad and A a
P1-algebra, OC �P.A/ is a G1-algebra.

Proof. This follows from a standard model category argument and the fact that G1
is cofibrant, along with formality of the operad D2.
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3. Algebraic structure associated to a cyclic operad

In considering the generalized Deligne conjecture (Theorem 2:33) in Section 2
we made use of operadic constructions including associated odd Lie algebras, the
brace and symmetric brace operations, the representability of MC elements, Manin
products, the homotopical algebra of operads and operadic cohomology theories.
When working with cyclic operads there are generalizations of these constructions
which may or may not have appeared in the literature. The purpose of this section
is to develop the above constructions together in the language of cyclic operads as a
means of developing a cyclic operadic analog of the results of Theorem A.

In this section we will first show that given a cyclic operadO we can associate to
it odd Lie algebrasO�;O�;O�;O

�, much in analogy with the case of a (non-cyclic)
operad above. These Lie structures are variations of the Lie bracket first given in this
generality in [46], although particular examples preceded that work, (see [5,15,64]).
We then show, in analogy with Definition 2:7, that these Lie brackets are the first
in respective families of “brace-like” operations. We place more emphasis on the
non-† case, in which the operations will be called cyclic brace operations. Also
in this section we prove representability theorems for the associated Maurer–Cartan
functors and construct the long exact sequence.

When reading this section, note that a review of cyclic operads, including
associated terminology and notation, is contained in Appendix B .
Definition 3.1. For a cyclic operad O we define vector spaces:

O� WD
a
n

†.sO.n//
ZCn

O� WD
a
n

†.sO.n//
S
C
n

O� WD
Y
n

†.sO.n//Z
C
n O� WD

Y
n

†.sO.n//S
C
n

We call O� and O� the non-† cyclic (co)invariants and we call O� and O� the
full cyclic (co)invariants. Note that the non-† cyclic (co)invariants make sense for a
cyclic operad and a non-† cyclic operad.

3.1. The cyclic bracket. In this subsection we will define the odd Lie structures
onO�;O�;O�;O

� for the cyclic operadO. The coinvariant form of the bracket uses
the ıij maps of Definition B:12.
Theorem 3.2 ([46]). LetO be a cyclic operad. The operation

P
ıij induces an odd

dg Lie bracket on both O� and O� which we call the (coinvariant) cyclic bracket.

Proof. We will denote the Lie bracket by f�;�g. To be precise, for a 2 †sO.n/
and b 2 †sO.m/ we define

fŒa�; Œb�g WD
X

0�i�n;
0�j�m

Œa ıij b� (3.1)
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where Œ�� denotes the class under the ZCn (resp. SCn ) action. That this operation is
well defined and odd commutative follows from Lemma B:13 and the fact that †sO
is an odd cyclic operad. Verifying the odd Jacobi identity is straight-forward and we
refer to [46].

Corollary 3.3. Let O be a cyclic operad. The standard inclusion O� ,! O� is
a morphism of Lie algebras. In particular, the operadic bracket of two invariant
elements is invariant. Specifically, the bracket on invariants can be written as
N.a ı1 b/. On the full cyclic invariants, the operation fa; bg D

P
�2S

C
n

1
nŠ
�.a ı1 b/

defines an odd Lie bracket onO�. We refer to these brackets as the (invariant) cyclic
brackets.

Proof. The Lie bracket defined above on coinvariants is clearly extendable in the
sense of Subsection 2:1:3. To prove the corollary we first translate the coinvariant
bracket via the standard isomorphism. For example in the non-symmetric case for
invariant elements a and b the coinvariant bracket translates as:X

i;j

a ıij b D
.nC 1/.mC 1/

nCm
N.a ı1 b/

where a ıij bmeans projection to the cyclic invariants of aıij b. Sincemultiplication
by the degree in an odd Lie bracket produces another odd Lie bracket, it follows that
N.a ı1 b/ is an odd Lie bracket. Then it is easy to see from the axioms of a cyclic
operad (Definition B:1) that N.a ı1 b/ D Œa; b� for invariant elements a and b.

Given a cyclic operad, we now have two different Lie algebra constructions each
with four distinct variations. To keep track of these eight odd Lie algebras, we give the
following corollary. The notation is�.a/ D

P
�2Sn

�.a/=nŠ,N.a/ D
P
�2ZCn

�.a/,
NN.a/ WD

P
�2S

C
n
�.a/=nŠ, “iso” means induced by the levelwise isomorphism, and

“inc” means induced by levelwise inclusion.
Corollary 3.4. LetO be a cyclic operad. There are morphisms of odd Lie algebras:

O�
Œ�� //

N

��

N

  

O�
NN

N

  
O�

iso

��

Œ�� //

��

O�

�

��

O� �

inc   

// O�

inc

  
O� � // O�

(3.2)
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This diagram is in the category of odd Lie algebras. Shifting down, there is a
corresponding diagram of honest Lie algebras associated to any anti-cyclic operad.

Finally, let us observe an important distinction between the cyclic brackets and
the operadic brackets. In the operad case the bracket was a commutator of a pre-
Lie operation. In particular, in the non-† case this pre-Lie operation was part of a
hierarchy of chain level operations called the braces. In the cyclic case the bracket is
not a commutator. However there is a notion of cyclic brace operations in the planar
case which we define presently.

3.2. Cyclic brace operations. The odd Lie bracket defined above in the planar
case is the first in a collection of operations which we call cyclic brace operations.
In this subsection we will introduce the operad generated by these operations,
denoted B˚, and called the cyclic brace operad. To be precise, we will consider
operads BC

˚
;B�

˚
;B˚ which act on the (co)invariants of a cyclic, anti-cyclic and

odd-cyclic operad respectively. Recall that our terminology for trees and graphs is
discussed in Appendix A.
Definition 3.5. Let BC

˚
.n/ be the Sn-module spanned by labeled planar trees with n

vertices. Define an operad structure on the S-module BC
˚
by

T ıi T
0
WD

X
ŒT;T 0;i�

T 00

where ŒT; T 0; i � is the set of labeled planar trees such that T 00 2 ŒT; T 0; i � if and only
if both
� The full subtree of T 00 generated by the vertices i; : : : ; i C m � 1 is isomorphic
to T 0 and,

� Under the identification above, T 00=T 0 Š T .
Let T be a labeled planar tree and let RT denote the set of vertex arcs of T

(see A.6). By definition, a rooted structure for T is an element r 2 RT , and we
denote the associated rooted tree .T; r/.
Lemma 3.6. The assignment �C defined on a labeled planar tree T by

�C.T / D
X
r2RT

.T; r/

induces a morphism of operads �CWBC˚ ! B0.

Proof. The induced map is clearly Sn equivariant, so it remains to show that the
operad structure is preserved under �C. Let T and T 0 be planar trees with n and m
vertices respectively. Then

�C.T ıi T
0/ D

X
r 002RT 00

X
T 002ŒT;T 0;i�

.T 00; r 00/
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and

�C.T / ıi �C.T
0/ D

X
.T 00;r 00/2

Œ.T;r/;.T 0;r 0/;i�

X
r2RT
r 02RT 0

.T 00; r 00/

where the bracket notation Œ.T; r/; .T 0; r 0/; i � with roots refers to the operadic
composition of B0 as in Definition 2:11. Let Y be the set of rooted trees appearing in
the first double sum and Z be the set of rooted trees appearing in the second. Since
a labeled rooted tree appears at most once in either double sum, it is enough to show
Y D Z.

Let .T 00; r 00/ 2 Y . The root r 00 induces a root on any subtree, and hence
on T 0 since T 0 is isomorphic to a subtree of T 00. The root r 00 also induces a
root after collapsing any subtree, and hence induces a root on T since T 00=T 0 Š T .
If these roots are called r 0 and r respectively, then by construction .T 00; r 00/ 2
Œ.T; r/; .T 0; r 0/; i �, and hence .T 00; r 00/ 2 Z. Thus Y � Z.

On the other hand, now let .T 00; r 00/ 2 Z. Then there exist rooted trees .T; r/
and .T 0; r 0/ such that the rooted subtree of .T 00; r 00/ generated by i; : : : ; i Cm� 1 is
isomorphic to .T 0; r 0/ and such that .T 00; r 00/=.T 0; r 0/ Š .T; r/. Thus as nonrooted
trees the subtree of T 00 generated by i; : : : ; i C m � 1 is isomorphic to T 0 and
T 00=T 0 Š T , thus T 00 2 ŒT; T 0; i �, and hence .T 00; r 00/ 2 Y . Thus Z � Y .

The operadBC
˚
is concentrated in degree0 and acts on the (unshifted/unsuspended)

coinvariants of a cyclic operad. This is the prototype for the more interesting
operad B�

˚
which will act on an anti-cyclic operad.

Definition 3.7. Let B�
˚
.n/ be the Sn-module spanned by labeled directed planar

trees with n vertices, modulo the equivalence relation generated by setting T � ˙T 0
if T and T 0 are the same after forgetting the directed structure. The sign is �1 to
the number of edges whose directions disagree between T and T 0. The Sn action
is by relabeling (which may produce a sign). Define the operad structure on the
S-module B�

˚
to be that which coincides with BC

˚
on the underlying unoriented

graphs and which preserves the directions of the edges.

Of course, a rooted tree has a natural orientation for each of its edges; toward the
root. If T is an edge oriented tree and r is a choice of root, we define �.T; r/ to be
the number of edges whose orientation does not agree with the orientation induced
by r .

Lemma 3.8. The assignment �� defined on a directed planar tree T by

��.T / WD
X
r2RT

.�1/�.T;r/.T; r/

induces a morphism of operads ��WB�˚ ! B0.
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Proof. In light of Lemma 3:6 it suffices to check the signs. Clearly the number of
arrows which don’t agree with the root after an insertion or permutation is the number
which don’t agree in the constituents before insertion or permutation. Observe that
the sign .�1/�.T;r/ is alternating with respect to cyclically permuting the root.

We can now define the cyclic brace operad.
Definition 3.9. The cyclic brace operad B˚ is defined to be the operad s�1B�

˚
. The

generators of B˚ will be called cyclic brace operations.
Observe that an immediate consequence of the definition is the existence of

morphisms of operads s�1Lie ! B˚

�
! B. Also note that, as it has been defined,

the cyclic brace operad B˚ is an operad, not a cyclic operad. The “cyclic” in the
name is motivated by Proposition 3:10.
Proposition 3.10. Let O be a cyclic operad (or non-† cyclic operad). Then O� is
naturally a B˚-algebra.

Proof. First, by Lemma 2:3 it is enough to prove that if P is an anti-cyclic operad
then

`
nP.n/ZCn is a B�

˚
-algebra. We define the action as follows. Given a directed

planar tree T with n vertices and aj 2 P.mj / for j D 1; : : : ; n we define LT D
LT .m1; : : : ; mn/ to be the set of planar trees with tails which can be formed by
adjoining tails to T such that the vertex labeled by j has arity mj .

By Remark B:14 any tree lT 2 LT acts on Œa1� ˝ � � � ˝ Œan� by a composition
of ıij operations. Denote this operation by lT .Œa1�˝ � � � ˝ Œan�/. We then define

T .Œa1�˝ � � � ˝ Œan�/ WD
X
lT 2LT

lT .Œa1�˝ � � � ˝ Œan�/

This equation is the non-rooted analog of equation 2:2.

Again, our extendability criterion is satisfied, hence:
Corollary 3.11. LetO be a cyclic (or non-† cyclic) operad. ThenO� is naturally a
B˚-algebra.

3.2.1. Orientation data. A labeled planar tree is not a cyclic brace operation, rather
a labeled planar tree determines a cyclic brace operation via a conventional choice of
extra data which (in view of Section 5) we call orientation data. This data may take
either of two equivalent forms. The first is a direction of each of the edges along with
an order of the set of vertices, and permuting the vertices by an odd permutation or
switching an edge order produces a negative sign. This is what one extracts from
Definition 3:9. The second is an ordering of the edges of T , and permuting the order
by an odd permutation produces a negative sign. That there is a natural equivalence
between these two notions of orientation data can be extracted from Proposition 4.14
of [31].
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To be more precise, in our context this equivalence takes the following form.
Suppose B0

˚
.n/ is the graded vector space generated by planar trees with an order

on the set of edges, modulo the relation that switching two edges in the order gives
a negative sign, then there is a map �0WB0

˚
! B given by summing over all roots

with the sign equal to the number of disagreements between the given edge order
of the nonrooted tree and the planar edge order given by the choice of root. Taking
care of signs in the suspension, one can show that the map �WB˚ ! B induced from
Definition 3:9 lands in the image of �0 and vice versa, and that the operad structure
of B˚ induces an operad structure B0

˚
such that ��1�0 is an isomorphism of operads.

Taking this second view of the cyclic brace operad, we may consider it as built
from trees whose edges have degree �1. This gives both the correct degree and the
correct Sn action under this alternate description.

Given a planar tree, we choose the following convention for specifying a cyclic
brace operation. Let ˛ be the white vertex arc on the vertex labeled by 1 which
precedes (in the planar orientation) the branch containing the vertex labeled by 2.
Choosing ˛ as a root specifies both an order of the edges (the planar order starting
from the root, using the rule of “first contact” as in Section 2:4), as well as a direction
of each of the edges (toward the root), and hence a cyclic brace operation in each
of the descriptions above. Moreover this convention is compatible with the given
isomorphism between the descriptions.

3.3. Adding a MC element. Given a cyclic operad O and a MC element of the
odd Lie algebraO� (resp. O�) we get a twisted differential by the general procedure:
ı�.�/ WD dO.�/Cf�;�g. In analogy with the operad case (Theorem 2:21), � results
in additional algebraic structure due to the fact that the MC functor is representable,
as we shall now see. Let Cyc be the category of dg cyclic operads.
Theorem 3.12. Let O be a cyclic operad. There are natural bijective correspon-
dences

MC.O�/ Š HomCyc.A1;O/ and MC.O�/ Š HomCyc.L1;O/ :
Proof. For example if �WL1 ! O then by Example B:6 we know that for � 2 SCn ,
�`n WD .�1/

j� j`n, and so we define the SCn invariant element �n by:

�n WD �.`n/˝
.�1/n

nŠ
2 O.n/˝S

C
n sgnnC1

and define � WD
Q
�n 2 O�. The fact that � is respects the differential is then

equivalent to the fact that � satisfies the MC equation.

In the event that O is not dg, the situation simplifies as follows.
Corollary 3.13. For a linear cyclic operad O (viewed as dg with zero differential
and concentrated in degree 0) there are natural bijective correspondences

MC.O�/ Š HomCyc.As;O/ and MC.O�/ Š HomCyc.Lie;O/ : (3.3)
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Representability of the MC functors gives natural transformations between them.
These natural transformations can also be seen as being induced by diagram 3:2.

3.4. Cyclic cohomology and the long exact sequence. Let O be a cyclic operad
with � 2MC.O�/. The inclusion of dg Lie algebras

0! .O�; ı�/! .O�; ı�/

is part of a short exact sequence whose associated long exact sequence generalizes the
Connes–Tsygan long exact sequence associated to a (co)cyclic module. In particular,
the pair .O; �/ can be thought of as an A1 generalization of a cyclic module, and we
follow [58]. See Section 6 for details of particular examples. Note that we will give
the construction of the long exact sequence for O� and O�. We could also consider
the variant for the other outward pointing arrows in diagram 3:2. We focus on the
non-symmetric case, but the symmetric case is also interesting, see [30].

To begin, observe that the odd pre-Lie identity ensures that .˛ ı �/ ı � D 0 and
consequently the formula

ı0.˛/ WD ˛ ı �C .�1/j˛j� ı1 ˛

is a differential. The following lemma is an elementary generalization of the standard
argument for cocyclic modules.
Lemma 3.14. The operators ı D ı�; ı0; N and t satisfy Nı0 D ıN and .1 � t /ı D
ı0.1 � t /.

This lemma allows us to define the cyclic bicomplex of the pair .O; �/.
Definition 3.15. Let O be a cyclic operad and let � 2 MC.O�/. The cyclic
bicomplex of .O; �/, denoted C �;�.O; �/ is the bicomplex 0 ! .O�; ı/ 1�t

!

.O�; ı0/ N! .O�; ı/ 1�t! � � � . We define the cyclic cohomology ofO with respect to �
to be the cohomology of this bicomplex, which we shall denote byHC �.O; �/.
Proposition 3.16. HC �.O; �/ Š H�.O�; ı�/.

Proof. This follows as in [58, Theorem 2.1.5]. In particular, the rows of the cyclic
bicomplex have cohomology only in degree 0, and so the cohomology of C �;�.O; �/
is the cohomology of the cokernel of the first two columns. This is precisely the
cyclic (co)invariants with the differential ı� .

We can now construct the long exact sequence. The input for this construction is
a cyclic operad which is unital; see Definition 4:1.
Proposition 3.17. Let O be a unital cyclic operad and let � 2MC.O�/. There is a
long exact sequence

� � � ! Hn.O�/ in
! Hn.O�/ �! Hn�1.O�/ S

! HnC1.O�/! � � �
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Proof. To start, consider the short exact sequence

0! .O�; ı�/
in
! .O�; ı�/! coker.in/! 0 :

To compute the cohomology of coker.in/ we consider the auxiliary short exact
sequence

0! coker.in/
1�t
! .O�; ı0/ N! O� ! 0 :

The fact that this sequence is exact can be seen as follows. If ˛ 2 ker.N / of
arity n, then we can define ˇ D �1

nC1

Pn
rD1 rt

r˛ to see that .1� t /ˇ D ˛ and hence
ker.N / D im.1 � t /. Note here we used our characteristic zero assumption.

Next observe that the complex .O�; ı0/ is acyclic. Indeed, since s1 D � ı1 e
places the degeneracy in position 1, it is easy to see that ı0s1 � s1ı0 D id. It follows
that H�C1.coker.in// Š H�.O�/, and the long exact sequence is that associated to
the initial short exact sequence after this isomorphism. This duplication of the cyclic
cohomology in the long exact sequence is a manifestation of the Koszul self-duality
of the associative operad.

The morphism � in the long exact sequence will be the BV operator in
Section 4. One can also give a chain level description of the periodicity operator S ,
following [58].

3.4.1. Cyclic cohomology of P1-algebras. As seen above we can consider the
cyclic cohomlogy of any cyclic or anti-cyclic operad after the choice of aMC element.
An important example occurs whenwe have a cyclic (resp. symplectic)P1-algebraA
where P is a cyclic (resp. anti-cyclic) Koszul operad. Presently we consider this
example. This discussion is dual to the cyclic homology of P-algebras first defined
in [30].

We let P be a cyclic operad or an anti cyclic operad which is also Koszul. This
implies that the Koszul dual P Š is also cyclic or anti-cyclic (agreeing with P), and in
particular P ˝ P Š is cyclic.
Lemma 3.18. The morphism of operadsLie! P˝P Š (see Subsection 2:3) extends
to a morphism of cyclic operads.

Proof. AsSC2 -modules,Lie.2/ Š sgn3 andP.2/˝P Š.2/ Š sgn3˝Hom.P.2/;P.2//,
and the morphism sends sgn3 7! sgn3˝id , hence is SC2 invariant. Call this map
�WLie.2/ ! .P ˝ P Š/.2/, which we view as a map of SC-modules, taking 0
in other arities. There is then an inclusion of SC-modules P.2/ ˝ P Š.2/ !
F.P.2// ˝ F.P Š.2//, and by left adjointness of the free cyclic operad functor, a
morphism of cyclic operads F..P ˝ P Š/.2// ˆ

! F.P.2// ˝ F.P Š.2// which we
call ˆ. Thus, we have the following diagram in the category of cyclic operads:

Lie F.Lie.2// F.�/ //oo F..P ˝ P/.2// ˆ // F.P.2//˝ F.P Š.2// � // P ˝ P Š
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Now, � extends to a morphisms of operads; in particular one can show that the
Jacobi identity J 2 RLie � F.Lie.2// is sent into F.P.2//˝R? CR˝ F.P Š.2//
by composition in the diagram, and hence to 0 by the projection � (see e.g. [59,
Lemma 7.6.6]). Since this morphism of operads is by construction SC equivariant,
it is a morphism of cyclic operads.

Remark 3.19. A more conceptual proof of the above lemma can be had via Manin
products, see [33, 59, 71]. In particular the Manin product of cyclic and anti-cyclic
operads behaves as the tensor product in the sense of Lemma B:8. The above
morphisms can then be seen as the composite of the sequence Lie ! P ı P Š !
P ˝ P Š, where ı represents the Manin white product. One could also use this fact
and the results of [71] to provide another proof of the existence results for anti-cyclic
structures given in [8].

There is a quasi-isomorphism of dg operadsD.P/ ��! P Š. Under the homotopy
theory of cyclic operads (see [45]) it is still the case thatL1 is cofibrant and hence the
morphism of cyclic operads in Lemma 3:18 lifts to a morphism L1 ! D.P/˝ P
in the category of cyclic operads. If we let O D D.P/ ˝ P , then Theorem 3:12

specifies a MC element ofO�. Now let A be a cyclic P1-algebra. By definition this
means that A is a cyclic algebra over the cyclic (or anti-cyclic) operad D.P Š/. Then
we have morphisms of dg cyclic operads

L1 ! P Š ˝D.P Š/! P Š ˝ EndA (3.4)

This allows for an efficient definition of the cyclic cochains of a P1-algebra.
Definition 3.20. Let P be a Koszul operad and a cyclic or anti-cyclic operad and
let A be a cyclic P1-algebra. Define O D P Š ˝ EndA. Then the completed cyclic
P-cochains of A is defined to be the cochain complex,

OCC
�

P.A/ WD .O
�
; ı�/

where ı� WD d C f�;�g with MC element � from Equation 3:4 via Theorem 3:12.
The cyclic P-cohomology of A, denoted OHC

�

P.A/, is defined to be the cohomology
of this complex.

In the case where the MC element lifts to �0 2 MC.O�/ along the standard
inclusion O� ! O�, we may define the noncompleted cyclic cochain complex

CC �P.A/ WD .O�; ı�/

and denote the cohomology of this complex asHC �P.A/.
We will be most interested in the regular case (Definition 2:2), where in particular

the long exact sequence in Proposition 3:17 is pertinent. Examples will be discussed
below in Section 6.
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4. The BV operator and the generalized cyclic Deligne conjecture

The generalized Deligne conjecture (Theorem 2:33) says that given an operad O
and � 2 MC.O�/, the complex .O�; ı� / is a G1-algebra. In this section we will
show that if the operad in question is cyclic and unital then we can define a family
of so-called spined brace operations which generalized Connes’ boundary operator,
in analogy with how the brace operations generalize Gerstenhaber’s pre-Lie product.
We then show that if the Maurer–Cartan element � lifts along the standard inclusion
MC.O�/!MC.O�/, then there is a chain model for the framed little disks which
acts on .O�; ı� / extending theG1 structure. In particular .O�; ı� / is aBV1-algebra.

4.1. Degeneracies and normalization.
Definition 4.1. A unital operad is an operad O along with associative compositions
O.n/

si
�! O.n � 1/ for 1 � i � n. We call these operations degeneracies.

Here associative means we extend the usual operad associativity axioms encoded
by grafting trees with tails to include erasing the tail labeled by i , encoded by the
operation si . The associativity can also be described by considering the degeneracies
as internal: defineO.0/ D kŒe� and define si .�/ D �ıi e. A unital cyclic operad is
a unital operad and a cyclic operad. A MC element is called unital if si .�n/ D 0 for
all n � 3; i � 1 and si .�2/ D id for i D 1; 2.

Note no compatibility is postulated between the cyclic and unital structures.
This is because the dependency comes in the form of an extra degeneracy s0, see
Equation 4:1. From now on when considering MC elements associated to unital
cyclic operads, we tacitly assume they are unital.

LetO be a unital cyclic operad with MC element �. We call an element a 2 O.n/
normalized if si .a/ D 0 for every 1 � i � n. The normalized elements form a
subcomplex whose inclusion is a quasi-isomorphism and when considering chain
level actions we may restrict our attention to the normalized subcomplex.

4.2. Spined brace operations. Just as Gerstenhaber’s pre-Lie product is the first
in a series of higher operations (the brace operations), Connes’ boundary operator B
may be viewed as the first in a family of higher operations, which we call spined brace
operations. The spined brace operations act on O� for any unital cyclic operad O.

Recall (Appendix A) that each vertex of a planar tree determines a cellular
subdivision on S1 whose 0-cells correspond to the adjacent flags and whose 1 cells
are the angles of the vertex. A spine is a distinguished cell of a white vertex, and a
tree with spines is a planar rooted tree with a spine at each vertex. We call a spine a
1-spine or 0-spine depending on the dimension of the distinguished cell. The trivial
spine is the outgoing 0-cell, and a tree with spines is spineless if each spine is trivial.
Write .T; �/ for a tree with spines where � denotes the set of spines (distinguished
vertex cells) of T .



Maurer–Cartan elements and cyclic operads 1431

Definition 4.2. Let B0�.n/ be the graded Sn-module spanned by trees with spines
having n vertices, and whose spines are either 1-spines or trivial. The degree of such
a tree (before suspension) is � the number of 1-spines. Define an operad structure
on the S-module B0� by

.T; �/ ıi .T
0; �0/ WD

X
Œ.T;�/;.T 0;�0/;i�

.T 00; �00/

where Œ.T; �/; .T 0; �0/; i � is the set of trees with spines which can be formed by the
following procedure. Let v be the vertex of T labeled by i and let u be the vertex
of T 0 adjacent to the root. If both v has a spine on a 1-cell and u has a nontrivial spine
the collection is empty. Else, identify the root of T 0 with the spine of T , forming
the new spine of v, and then graft the remaining v-branches of T to T 0 such that the
linear order (starting at the spine of T = root of T 0) is preserved.

Lemma 4.3. As defined above, B0� forms a graded operad.

The graded operad B0� may be viewed as a non-dg suboperad of sCC�.Cacti1/.
The salient feature of this suboperad is that it acts before adding a MC element.

Definition 4.4. Define B� WD s�1B0�, and call B� the spined brace operad.

Lemma 4.5. Let O be a cyclic unital operad. Then B� acts on O�.

Proof. This fact can be extracted from [74], but we will sketch the action on the
normalized subcomplex. Note the statement concerns graded operads, not dg.

Consistent with Definition 2:27, we will call a composition of spined brace trees
simple if it occurs at a spineless vertex of maximum height. The spined brace operad
is generated under simple gluings by the (unspined) braces along with the spined
brace operations of type 1 in the parlance of [74]. A spined brace operation of type 1
is a tree of height � 2 having only one vertex of height 1, call it v, whose only
non-trivial spine is a 1-spine on v (see Figure 1). Thus, to define an action of B�
on O�, it suffices to define the action on these generators. For the suboperad of
unspined braces, the action is the same as was given above (Lemma 2:14).

Figure 1. An example of a generating spined brace operation in B�.4/. The 1-spine on vertex 1
is indicated by a tic mark.
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Since O is now assumed to be both cyclic and unital, O.n/ also comes with an
action of t D .0; : : : ; n/ and with degeneracy operators si WO.n/ ! O.n � 1/ for
1 � i � n. In this context we define an extra degeneracy operator s0 as:

s0 WD tn�1s1t
�1
n (4.1)

Following [43], for a generator of the spined braces the action is defined as a sum
of the action of the corresponding trees with tails. Let T be such a spined brace
operation of type 1 having n vertices. Relative to a set of elements on which T
is to act, we adjoin tails to T until achieving the proper arity at each vertex. If OT
represents a decoration of T with tails, then OT .a1; : : : ; an/ WD tj s0T .a1; : : : ; an/

where T .a1; : : : ; an/ is the operad action, forgetting spines, and where j is the
number of tails between the spine and the root in the clockwise order.

For example let� 2 B�.1/ be the unique generator of degree�1. An arrangement
of tails taking the spine between flag i � 1 and flag i acts by t�is0 and so � in total
acts by � WD Ns0. Analogously, it is possible to explicitly write a formula for the
operation corresponding to each spined brace tree, although we don’t choose to do so
here, and this formula is a sum of compositions of the operations ıi ; s0, and t . This
formula is the unital cyclic analog of Equation 2:2.

4.3. The BV1 structure. By the above lemma, given a unital cyclic operad O
with a MC element � 2 O� we have a spined brace operad structure, including
the operator � on O�. This structure accompanies the homotopy Gerstenhaber
structure already constructed on O� and we can ask for an operad encoding their
compatibility. This operad was first constructed in [74] and called T S1 (for “trees
with spines and A1 labels”) and is a chain model for the framed little disks operad,
with the spined brace tree � inducing the BV operator.

Theorem 4.6. Let O be a cyclic and unital operad and let � 2 MC.O�/. Then
there is a chain model for the framed little disks operad which acts on O� inducing
a BV structure on cohomology. In particular, in characteristic zero, .O�; ı�/ is a
BV1-algebra.

Proof. The operad T S1 of [74] is an A1 blow-up of the Voronov’s operad of Cacti
and hence is a chain model for the framed little disks, f D2. By BV1 we mean
any cofibrant replacement of the operad BV Š f D2 in the model category of dg
operads, e.g. that of [22]. Hence, the formality of f D2 implies the existence of a
quasi-isomorphism of dg operads BV1 ! T S1. As an operad T S1 is generated
by the spined braces and the dg suboperad Š M having all spines trivial. Thus, the
action is defined via Theorem 2:29 and Lemma 4:5. To check that such an action is
coherent with the relations in the endomorphism operad we appeal to the arguments
in [74]. In particular, in loc. cit. the action of T S1 is given on the Hochschild
complex of a cyclic A1 algebra and requires only the operations ıi , s0, t , and, �n,
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along with the compatibility assured by the axioms of a unital cyclic operad with
unital A1 multiplication. This observation and Theorem 3:12 proves the result.

The action can be interpreted by reading a tree with a single (nontrivial) spine
as a cyclic flow chart, starting at the spine and traversing clockwise. The potential
ambiguity in such a flow chart comes with a nontrivial 0-spine, where we could either
read by going up and around the given branch first or last. The fact that � is cyclically
invariant ensures that either interpretation produces the same operation.

5. The gravity structure on the cyclic (co)invariants

We have seen that given a cyclic operad O, the cyclic brace operad acts on O�
andO� encoding an odd Lie algebra structure. The goal of this section is to construct
a dg operad which acts on .O�; ı�/ or .O�; ı�/ in the presence of a Maurer–Cartan
element �, encoding the cyclic brace operations and associated evaluations by � and
then to compute its homology. We continue to emphasize the planar case, as it has a
richer structure, but a similar analysis could be applied to the non-planar case.

5.1. The operad M˚.

Definition 5.1. Let T be an A1 labeled tree. Define ET to be the union of the set
of white edges of T and the set of black vertices of T . An orientation of T is a
total order of ET . Two orientations are said to be equivalent if they differ by an even
permutation. Such a tree T along with an equivalence class of orientations � is said
to be oriented and is denoted T�. For an orientation � we let N� denote the opposite
orientation.

Definition 5.2. Define M˚.n/ to be the graded vector space spanned by oriented
A1-labeled trees T having n white vertices, modulo the relation T� D �T N�.

The terminology “orientation”will be further justified belowwhenweviewM˚.n/

as the cells of a CW complex, see Lemma 5:6 and the proof of Theorem 5:21.
The dg operad structure of M˚ is most naturally given by comparison with M. To

begin, we construct an injection of S-modules �WM˚ ! M. This map extends the
construction of Lemma 3:6. Let T� 2 M˚.n/ and let R be the set of angles of T ,
and define

�.T�/ D
X
r2R

˙.T; r/

where the sign is the sign of the permutation sending the order � to the planar order
of the data starting at the root r (in accordance with Section 3:2:1). Note here we are
summing over both black and white angles in the parlance of AppendixA. Consistent
with Section 3:2:1 we define the standard orientation of an A1 labeled tree to be the
order specified by starting at the white angle of the vertex labeled by 1which precedes
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the branch containing the vertex labeled by 2. In what follows, if no orientation is
specified it means we assume the standard orientation.

The map � is an injection whose image is closed under the Sn action, and we
give M˚.n/ the inherited grading and Sn action. Moreover:
Proposition 5.3. The image �.M˚/ � M is a suboperad. In particular M˚ inherits
the structure of a dg operad from the injection � such that �WM˚ ! M is a morphism
of dg operads.

Proof. To prove this proposition we will give a combinatorial description of the ıi
maps and the differential and check their compatibility with �. A more topological
proof can be had using the cellular structures ofM˚.n/ andM.n/, and wewill develop
this intuition later in the section.

First, the ıi maps are defined to extend those in the cyclic brace operations.
Namely, let T and T 0 be two A1-labeled trees having w and w0 white vertices and b
and b0 black vertices. Then we define the ıi operation T ıi T 0 by the following
procedure. First label the black vertices of T by w C 1; : : : ; w C b and label the
black vertices of T 0 byw0 C 1; : : : ; w0 C b0 in any way we like, then perform a cyclic
brace operation composition, in this case

B˚.w C b/˝ B˚.w
0
C b0/

ıi
�! B˚.w C w

0
� 1C b C b0/

Finally, forget those numerical labels� wCw0, all the while retaining theA1 labels
on these vertices. If black edges are created, we contract them as usual (see A:10).
To check that .M˚; ıi /, is an operad, i.e. to check associativity and equivariance of
the ıi maps, it suffices to check that the ıi maps are compatible with �, since � is an
injection of graded S-modules. This follows as in the proof of Lemma 3:6.

The fact that �.M˚/ � M is closed under the differential of M follows from the
local nature of the differential of the minimal operad. Namely, we can define

@.T / D
X
v2T

˙@.T I v/

as the non-rooted analog of Equation 2:6 and argue that �.@.T // D @.�.T //. In
particular if v is white, @.T I v/ collapses white angles and if v is black @.T I v/ blows
up an edge is all possible ways. We then observe that every term appearing in�.@.T //
also appears in @.�.T //. Indeed terms in the former expression correspond to a choice
of a vertex v, contracting white angles or blowing up an edge in v, and then choosing
a root r . Any such term can also be found by first choosing a corresponding root r
in T and then taking the rooted differential @..T; r/; v/.

On the other hand there are terms in @.�.T // which do not appear in �.@.T //.
This occurs if we choose a root and then apply the differential in the locality of
the root to produce a rooted black vertex whose underlying unrooted black vertex is
unstable. However, such a term cancels with the term having the next choice of root
(in the clockwise cyclic order) and the prior angle contracted/edge blown up.
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The relationship to the brace and cyclic brace operads is the following.

Corollary 5.4. The cyclic brace operad B˚ includes into M˚ as a graded suboperad.
Moreover there are morphisms of graded operads

B˚

� //

��

B

��
M˚

� // M

5.1.1. The action. Let O be a cyclic operad and � 2MC.O�/.

Theorem 5.5. .O�; ı�/ is naturally a dg M˚-algebra.

Proof. By the generalized Deligne conjecture (Theorem 2:33), we know that there
is a sequence of operads

M˚

�
�! M! End.O�;ı�/ (5.1)

Viewing O� � O� we can apply the induced action of M˚.n/ to get an operation
in Hom.O�˝n;O�/, and it suffices to show that this action is closed under the
inclusion O� � O�. For this it is enough to consider the cyclic brace operations,
since the black vertices are just evaluation on elements, and for the cyclic brace
operations this follows from Corollary 3:11.

5.2. The homology of M˚ and the gravity operad. In this subsection we calculate
the homology of M˚, showing that its homology is the gravity operad of Getzler [29].
This operad is equivalent (modulo degree shifts) to both theS1-equivariant homology
of the operadD2, with S1 action by rotation, or to the operad given by the homology
of M0;nC1, the moduli spaces of marked Riemann surfaces of genus zero, (with
n C 1 � 3). Here we are using homological grading conventions to match the
cellular intuition as in Remark 2:1.

5.2.1. Spineless cacti. Recall the topological E2 operad of spineless cacti [73] and
variants [41] have been used to model string topology operations. In particular we
consider Kaufmann’s cellular operad of normalized spineless cacti CC�.Cact1/. For
each n � 2, the space Cact1.n/ has a free S1-action by moving the base point.
Taking S1 as a CW complex with a single 1-cell, we get a map r by evaluating the
action on said cell:

rWCCn.Cact1/! CCnC1.Cact1/

The relationship between the operads M˚, M and spineless cacti is the following.
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Lemma 5.6. The image of r is a suboperad of CC�.Cact1/. This suboperad fits
into a diagram of operads

M˚

� //

�

��

M

�

��
im.r/ // CC�.Cact1/

(5.2)

where the vertical maps are weak equivalences and the horizontal maps are the
canonical injections.

Proof. To be precise, since r is only defined in arity � 2, we must specify that the
arity 1 term is simply the ground field k in each operad in the diagram. Alternatively
we could work with pseudo-operads, thus allowing the arity 1 term to be zero. In any
event the argument below is for n � 2.

Recall that the cells of CC�.Cact1.n// are indexed by b/w rooted trees with n
white vertices, and that the insertion operad structure on trees, as above, turns this
correspondence into an isomorphism of operads. After [42] we call this operad
of trees T. Further recall [44] that contracting labels of black vertices (see next
paragraph) gives a weak equivalence M! T.

Now to prove this lemma let us first construct an auxiliary operad T˚. We
define T˚.n/ to be the vector space spanned by (non-rooted) b/w planar trees having n
white vertices. There is a map of S-modules � WM˚ ! T˚ defined on generators as
follows. If T 2 M˚.n/ is a b/w tree with one or more A1 labels of non-zero degree,
then �.T / D 0, and if T has only A1 labels of degree 0 then �.T / simply forgets
the black vertex labels. The map � is to be thought of topologically as contracting
associahedra. In particular, the map � WM˚ ! T˚ induces the structure of a dg
operad on T˚, and this map is a levelwise quasi-isomorphism.

Mimicking the construction of the injection M˚ ! M above, we have an injection
T˚ ! T by summing over all choices of white roots, and hence a diagram of dg
operads:

M˚
//

�

��

M

�

��
T˚

// T Š CC�.Cact1/

(5.3)

and so it remains to show that the induced map T˚ ! CC�.Cact1/ induces an
isomorphism T˚ Š im.r/.

If T 2 T˚.n/ is a basis element, we enlarge the white vertices to intersect at
the (possibly unstable) black vertices. Since n � 2, there is at least one (possibly
unstable) black vertex. This graph is now a planar configuration of (topological)
circles and we choose one of the intersection points, i.e. former black vertices, as
a marked point. As an unweighted planar configuration of circles with a marked
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point, this graph represents a cell in CC�.Cact1/, call it 
 , and it is easy to see that
r.
/ Š T under the above isomorphism.

Conversely, given a cell 
 2 CC�.Cact1/ there are two cases. First if the marked
point is on an intersection of lobes, we can erase the marked point, pass to the
corresponding non-rooted b/w planar tree T (removing the formerly marked vertex
if it is unstable), and as above r.
/ Š T . Second if the marked point is not on an
intersection of lobes, then r.
/ D 0.

It readily follows that this correspondence between im.r/ and T˚ is a bijection,
and thus im.r/ Š T˚ under the above isomorphism.

5.2.2. The gravity operad. We now recall the gravity operad, Grav. Below we will
give explicit generators for the homology of M˚ as well as explicit boundaries for the
relations between these generators. As such we give a definition of Grav in terms of
generators and relations.
Definition 5.7. For a given n we define �i;j 2 Sn to be the unique permutation such
that
(1) �i;j .1/ D i; �i;j .2/ D j ,
(2) mod n,

�i;j .3/ �

(
i C 1 if j 6� i C 1
i C 2 if j � i C 1

(3) and the cyclic order of f3; : : : ; ng is preserved by �i;j .
Definition 5.8 ([29]). The gravity operad Grav D F.E/=.R/ is given in terms of
generators and relations as follows. For each n � 2,E.n/ is the trivial representation
concentrated in degree 1, call its generator gn. We consider E.1/ D 0, formally
adjoining the unit if desired. The relations .R/ are the operadic ideal generated by
Rk;l 2 F.E/.k C l/ where

Rk;l D �glC1 ı1 gk C
X

1�i<j�k

�i;j .gkCl�1 ı1 g2/

for k � 3; l � 0, where g1 is interpreted as 0, and where �i;j 2 SkCl .

Remark 5.9. The insertion operad structure in the above examples, e.g. in B˚ can
be extended to non connected graphs. In this case the Gerstenhaber operad G can be
interpreted as the suboperad generated by the two 2 vertex graphs of genus 0. The
operad Grav is the suboperad of G taking gk to be the sum of all genus 0 one edged
graphs on k vertices.
Remark 5.10. There is an interesting connection between the gravity operad and
the L1 operad essentially going back to [10, Theorem 6.2]. If V is a gravity algebra
with generating operations g2; g3; : : : ; then every sublist of the generating operations
can be completed by the zero operations to anL1 algebra structure on†V with zero
differential. The converse is not true; there are more relations in the gravity operad.
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5.2.3. Generators of H�.M˚/.
Remark 5.11. In this section we give the graphs in M˚ whose associated homology
classes correspond to the gravity generators gk . Observe that if T 2 M˚.k/ is a tree
having black vertex labels of degree 0 which happens to be a cycle, then the class ŒT �
does not change if we change the black vertex labels of T to other labels of degree 0.
As such, we repress the black vertex labels below. Alternatively, we could consider
these trees as having no black vertex labels and thus as generators for the homology
of T˚.k/. The two approaches are equivalent under the above quasi-isomorphism
M˚.k/

�
! T˚.k/.

Definition 5.12. For k � 3, let 
k 2 M˚.k/ be the b/w tree having one black
vertex of degree 0, k edges, and k white vertices such that each white vertex is
connected to the black vertex by an edge and such that the white vertices are labeled
f1; : : : ; kg clockwise in the planar order. See Figure 2. In the case k D 2 the
above description produces an unstable black vertex which is erased to define 
2. In
particular 
2 2 B˚.2/ is the Lie bracket in the cyclic brace operad.

Figure 2. Left: 
k . Right: �k.r; s/.

Lemma 5.13. The graph 
k 2 M˚.k/ is a cycle of degree 1. Furthermore for any
� 2 Sk; Œ
� D Œ�
�.

Proof. Under homological grading conventions (see Remark 2:1), the degree of 
k
is 1 by definition, and since M˚.k/ is concentrated in degree� 1 it is a cycle. For the
latter statement we use the graph �k.r I s/, pictured in Figure 2 and defined formally
in Definition 5:14. In particular @.�k.r; s// is a boundary interchanging the order
of r and s.

We have not yet argued that the 
k constitute all generators. This will be shown
below.

5.2.4. Explicit relations inM˚ and T˚. Wewill now see that the cycles 
k 2M˚.k/

satisfy the relations of the gravity operad up to explicit homotopies. The boundary
giving the relation Rk;l on homology will be denoted �k;l and is given as a signed
sum of graphs. For simplicity we will give the explicit homotopies in T˚, which can
be augmented to explicit homotopies in M˚ by including trees with the appropriate
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degree 1 (edge) labels to move between the different degree 0 (vertex) labels which
arise in the compositions in the A1 case, see Remark 5:11.

Since the definition of the �k;l is somewhat involved, let me summarize it before
we begin. The indexing set of the sum �k;l is combinatorial in nature, and is
introduced in two steps. First we introduce the notion of a “wheel” and an operator “tr”
whose orbit indexes �k;l up to simultaneous relabeling of (morally) half of the terms
(Definition 5:14). This relabeling can not be done term by term, but it can be done
simultaneously, and for this we define “interchangers” �k (Definition 5:16). We then
define �k;l as the orbit of tr along with the �k graphs, and show that @.�k;l/ is precisely
the corresponding gravity relation in Lemma 5:20.
Definition 5.14. (1) IfA andB are disjoint finite ordered sets we letAtB denote

the ordered set whose elements are A[B and whose order is colloquially “A
then B”.

(2) Let 1 � m � n and 1 � d � n�1. A wheel of arity n of degree d with center
m is a partition of the set f1; : : : ; ng n fmg into d nonempty ordered subsets
A1; : : : ; Ad such that the cyclic order of A1 t � � � tAd agrees with the natural
cyclic order on f1; : : : ; ng n fmg and such that mC 1 2 A1. The set of such
wheels is denoted Wd

n .m/. (Note the total order of Ai need not agree with
that induced from the integral order.)

(3) The transfer operator tr is an assignment

trWWd
n .m/!Wd

n .m/ (5.4)

defined provided min.A1/ ¤ m C 1 and given by tr.A1/ D A1 n min.A1/,
tr.A2/ D A2 tmin.A3/, and tr.Ai / D .Ai nmin.Ai //tmin.AiC1/ (mod d )
for 3 � i � d .

(4) For n � 4 we define !n.m/ 2 W3
n.m/ to be the wheel with A1 D fm C

4; : : : ; m � 1;mC 1g, A2 D fmC 2g, A3 D fmC 3g (mod n).
(5) For n � 3 and 1 � r; s � n we define �n.r I s/ 2 W2

n.s/ to be the unique
wheel with Ai D r for some i .

(6) For a fixed k � 3we define �r;s 2 f0; 1g so that �r;s�k.1; 2/ D .�1/�r;s�k.r; s/.

Figure 3. The orbit of tr applied to!n.m/. From left: thewheel!n.m/; tr.!n.m//; trj .!n.m//;
trn�4.!n.m//
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We represent wheels pictorially as follows. Draw a circle with n � 1 marked
points labeled clockwise in the cyclic order by f1; : : : ; ng n fmg and label the center
of the circle by m. Then draw d line segments connecting m to the circle and not
intersecting the marked points, such that the labeled marked points on the circle
between two line segments are exactly the sets Ai in order. Clearly every wheel can
be uniquely represented by such a diagram.

Figure 4. Left: a wheel in W4
10
.5/. Right: its dual graph.

To a wheel Wd
n .m/ we associate a degree d element of T˚.n/ by the following

dual graph construction. Place a white vertex over each of the n marked points,
including the center. Place a black vertex in each of the d sectors of the circle,
as specified by the line segments. Connect each black vertex to the center and to
any white vertices that appear in the boundary in its sector (there is always at least
one). Finally, erase any unstable black vertices. By abuse of notation we consider
kŒWd

n .m/� � Td
˚
.n/. (See Figure 4). Such wheel complexes form a resolution of

the generator 
n, in the sense of the following lemma.
Lemma 5.15. Under the above identification the differential @ of Td

˚
.n/ sends

@WkŒWd
n .m/� ! kŒWd�1

n .m/�. In particular a wheel is sent to a signed sum of
wheels given by removing one line segment in each of the d possible ways. The
homology of the complex kŒW�n .m/� is concentrated in degree 1 and is generated
by 
n.
Definition 5.16. An interchanger of arity n is a subset of f1; : : : ; ng of size 4, which
we depict as a circle with marked nth roots of unity having two intersecting line
segments terminating at the 4 chosen points.

To an interchanger � D i < r < j < s of arity n we associate a graph by
the following procedure. Define the following partition of f1; : : : ; ng n fi; r; j; sg,
A D fm W i < m < rg, B D fm W r < m < j g, C D fm W j < m < sg,
D D fm W s < mg, E D fm W m < ig. Now to form the graph, first attach white
vertices labeled by i and r to a central black vertex. Second, attach white vertices j
to i and and s to r . Finally, attach the remaining white vertices to the central black
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vertex such that the cyclic order of the white vertices attached to the central black
vertex agrees with fig t A t C t frg tD t B t E. See Figure 5 for an example.
In the case that n D 4 the black vertex is unstable and is not drawn. Define I.n/
to be the set of all such graphs. We will view kŒI.n/� � T˚.n/ but interchangers
do not take the standard orientation, rather their orientation is fixed in the proof of
Lemma 5:17 below.

Figure 5. An interchanger in I.9/ and its associated graph in M˚.9/.

Lemma 5.17. Write �r;s for the transposition .r; s/. Then

@

� X
�2I.n/

�

�
D

X
1�r<s�n

.�1/�s;r �n.sI r/ � .�1/
�r;s�rIs�n.r I s/ (5.5)

Proof. This is a straightforward but lengthy calculation. First, if r and s are cyclically
adjacent then �s;r D �r;s�r;s and the corresponding terms cancel. Now fix r < s

which are not cyclically adjacent and consider all interchangers with the chord r; s.
For each interchanger, @.�/ has four terms, corresponding to the four collapsible white
angles. Each term in the differential which does not contract an angle on r appears
twice with opposite sign, with the exception of one unique contribution each from
those configurations that have the opposite chord as short as possible on each end.
These two produce two noncancelling terms which are those above for the given r; s.

Regarding signs and orientation, we view an interchanger celluarly as a square
with weights on the white angles which sum to 1 at each vertex. (See the proof
of Theorem 5:21 for more detail of the cellular structure of †�1T˚.) The sum †�

fits together to form a highly symmetric cubical subdivision of an n-gon, and we
orient this configuration to induce an orientation of each interchanger. In particular,
each boundary edge is subdivided into n � 3 1-cells and the boundary of the n-gon
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corresponds to the n.n � 3/ noncancelling terms in line 5:5. The example n D 8 is
pictured.

The signs in equation 5:5 are dictated (up to an overall sign) by the fact that the Sn
action is compatible with the boundary operator along with the fact that @2 D 0.
In particular we observe that @..�1/�s;r �.sI r// D �s;r@.�.1I 2// and that Sn acts
without signs on the terms in @.�.1I 2// (Lemma 5:13). The overall sign is fixed by
the correct choice of orientation in the preceding paragraph.

Definition 5.18. Let T be a planar tree in T˚.n/ whose vertex labeled by n is a leaf.
We define T _l 2 T˚.nC l � 1/ to be the tree given by turning said vertex black and
grafting on l adjacent white vertices labeled in the planar order from n to nC l � 1
to said vertex.
Definition 5.19. For k C l � 4 we define �k;l 2 T˚.k C l/ by

�k;0 D

kX
mD1

k�4X
jD0

.�1/j trj .!k.m// �
X
�2I.k/

� (5.6)

if l D 0 and

�k;l D

kX
mD1

k�3X
jD0

.�1/j .trj .!kC1.m///_l �
X

�2I.kC1/

�_l (5.7)

if l ¤ 0. We also define �3;0 D 0.
Lemma 5.20. The elements �k;l are explicit homotopies measuring the failure of the
gravity relations on T˚. Precisely this means:

@.�k;l/ D �
lC1 ı1 
k C
X

1�i<j�k

�i;j .
kCl�1 ı1 
2/ : (5.8)

Proof. Note that if k D 3 and l D 0 the fact that �3;0 D 0 is equivalent to 
2
satisfying the Jacobi identity strictly in T˚, i.e. on the chain level. Of course the
graph 
2 2 B˚.2/ � T˚.2/ is exactly the Lie bracket in B˚ and the Jacobi identity
has been verified above. In particular, Equation 5:8 holds in this case.

Let us first consider the case k � 4 and l D 0. For a given m, by Lemma 5:15
we know that @.trj .!k.m/// consists of three terms given by erasing one of the three
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line segments. In
Pk�3
jD1˙ trj .!k.m//, the line segment landing between m C 1

and mC 2 is fixed, and therefore all of the terms in @.
Pk�3
jD1˙ trj .!k.m/// which

do not remove this line segment appear twice with opposite sign, unless j D 0 or
j D k � 4. The only remaining terms are those with a sector containing exactly one
marked point. In particular,

@

� k�4X
jD0

.�1/j trj .!k.m//
�
D

X
1�r�k
r¤m

.�1/�r;m�k.r Im/ :

Here, once again, we view
Pk�4
jD0.�1/

j trj .!k.m// cellularly as an oriented
contractible complex given by gluing triangles along common faces. The
sign .�1/�r;m is then dictated by the fact that @2 D 0 along with the fact that
@..�1/�r;m�.r Im// D �s;r@.�.1I 2// and the fact that Sn acts without signs on the
terms in @.�.1I 2// (Lemma 5:13).

Those terms in the above expression with r < m are desired, and those terms
with r > m are accommodated by the interchangers as follows. We first compute


k�1 ı1 
2 D �k.1I 2/ � �k.2I 1/

D �k.1I 2/C �1;2�k.1I 2/ 2 kŒW2
k .1/�˚ kŒW2

k .2/�

where � continues to mean transposition. Applying �r;s we see that

�r;s.
k�1 ı1 
2/ D .�1/
�r;s .�k.r I s/C �r;s�k.r I s// : (5.9)

Thus,

@

� kX
mD1

k�4X
jD0

.�1/j trj .!k.m//
�

D

X
1�r<s�k

..�1/�r;s�k.r I s/C .�1/
�s;r �k.sI r//

D

X
1�r<s�k

.�1/�r;s .�k.r I s/C �r;s�k.r I s//

C

X
1�r<s�k

..�1/�s;r �k.sI r/ � .�1/
�r;s�r;s�k.r I s//

D

X
1�r<s�k

�r;s.
k�1 ı1 
2/C
X
�2I.k/

@.�/

from Lemma 5:17 and Equation 5:9. Hence Equation 5:8 is satisfied.
The calculation works similarly when l � 1, once we observe that the .�/_l

operation commutes with the differential. The extra terms (in the above indexing
notation) given by s D kC 1 correspond to the terms in the boundary of 
lC1 ı1 
k .
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5.2.5. Completing the calculation.
Theorem 5.21. The assignment gk 7! Œ
k� induces an isomorphism of operads
 WGrav Š! H�.M˚/.

Proof. The fact that the above assignment is a morphism of operads follows from
Lemma 5:20. Thus it suffices to show that this assignment induces a levelwise
isomorphism. As such we fix an arbitrary arity n � 2 for the remainder of the
argument. Let us first show that  is a levelwise injection. For this it is enough to
show that the following diagram commutes,

Grav.n/

 

��

** **
in

**
H�.M˚.n//

H�.�/
// H�.D2.n// Š G.n/

(5.10)

where the diagonal arrow is the canonical injection. Explicitly this means Œ�.
n/� DP
i<j fai ; aj g � a1 � � � � � an. This can be seen by induction as follows. If n D 2 the

statement is clearly true. Provided that the statement holds up to n� 1, we conclude
that in G we have Œ�.
n�1/� ın�1 Œ�2� D in.gn�1/ ın�1 Œ�2�, where �2 2 T.2/ is
the corolla representing the associative product. Thus, it is sufficient to construct an
explicit homotopy between �.
n/��.
n�1/ın�1�2 and the canonical representative
of gn�.gn�1ın�1 Œ�2�/. This homotopymay be constructed explicitly by assembling
the following 2-cells:

Thus gk 7! Œ
k� induces a levelwise injection and to conclude that it is an
isomorphism, it is enough to argue Grav.n/ andH�.M˚.n// have the same rank. To
this end we observe that †�1T˚.n/ can be viewed as the cellular chains of a CW
model for Cact1.n/=S1. To see this we abbreviate X D Cact1.n/=S1 and define the
m-skeletonXm by declaring a point Œq� 2 X to be inXm iff there is a representativep
of Œq�with� iCn total arcs in the cactus. Then, given a basis element in†�1T˚.n/

of degree m, we either choose a black vertex to which we affix a root or, if there are
no black vertices, add an unstable black vertex to a white edge and attach the root to
it. This determines an m cell in Cact1.n/, and hence a map

Dm ! Cact1.n/! Cact1.n/=S1
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where Dm is an m-disk. The composite map is independent of the choice
of root and lands in Xm. The fact that these cells form a CW structure for
Cact1.n/=S1 follows the CW structure of Cact1.n/ and the fact that the set of
boundary components (white angles) is not altered by the choice of a black root.
Thus H�.M˚.n// Š †H�.†

�1M˚.n// Š †H�.Cact.n/=S1/ Š Grav.n/. We
conclude that the levelwise injection  is a levelwise isomorphism, and hence an
isomorphism of operads.

Corollary 5.22 (S1-equivariant Deligne conjecture). Let O be a cyclic operad and
let � 2MC.O�/. Then M˚ is a chain model for the S1-equivariant homology ofD2
which acts on .O�; ı�/ inducing a gravity algebra structure on cohomology.

The use of the term “chain model” in the previous corollary is justified by the fact
that the equivalence Cact � � � � � ��! D2 induces an isomorphism of operads after
applying†HS1

� .�/ (see [76, Lemma 7.8 and Theorem 7.9]), along with the fact that
M˚

�
! T˚ Š †CC�.Cact1.n/=S1/.
The fact that the chains †�1T˚ on Cact1.n/=S1 do not form a dg operad, but

rather an odd operad (Definition 2:5), was expected in light of [46]. Topologically,
there are two ways to view T˚. First we can interpret generating trees as specifying
the collection of cells in CC�.Cact1/ that are formed by adjoining all possible white
roots. These cells are glued together along the adjacent black roots. See Figures 6
and 7. Alternatively we can view the generating trees as specifying cells in the
quotient Cact1.n/=S1, which gives the desuspended degree. The former is operadic
but not cellular. The latter is cellular but not operadic. In moving from T˚ to M˚,
the cellular interpretation is the usual topological blow-up.

Figure 6. Gluing together cells in M to form two cycles in M˚ and the cyclic brace operation
between them. Notice the two boundary components of the cylinder on the left hand side have
6 terms each which correspond precisely to the choices of root in the boundary components on
the left hand side.
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Figure 7. The cyclic brace operation pictured in the box maps to T Š CC�.Cact1/ as a sum of
6 cells, 3 tetrahedra and 3 triangular prisms. These cells are glued together along faces having
black roots. The result is �2 � S1. In M˚ the blow up results in W3 � S1, where W3 is the
2-dimensional cyclohedron (a hexagon). On the right hand side, the 3 homologous 1-cycles
represent the homology class corresponding to g4 2 Grav.4/.

5.3. Connection to Tw. To conclude this section we will compare the above
constructionswith the twisting constructionTwofT.Willwacher in [77]. In particular,
the existence of a morphism sLie ! B˚ qualifies the cyclic brace operad as an
input for Tw and we will show that the operad M˚ is quasi-isomorphic to Tw.B˚/.
The argument here-in is a nearly verbatim adaptation of those in Dolgushev and
Willwacher [18].

For an explanation of Tw we refer the reader to [77] and [19], as we will only
recall the most relevant of particulars here. By definition Tw.B˚/ is a dg operad
whose arity n component can be written

Tw.B˚/.n/ D

1M
rD0

†rB˚.nC r/
Sr (5.11)

where Sr acts on the labels nC 1; : : : ; nC r . We can therefore consider Tw.B˚/.n/

to be the vector space spanned by all planar trees with n C r vertices, partitioned
into two sets Vwhite of size n and Vblack of size r where the white vertices are labeled
by f1; : : : ; ng and the black vertices are not labeled. Note that such trees are not in
general “b/w” in the parlance of AppendixA; they can have black edges and unstable
black vertices, and we say such trees are of “Tw-type”. The operad structure is
then the insertion operad structure inherited from B˚. Equation 5:11 takes the total
grading so that the degree of such a tree is

jT j D 2jVblackj � jE.T /j :
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The differential has the following combinatorial description. Let T�ı 2
Tw.B˚/.1 C 1/ be the unique tree with one white and one black vertex, we
let T�� 2 Tw.B˚/.0 C 2/ be the unique tree with two black vertices, and given
a tree T 2 Tw.B˚/.nC r/ with a black vertex v we let Tv 2 Tw.B˚/.nC 1C r � 1/

be the tree formed from T by switching the color of v and labeling the result by nC1.
Then we define

@Tw.T / D �.�1/jT j
X

v2Vblack

Tv ınC1 T�� C T�ı ı1 T � .�1/
jT j

nX
iD1

T ıi T�ı :

This is the non-rooted analogue of equation 8.14 of [18]. Note that Tv ınC1 T�� has
the effect of blowing up a black edge at the given black vertex and T ıi T�ı has the
effect of blowing up a mixed edge at the white vertex labeled by i .

Let us now define a dg map M˚.n/ ,! Tw.B˚/.n/ in the obvious way. Namely
an A1 labeled tree T can be interpreted as a Tw-type tree if we blow up the black
vertex according to its label. By abuse, we refer to this morphism as the canonical
inclusion. The image of this map is simply those Tw-type trees which have no black
vertices of valence< 3. We call this property (after [18]) admissibility. This property
is closed under the operad structure, and so this assignment is a morphism of operads.
To see that it is compatible with the differential we may observe (after [18, p. 73])
that if the differential @Tw.T / is applied to an admissible tree, while valence one and
two black vertices can be created, they appear in canceling pairs. Indeed a valence
two black vertex appears on an edge with a contribution from each of the adjacent
vertices, while a valence 1 black vertex appears with a contribution from the single
adjacent vertex and a contribution from T�ı ı1 T .

Recall that the notion of a reduced operad considers only arities n � 1. To
compare Tw.B˚/ with M˚ we will from now on forget the arity 0 term and consider
Tw.B˚/ to be a reduced operad. Of course, the graph complex Tw.B˚/.0/ is an
interesting algebra in its own right, but it is not the object of our study here.
Theorem 5.23. The canonical inclusion M˚ ,! Tw.B˚/ is a weak equivalence of
reduced operads.

Proof. Being a morphism of dg operads, it remains to show that the canonical
inclusion is a levelwise quasi-isomorphism. Fix an arity n � 1. We continue to
follow [18]. Let ��2.T / be the number of black vertices of valence 1 or 2 for a
Tw-type tree T . Define a filtration

� � � � Fm�1Tw.B˚/ � FmTw.B˚/ � � � �

where FmTw.B˚/ is the span of those trees having ��2.T / � jT j � m. Note that
since the differential increases ��2.T / by at most 1, the filtration is closed under @.
Turning then to the associated graded complex we see terms in the differential that
introduce a univalent black vertex appear in pairs, and so the only terms in the
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differential which survive the quotienting are those which introduce a bivalent black
vertex. As such we may write,

GrF .Tw.B˚// D
M
cores

� Tw.B˚/�

where a core is a Tw-type tree with no bivalent vertices and where Tw.B˚/� is the
span of those trees which can be formed by adding zero or more bivalent vertices
to � . Now we can write

Tw.B˚/� D
O
edges

e 2 �Ve

where Ve is a complex which depends only on the vertices adjacent to edge e. Note
n � 1 means at most one adjacent vertex is black and univalent. A simple parity
argument shows that if one of the adjacent vertices is black and univalent, then Ve
is acyclic and if none of the adjacent vertices is black and univalent then Ve has
cohomology of rank 1 in degree 1. As such the cohomology of the associated
graded complex is generated by those trees having no univalent and no bivalent black
vertices, i.e. precisely by those generators of M˚. That is as graded vector spaces,

H�.GrF .Tw.B˚/.n// Š M˚.n/

Endowing M˚ with the its degreewise filtration, the associated graded complex
has 0 differential. Thus, the inclusion induces a quasi-isomprphism of associated
graded complexes, and hence on the original spaces (see [19, Lemma A.3]).

Corollary 5.24. The cohomology of the reduced operad Tw.B˚/ is the gravity
operad.

6. Examples

The aim of this section is to further discuss examples of the above structures,
interpreted in two different ways. First, we give several direct applications of our
constructions; specifying a cyclic operad and a Maurer–Cartan element as input and
drawing the obvious corollaries. But we also specify several indirect applications;
transferring the structure across (quasi)-isomorphisms. The examples of indirect
application raise the question of how to construct these operations directly in their
respective environments.

The first two examples are members of a family of algebraic examples coming
from the Koszul duality theory of (cyclic) operads via Definition 3:20.
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Example 6.1 (Hochschild and cyclic cohomology). The most fundamental example
arising from Definition 3:20 is the case whereP D As andA is a cyclicA1 algebra.
Then

OCC
�

As.A/ D
Y

†.sAs/˝S
C
n Hom.A˝n; A/

Š

Y
n

�
†n sgnnC1˝Hom.A˝n; A/

�ZnC1
:

If A is in particular Frobenius we have

CC �As.A/ Š
M
n

�
sgnnC1˝Hom.A˝n; A/

�ZnC1
:

Under the identification Hom.A˝n; A/ Š Hom.A˝nC1;k/ we see precisely
the set of “cyclic cochains” as defined by Connes [16] often denoted C �

�
.A/, and

the Connes–Tsygan long exact sequence. The BV structure on the Hochschild
cohomology was established in [63] and [68]. The homotopy BV structure was
first given in [74] in generality and by Kaufmann [43] in the associative case.
Corollary 6.2. The cyclic cohomology of a Frobenius or cyclic A1 algebra is a
gravity algebra. This structure is induced at the cochain level by the action of M˚.

Our results tell us that the associative operad in the above example, can be replaced
by any regular Koszul cyclic or anti-cyclic operad. Here is another such example.
Example 6.3 (Dialgebra cohomology). Loday introduced the notion of a Leibniz
algebras as a suitably non-commutative version of Lie algebras, and in turn introduced
(associative) dialgebras, related via a commutator bracket [57]. The operad encoding
dialgebras is anti-cyclic [8] and we define the cyclic cohomology of a symplectic
dialgebra using Definition 3:20. The cyclic cohomology of a dialgebra is a gravity
algebra, induced at the cochain level by the action of M˚. If the dialgebra is
unital, we may apply Theorem 4:6 to conclude that the operadic cochains form a
BV1 algebra. This generalizes the results of [60], which exhibits the homotopy
Gerstenhaber structure.
Example 6.4 (Deformation complexes). More generally, suppose we are given a
morphism of cyclic operads �WD.N / ! P , where D is the bar construction [33].
Such a � specifies a MC element in the associated (cyclic) convolution Lie
algebra, which is the Lie algebra associated to the convolution (cyclic) operad
O D Hom.N_;P/ (where _ denotes the linear dual). If the cyclic operads in
question are regular and unital the above results apply to show that the associated
deformation complex is an BV1-algebra and the cyclic deformation complex is an
M˚-algebra.
Example 6.5 (Cyclic cohomology of Calabi–Yau algebras). The deformation theory
of a Calabi–Yau algebra A is controlled by a dg Lie algebra computing its negative
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cyclic homology [72]. If A is a Koszul Calabi–Yau algebra, then AŠ, its Koszul dual,
is Frobenius [32]. Given that

HC�� .A/ Š HC
��.AŠ/

as Lie algebras [13, Theorem 35], one can complete the Lie structure on the negative
cyclic cohomology of A to the structure of a gravity algebra, via our results above.
How to directly construct the higher brackets comprising this structure on the Calabi–
Yau side is an open question. The BV part of this story has been studied in greater
detail, see [32] and [13]. Another interesting question is an operadic description of
the up-to-homotopy structures on the cochain level of the Calabi–Yau side.
Example 6.6 (Hopf algebroids). In [52, Theorem 3.9], Kowalzig gives conditions
on a left Hopf algebroid U and a coefficient module N such that the Hopf-cyclic
cohomology HC �.U;N / is computed as the cyclic cohomology of a cyclic operad
with multiplication, denoted C �co.U;N /. We thus conclude, under the conditions
specified in loc. cit., that C �co.U;N / is an M˚ algebra inducing the structure of a
gravity algebra onHC �.U;N /.
Example 6.7 (Polydifferential cyclic complex). Following [78] we letM be a smooth
oriented manifold with volume form ! and define Dn

poly.M/ to be the subcomplex
of the Hochschild complex of A WD C1.M/ consisting of those cochains which
are differential operators in each argument, (after Kontsevich [50]). These spaces
correspond to a suboperad of EndA and we give this suboperad a cyclic operator by
defining t .‰/ such that for compactly supported fi one has,Z

M

f0.t‰/.f1; : : : ; fn/ ! D .�1/
n

Z
M

fn‰.f0; : : : ; fn�1/ !

The complex of cyclic invariants, denoted D�C1poly .M/t is then an algebra over M˚

inducing a gravity algebra structure on the polydifferential cyclic cohomology. As
mentioned in the introduction, this structure extends the Lie algebra that is the subject
of Kontsevich’s cyclic formality conjecture proven in [78].
Example 6.8 (Singular cochains of an S1-space). Given a topological space X ,
Gerstenhaber and Voronov showed [26] that its singular cochains S�.X/ form an
operad with multiplication, as we now recall. We consider �n D f.s0; : : : ; sn/ WP
si D 1; 0 � si � 1g. For a choice of non-negative integers n;m; i with 1 � i � n

and an nCm � 1 chain � W�nCm�1 ! X we define

�i;mW�m ! X by �i;m.s0; : : : ; sm/ WD �.0; : : : ; 0„ ƒ‚ …
i�1

; s0; : : : ; sm; 0; : : : ; 0„ ƒ‚ …
n�i

/

and
�Oi ;nW�n ! X by �Oi ;n.s0; : : : ; sn/ WD �.s0; : : : ; si�1; 0; : : : ; 0„ ƒ‚ …

m�1

; si ; : : : ; sn/ :
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Define S.n/ WD Sn.X/. For � 2 S.n/;  2 S.m/ we define:

� ıi  .�/ D �.�Oi ;n/ �  .�i;m/ : (6.1)

There is a morphism of operads As ! S induced by sending � 2 As.2/ to the
2-cochain which is constantly 1. A compatible unit is given by the 1-cochain which
is constantly 1.

We now assume X has a continuous S1-action, and give S.X/ the structure of a
cyclic operad. For an n-chain � we define

t .�/.s0; : : : ; sn/ D e
2�isn � �.sn; s0; : : : ; sn�1/ (6.2)

and define t�WS.n/! S.n/ to be the linear dual of t . Clearly tnC1 D id.
Lemma 6.9. The pair .S; t�/ forms a unital cyclic operad with cyclic multiplication.

Proof. The proof is simple, so let us merely outline the process. To verify that .S; t�/
is a cyclic operad one should work from the axiomatic definition (Definition B:1)
although it is easier to verify the dual of the axioms. To this end, for a fixed n;m
define ıi .�/ D �Oi ;n˝�i;m. Then for i � n� 1, considering the dual of diagram B:1
we may verify ıi tnCm�1 D .tn ˝ id/ı

iC1 by computing both sides. The other
case has i D n, in which we consider the dual of diagram B:2 and verify that
ıntnCm�1 D .tm ˝ tn/SS.n/˝S.m/ı

1 by computing both sides. This shows that S is
a cyclic operad and it remains to observe that t� D � and thus the map As ! S
defined above is a map of cyclic operads.

The two complexes S� and S� associated to the pair .S; �/ compute H�.X/
and H�

S1
.X/ respectively (see [38, Theorem 3.3], also [58, p. 240]). On singular

cohomology the product is the cup product, the brace operations encode Steenrod’s[i
products and the Gerstenhaber bracket is 0 [26]. The BV operator is that induced
by the fundamental class of S1 under the Kunneth theorem. The associated long
exact sequence is the Gysin sequence of the fibration ES1 �X ! ES1 �S1 X . On
the chain level we see that the (normalized) singular cochains are an algebra over
CC�.Cacti1/. In particular the BV operator is square-zero on the cochain level.
Example 6.10 (The Fukaya category). Given that the Fukaya category F.N / of a
suitable symplectic manifoldN is a cyclicA1 category [21], we can apply the above
constructions to its endomorphism operad. Here, in moving from cyclicA1 algebras
to categories, we observe that the operations defined above preserve the sequential
matching of inputs. The homotopy BV structure on CH�.F.N /;F.N // was given
in [74] and requires unitality. We now record the following corollary of our above
work.
Corollary 6.11. The Lie bracket on the cyclic cochains of the Fukaya category is the
first of a family of higher brackets which assemble to a gravity algebra on the cyclic
cohomology. This structure is induced on the cochain level by the action of M˚.
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To relate our results to the Getzler’s original construction of a gravity algebra on
the equivariant cohomology one should appeal to Costello’s theorem [17] relating
TCFTs and cyclic A1 categories.
Example 6.12 (de Rham chains and string topology). The string topology
constructions of Chas and Sullivan [10] were one inspiration for this work. To relate
our results to string topology requires a suitable algebraic model and we discuss that
of Irie given in [37]. In loc. cit., the author introduces the “de Rham chain complex”
of a closed oriented Riemannian manifold, denoted CLP� .M/ as a hybrid of the
singular chains and usual de Rham complex which is suitable to define chain level
versions of string topology operations. The homology of CLP� .M/ is the homology
of the free loop space and one may define a chain level multiplication, BV operator
and Lie bracket on CLP� .M/ inducing the Chas-Sullivan BV structure on homology.

The complex CLP� .M/ is of the form .C�; ı�/ for a certain cyclic operad C with
associative multiplication �. This fact is implicit in [37] and was pointed out to me
by the author. We may therefore see (the normalized subcomplex of) CLP� .M/ as
an algebra over T S1 (and thus BV1). It should be possible to show further that
the homotopy gravity structure on .C�; ı�/ given by Theorem C induces the original
homology level construction of [10].
Example 6.13 (String topology of classifying spaces). In parallel with the string
topology of manifolds, Chataur and Menichi have described string topology
operations on the homology of the free loop space of BG, for a finite discrete group
or compact Lie group G [12], see also [11]. These operations are also modeled
conjecturally [12, Conjecture 39] by Hochschild and cyclic cohomology. Namely,
via the Burghelea–Fiedorowicz, Goodwillie isomorphisms H�Cd .LBGIk/ Š
HH�.S�.G/; S�.G// and H�S1.LBGIk/ Š HC �.S�.G// [7, 34]. When S�.G/
is quasi-isomorphic to a Frobenius algebra (e.g. if G is finite) the BV and gravity
algebras arise on the algebraic side via a cochain level action of M and M˚.

A. Trees

Axiomatic treatment of graph theory is available elsewhere (e.g. [45]) and we assume
terminology such as graph, vertex, edge, valence, etc. is understood. In general one
often considers graphs with half-edges called flags. Flags not part of an edge are
called tails. Here is a graph with 3 vertices, 2 edges, 7 tails and 11 flags.

(A.1)

A tree is a contractible graph. For the purposes of this paper, when using the
terminology “tree” we mean a tree with no non-root tails, and we will use the
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terminology “tree with tails” if tails are needed. Trees may be non-planar (left) or
planar (center). Our planar trees come with a cyclic order on the flags adjacent to
each vertex. A “labeled tree” refers to a labeling of the vertices by 1; : : : ; n (right).

(A.2)

A directed graph has an orientation of each edge (left). A non-planar tree with
a globally consistent direction is called non-planar rooted. We depict the direction
with a # (right). Note this arrow is not an edge. It can be considered a tail and counts
toward the valence of a vertex.

(A.3)

In a rooted tree there is a notion of height of a vertex by counting the number of
vertices on the unique path to the root. We take the convention that the rooted vertex
has height 1. A vertex of maximum height is called a leaf. More generally a vertex
of valence 1 is called a leaf.

In a tree we can contract an edge and identify its adjacent vertices to form another
tree. More generally we may contract a subtree. In the labeled context we can
contract a subtree having sequential labels. Our notation for contracting a subtree T 0
in T is T=T 0. Here is a contraction of the subtree spanned by f2; 3; 4g:

(A.4)

A two-color graph comes with a subdivision of the set of vertices into the “black”
and “white” vertices. We call an edge black (resp. white) if both adjacent vertices
are black (resp. white). We call a vertex unstable if it has valence � 2. A black and
white tree (abbr.‘b/w tree) is a two-color tree with labeled white vertices having no
unstable black vertices and no black edges. In the rooted case, the root counts toward
the valence and informs stability. Left and left-center are not b/w trees. Right-center
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is a planar b/w tree. Right is a planar rooted b/w tree.

(A.5)

In a planar tree, an angle of a vertex is the arc joining two cyclically adjacent flags.
In a b/w tree we use the terminology white (resp. black) angle. Left is a tree with 5
white angles and 3 black angles. In a planar tree, the choice of an angle determines a
root. Center is a choice of black root. Right is a choice of white root. Due to stability
issues, not every rooted b/w tree arises from the choice of an angle of a b/w tree.

(A.6)

The branches of a vertex are the objects left after deleting the vertex. In particular
the branches of a vertex are in bijective correspondence with its set of adjacent flags.
In a b/w tree we may contract a white angle at a non-leaf vertex to form another
b/w tree; before is left, after is right. The process can be described as removing
the corresponding branches, gluing them together with a black vertex, and then
reattaching. This operations is associative with respect to consecutive angles.

(A.7)

An A1 labeled tree is a b/w tree along with the additional data of a label of each
black vertex by a planar tree whose tails correspond to the flags at said vertex. Left
is an A1 labeled tree with one black vertex. A rooted A1 labeled tree with black
root is center and with white root is right.

(A.8)
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The terminology “A1 labeled tree” arises from the fact that a rooted A1 labeled
tree has black vertices labeled by cells of the A1-operad (below). As such it makes
sense to talk about the degree of a black vertex label in such a tree.

(A.9)

Occasionally, we will consider a construction with b/w trees that creates black
edges or black vertices of arity 2. If so we will contract the black edges and we will
erase those unstable black vertices. Notice that contracting black edges also makes
sense for A1 labeled trees:

(A.10)

Contracting white angles also makes sense for an A1 labeled tree by multiplying
the labels. In theA1 labeled context contracting adjacent angles is not an associative
operation. We may contract multiple angles simultaneously using higher corollas to
interpolate. Here is a simultaneous contraction of two angles.

(A.11)

B. Recollection of cyclic operads

The purpose of this section is to briefly review cyclic operads, along with anti-cyclic
and odd cyclic variants, and to give several fundamental examples.

B.1. Cyclic operads: definition. Define SCn to be the group of permutations of
f0; : : : ; ng. The symmetric group Sn is viewed as the subset of SCn fixing 0. Define tn
to be the permutation .0 : : : n/ 2 SCn and let ZCn � S

C
n be the subgroup generated

by tn.



1456 B. C. Ward

Definition B.1 ([30]). A cyclic operad C is an operad along with an action of SCn on
each C.n/, agreeing with the underlying operad structure on the subgroup Sn, such
that the following three axioms are satisfied:
(1) If �Wk! C.1/ denotes the operad unit then t1 ı � D C�.
(2) The following diagram commutes for all 1 � i � m � 1.

C.m/˝ C.n/ ıi //

tm˝id
��

C.nCm � 1/
tnCm�1

��
C.m/˝ C.n/

ıiC1 // C.nCm � 1/

(B.1)

(3) The following diagram commutes.

C.m/˝ C.n/ ım //

Sı.tm˝tn/

��

C.nCm � 1/
tnCm�1

��
C.n/˝ C.m/ ı1 // C.nCm � 1/

(B.2)

Here S denotes the commutator C.m/˝ C.n/ Š�! C.n/˝ C.m/.
Definition B.2. A non-† cyclic operad is a non-† operad C along with an action
of ZCn such that axioms 1–3 of Definition B:1 are satisfied.

These definitions make sense in any symmetric monoidal category, but we restrict
our primary attention to dg vector spaces. The endomorphism operad is not cyclic
in general. However, we say a dg vector space is cyclic if it comes with a symmetric
nondegenerate inner product and ifA is a cyclic dg vector space then EndA is a cyclic
operad, using the inner product to identify A with its linear dual. When saying A is
an algebra over a cyclic operad C one presupposes both that A is cyclic and that there
is an operad morphism C ! EndA which is SCn equivariant.

B.2. Examples of cyclic operads.
Example B.3 (Frobenius algebras). The non-symmetric associative operadAs (resp.
the commutative operad Com) is cyclic by defining the action of .0 : : : n/ in arity n to
be the identity. A cyclic algebra overAs (resp. Com) is a symmetric non-commutative
(resp. commutative) Frobenius algebra.
Example B.4. The fact that Lie has a coherent SnC1 action was first observed by
Kontsevich [48], and the fact thatLie is cyclic follows from the fact that the quadratic
dual of Lie is cyclic [30]. In particular Getzler and Kapranov show that there is
an isomorphism of SnC1-modules Lie.n/˝ Vn;1 Š Lie.nC 1/, where Vn�1 is the
hyperplane representation.
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Example B.5 (Cyclic A1 algebras). The cells of the A1 operad are indexed by
planar rooted trees with tails. Labeling the root by 0 and the other tails in the
planar order gives an action of ZCn which makes A1 a cyclic operad. A cyclic A1
algebra is an algebra over the cyclic operad A1. The ZCn action on �n is given by
�n 7! .�1/n�n, but the rotation action for operadic compositions is non-trivial in
general. A utility of cyclic operads in describing cyclic A1 algebras is to efficiently
encode the infinitely many axioms of invariance.
Example B.6 (Cyclic L1 algebras). Let L1 WD D.Com/ as in [33]. The
contravariant functor D takes cyclic operads to cyclic operads [30]. Applying D
to the standard map As ! Com induces a map of cyclic operads L1 ! A1. This
tells us that the ZCn -action on a generator `n is by multiplication by the sign .�1/n.

B.3. Anti/odd cyclic operads and suspension. In this subsection we will recall
anti-cyclic and odd cyclic operads. Anti-cyclic operads originated in [30]. Odd
structures were emphasized in [46].
Definition B.7. Let C be an operad. We say C is anti-cyclic if Definition B:1 holds
after making the following two alterations; replace the C sign with a � sign in the
unit axiom and ask diagram B:2 to anti-commute.

Recall the determinant operads ƒ˙ WD s˙Com. Extending the Sn action to
an SCn action by the sign representation yields the following lemma.
Lemma B.8. The determinant operads are naturally anti-cyclic operads. The tensor
product of a cyclic operad and an anti-cyclic operad is anti-cyclic. The tensor
product of two cyclic or two anti-cyclic operads is cyclic. In particular, the operadic
suspension or desuspension of a cyclic operad is naturally an anti-cyclic operad and
vice versa.
Example B.9. The suspension of a cyclic vector space is a symplectic vector space. If
then follows fromLemmas 2:3 andB:8 that the endomorphism operad of a symplectic
vector space V is anti-cyclic. We say V is a (symplectic) algebra over the anti-cyclic
operad P if there is a map of anti-cyclic operads P ! EndV .
Example B.10. The operad encoding pre-Lie algebras is anti-cyclic [8]. The fact
that operadic suspension takes anti-cyclic operads to cyclic operads (see LemmaB:8)
thus implies the operad of symmetric brace operations is cyclic.

In analogy with the operad case we now define odd cyclic operads.
Definition B.11 ([46]). Let C be anSC-module such that†�1s�1C is a cyclic operad.
Then we say C is an odd cyclic operad.

As in the operad case we view†s as the “oddification” functor for cyclic operads.
The fundamental Lie algebras which we will consider come from first moving to an
odd structure in this way. The importance of the odd gluings is again masked by the
fact that every odd cyclic operad arises from a cyclic operad in this way.
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B.4. Graph and triple interpretation. A priori the structure maps in a cyclic
operad are of the form ıi ; thought of in the tree picture as gluing the 0 leg of the
second tree to the i th leg of the first tree, with i ¤ 0. We can, however, use the
action of SCn to define structure maps gluing any two legs of two given trees. As
such cyclic operads can be thought of as having operations encoded by all trees, and
this intuition can be made precise via a triple interpretation: cyclic operads can be
defined as algebras over a triple of (non-rooted) trees with labeled leaves [30].

Similarly, anti and odd cyclic operads should be thought of as having operations
corresponding to decorated trees. For anti-cyclic operads the decorations are an
orientation of each edge and flipping an orientation produces a � sign. For odd-
cyclic operads the decoration is an order on the set of edges, and permuting the order
by an odd permutation produces a � sign. Once again we can give the alternate
definition of these structures as algebras over the corresponding triple.

One subtlety in establishing the equivalence of the two definitions concerns
relabeling. The rooted structure when dealing with operads gives a canonical way
to relabel the leaves of a rooted tree after grafting. However, there is no canonical
way to relabel in a non-rooted context for an arbitrary grafting. As such we must
make a choice when extending the defining operations to arbitrary edge graftings
(see Definition B:12). In the end, however, the structures that we care about will be
independent of these choices.
Definition B.12. Let C be a cyclic operad, anti-cyclic operad, or odd cyclic operad
and let a 2 C.n/ and b 2 C.m/. We first define a ı0 b D tn.a/ ı1 b. We then define
the “edge-grafting” operation ıij by:

ıij W C.n/˝ C.m/! C.nCm � 1/
a˝ b 7! a ıi t

�j
m b

The choice of extension is natural up to cyclic permutation (see Remark B:14).
The extension given here is chosen so that a ıi0 b D a ıi b.
Lemma B.13. The ıij operations are commutative up to cyclic permutation.
Precisely, in the notation of Definition B:12,

a ıij b D .�1/
�t
mCi�j
nCm�1.b ıj i a/

where

� D

8̂<̂
:
jajjbj if C is cyclic
jajjbj C 1 if C is anti-cyclic
.jaj � 1/.jbj � 1/C 1 if C is odd cyclic :

(B.3)

Proof. A direct calculation from the axioms (Definition B:1).

Remark B.14. The definition of the operation ıij depended on a non-canonical
choice but all choices differ only by a cyclic permutation, hence the induced operation
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on (co)invariants is natural. Moreover there is a natural operation corresponding to
every planar tree with leaves having labeled flags at each vertex (plus additional
decorations in the odd and anti case as discussed above). Such trees having one edge
and two vertices correspond to ıij . We define the action on a tree with multiple edges
is the composition of the ıij operations, one for each edge.
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