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An extension of compact operators
by compact operators with no nontrivial multipliers

Saeed Ghasemi and Piotr Koszmider�

Abstract. We construct a nonhomogeneous, separably represented, type I and approximately
finite dimensional C�-algebra such that its multiplier algebra is equal to its unitization. This
algebra is an essential extension of the algebraK.`2.c// of compact operators on a nonseparable
Hilbert space by the algebra K.`2/ of compact operators on a separable Hilbert space, where c
denotes the cardinality of continuum. Although bothK.`2.c// andK.`2/ are stable, our algebra
is not. This sheds light on the permanence properties of the stability in the nonseparable setting.
Namely, unlike in the separable case, an extension of a stable nonseparableC�-algebra byK.`2/

does not have to be stable. Our construction can be considered as a noncommutative version
of Mrówka’s ‰-space; a space whose one point compactification is equal to its Čech–Stone
compactification and is induced by a special uncountable family of almost disjoint subsets of N.
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1. Introduction

Perhaps the simplest example of a locally compact space whose one-point
compactification is equal to the Čech–Stone compactification is the first uncountable
ordinal !1 with the order topology. This follows from the well-known fact that every
real or complex valued continuous function on !1 is eventually constant. Another
example of such spaces is K n fxg, where K is a compact extremally disconnected
space and x is a nonisolated point [14, Exercise 1H]. A noncommutative version of
this fact was proved in [25] in the context of II1 factors. In [20]Mrówka constructed a
locally compact space with the same property that the one-point compactification and
Čech–Stone compactification coincide which moreover has the simplest nontrivial
Cantor–Bendixson decomposition, i.e., after removing a countable dense subset of
�The research of the second named author was partially supported by grant PVECiência sem Fronteiras

- CNPq (406239/2013-4).
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isolated points we are left with an uncountable discrete space. In other words, it
is a separable scattered space of Cantor–Bendixson height 2 (see [15, 6.4]). Such
spaces are induced by uncountable almost disjoint families of infinite subsets of N
(every two distinct members of the family have finite intersection). On the level
of Banach spaces of continuous functions or commutative C �-algebras Mrówka’s
space X satisfies the following short exact sequence

0! c0
�
�! C0.X/! c0.c/! 0;

where �Œc0� is an essential ideal C0.X/, i.e., N is a dense open subset of X . Here c
denotes the cardinality of the continuum. In other words, C0.X/ is an essential
extension of c0.c/ by c0 (see [6, II.8.4]).

In this paper we produce a noncommutative version of this phenomenon. It is
widely accepted that the noncommutative version of the ideal of finite subsets of N,
or the commutative C �-algebra c0, is the C �-algebra of all compact operators on
a separable Hilbert space. The same analogy exists for finite subsets of c and the
C �-algebra of all compact operators on the Hilbert space `2.c/ of density c. The
roles of the one point compactification and the Čech–Stone compactification of a
locally compact, noncompact space X are played by the unitization of a nonunital
C �-algebra A (which will be denoted by zA) and the multiplier algebra M.A/ of A,
respectively. Thus we are interested in an essential extension of the algebra of
compact operators K.`2.c// by K.`2/, i.e., a C �-algebra A satisfying the short
exact sequence

0!K.`2/
�
�! A!K.`2.c//! 0; (�)

where �ŒK.`2/� is an essential ideal of A. In the main theorem of this paper,
Theorem 6.1, we construct such an algebra A with the required additional property
that themultiplier algebraM.A/ ofA is�-isomorphic to the unitization ofA. In other
words, the corona algebraM.A/=A of ourA is �-isomorphic toC. In fact, A has the
property that the space QM.A/ of all quasi-multipliers of A coincides with M.A/

and therefore QM.A/=A is also �-isomorphic to C. The algebra A of Theorem 6.1
is a nonseparable subalgebra of B.`2/, which is type I and approximately finite
dimensional in the sense that any finite subset can be approximated from a finite
dimensional subalgebra. Moreover A is a scattered C �-algebra (see [13]), which
means all of its subalgebras are also approximately finite dimensional [18]. Note that
the various equivalent definitions of approximately finite dimensional C �-algebras
which are equivalent in the separable case are no longer equivalent in the nonseparable
context (see [12] where a different terminology is used).

For C �-algebras B and C , an extension of B by C is a short exact sequence of
C �-algebras

0! C ! A! B ! 0:

The goal of the extension theory is, given B and C , to classify all the extensions
of B by C up to a suitable equivalence relation. The set of all equivalence classes
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of extensions of B by C can be equipped with a proper addition which turns it
into an abelian semigroup, usually denoted by Ext.B;C/, or simply Ext.B/ if
C D K.`2/. The reader may refer to [5] for the details and various definitions
regarding extensions of C �-algebras, however in this paper we are not concerned
about the structure of Ext semigroups, although we hope that the extension we
construct is a contribution to a more general and future project of understanding the
semigroup Ext.K.`2.�// for!1 � � � c. The “extension questions” forC �-algebras
ask whether the C �-algebra A in the extension

0! C ! A! B ! 0;

satisfies property P , given that both B and C satisfy P . One of the features of our
extension is that B and C are as simple as possible (besides B being nonseparable),
while A is quite pathological, which makes it interesting for the questions of this
sort.

In particular ifP is the stability property of aC �-algebra (recall that aC �-algebra
is stable if it is isomorphic to its tensor product by K.`2/) then the above question
is usually called “the extension question for stable C �-algebras” (see [24]). If
C DK.`2/ and B is a separable C �-algebra, then A is stable if and only if B

is stable (see [24, Proposition 6.12]; this is essentially a result of BDF-theory [7]).
In fact a result of Blackadar [4] shows that this holds also if B and C in the above
short exact sequence are any separable AF-algebras. This result is extended to
extensions of more general separable C �-algebras in [24]. Therefore our example
shows that these results do not hold even in quite basic nonseparable context, as
the C �-algebra A from Theorem 6.1 satisfies (�) while it is nonstable. The latter
is because the multiplier algebra of any stable algebra with a projection contains
a copy of B.`2/ (by [1, 3.8]). However, A and therefore zA (which is isomorphic
to M.A/) are scattered C �-algebras as mentioned above, and consequently all of
their subalgebras are AF [18]. Hence M.A/ does not contain a copy of B.`2/. We
need to add however, that a result of Rørdam shows that there are separable extensions
of K.`2/ which are not stable [23].

On a different note, it is worth noticing that our C �-algebra A is complemented
in the Banach space M.A/ as it is co-one-dimensional closed subspace. This fact
does not hold for many nonseparableC �-algebras (see [26, 3.7]). It is also interesting
to note that any separable subalgebra A0 of A is included in a separable subalgebra
B � A satisfying

0!K.`2/
�
�! B !K.`2/! 0;

where �ŒK.`2/� is essential. All such algebras B are isomorphic to AK.`2/˝K.`2/,
the noncommutative version of C0.!2/ (Proposition 2.16), where !2 is the ordinal
! � ! with the order topology. Also note that AK.`2/ ˝K.`2.c// is a stable C �-
algebrawhich satisfies the short exact sequence from (�), and clearly is not isomorphic
to our algebra which is not stable. These facts have well-known analogues in the
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commutative context which is surveyed in [15] devoted to applications of almost
disjoint families in topology. One should add that there are many noncommutative
constructions based on almost disjoint families (see the beginning of Section 2.2 for
the definition) like in this paper or in papers [3, 8, 27].

The structure of the paper is as follows. In Section 2 we recall and prove
preliminary results concerning liftings of “systems of almost matrix units”

T D
˚
T�;� W �; � < �

	
� B.`2/;

which form systems of matrix units in the Calkin algebra. The results are related
to the liftings of families of almost orthogonal projections (families of orthogonal
projections in the Calkin algebra), which were analyzed in [28] and [10]. Our
C �-algebra A from Theorem 6.1 is generated by a specific “maximal” system of
almost matrix units T and all operators in K.`2/. A result of [28] states that
maximal almost disjoint families of subsets of N do not necessarily give rise to
maximal families of almost orthogonal projections. This is enough to suggest that
Mrówka’s original almost disjoint family [20] can not be directly used for our purpose
in the noncommutative setting.

In Section 3, for any system of almost matrix units

T D
˚
T�;� W �; � < �

	
� B.`2/

and an operator R 2 B.`2/, which is a quasi-multiplier of A.T /, we assign a � � �-
matrix ƒT .R/. The matrix ƒT .R/ carries a great load of information about R, and
its analysis is crucial in the remaining parts of the paper.

In Section 4 we prove some results related to a system of almost matrix units
labeled by pairs of branches of the Cantor tree. In particular, it is essential later to
use the Borel structure of the standard topology on the Cantor tree in the form of the
“perfect set property” of Borel subsets of the tree.

Section 5 is devoted to a simple method of modifying a system of almost matrix
units called pairing. Finally in Section 6 we present the main construction which
uses all the previously developed theory.

The general scenario of the construction and the proof of the properties of our
algebra follows the main steps of [20]. However there are two-fold complications.
The usual problems related to passing from the commutative to the noncommutative
context, and the combinatorial difficulties related to the fact that the objects
corresponding to almost disjoint families, namely the systems of almost matrix
units, are labeled by pairs and not single indices. The natural idea is to construct
a system of almost matrix units S � B.`2/ such that the C �-subalgebra A.S/

generated by K.`2/ and the elements of S has no nontrivial (quasi-)multipliers,
meaning that multipliers of the algebra A.S/ are the elements of A.S/ and the
compact perturbations of the multiples of the identity. The method of eliminating
(or “killing” as it is usually called in set theory) is the above-mentioned pairing from
Section 6.
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The notation and terminology should be standard and attempts to follow texts like
[2, 6, 10, 21]. For T; S 2 B.`2/, we often write

T DK S

if T � S 2 K.`2/. The map ı is always defined so that ı˛;ˇ D 1 if ˛ D ˇ and 0
otherwise. ŒX�<! denotes the family of all finite subsets of a setX and ŒX�2 denotes
the family of all two-elements sets of X . For C �-algebras A � B.`2/ we identify
the unitization zA with the subalgebra of B.`2/ generated by A and the identity
operator 1B.`2/.

We would like to thank Hannes Thiel for bringing the paper [26] to our attention
and to Ilijas Farah for pointing out some gaps in the previous versions of the paper
and for valuable comments.

2. Preliminaries

2.1. Compact operators. The following elementary lemma sums up the basic prop-
erties of the compact operators which will be used throughout this paper.
Lemma 2.1. Suppose that fen W n 2 Ng is an orthonormal basis for the Hilbert
space `2 and S is a bounded linear operator on `2.

(1) If †n2NkS.en/k <1, then S is compact,

(2) If S is compact, wk 2 span.en W n 2 Fk/ are norm 1 vectors, for pairwise
disjoint finite Fk � N and all k 2 N, then .kS.wk/k/k2N ! 0,

(3) If S is noncompact, then there is " > 0 such that for every k 2 N there is a finite
subset Fk � N with k < min.Fk/ and wk 2 span.en W n 2 Fk/ of norm 1 such
that kS.wk/k > ".

Proof. The above clauses easily follow from the fact that an operator S is compact if
and only if

lim
n!1

kS.1 �Rn/k D 0;

where Rn is the projection on the span of fei W i � ng.

Note that there are noncompact linear operatorsS W `2 ! `2 satisfyingS.en/! 0.
For example, consider the operator S defined by

S
�
.xn/n2N

�
.k/ D †i2Ikxi=

p
k;

where .Ik/k2N form pairwise disjoint consecutive intervals inN of size k. Consider-
ingwk D 1p

k
�Ik , where�Ik is the characteristic function on Ik , one can easily verify

that (2) fails.
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2.2. Families of almost orthogonal projections. A family fA� W � < �g of subsets
of N is called an almost disjoint family if A� \ A� is finite for distinct �; � < �.
Suppose }.N/ denotes the Boolean algebra of all subsets of N and Fin is the ideal
of all finite subsets of N. Almost disjoint families correspond to sets of pairwise
incomparable elements (antichains) of}.N/=Fin. An almost disjoint family is called
maximal if it is maximal with respect to the inclusion. For a fixed orthonormal basis
for the Hilbert space `2, }.N/=Fin naturally embeds in the poset of projection of
the Calkin algebra. In other words, any almost disjoint family fA� W � < �g would
naturally give rise to a family of diagonalized projections fP� W � < �g on `2 such
that P�P� is a compact (finite dimensional) projection, for any distinct �; � < �. The
following is a natural generalization of such families.
Definition 2.2 ([28]). For a Hilbert space H , a family P of noncompact projections
of B.H / is called almost orthogonal if the product of any two distinct elements of it
is compact. Such a family P is called maximal if for every noncompact projection
Q 2 B.H / the operator PQ is noncompact, for some P 2 P .

Having fixed an orthonormal basis .en W n 2 N/ for `2.N/ and given a family
F � }.N/ one can consider the orthogonal projections PA for A 2 F onto the
closed span of fen W n 2 Ag. As it was observed in [28], almost orthogonal families
of projections corresponding in the above sense to maximal almost disjoint families
do not have to be maximal.

Recall that a “masa” of B.`2/ is a maximal abelian subalgebra of B.`2/. A
masa is called atomic if it is isomorphic to `1, the algebra of all operators that are
diagonalized by a fixed basis for `2. The following is Lemma 5.34 of [10].
Lemma 2.3. Let � WB.`2/ ! B.`2/=K.`2/ be the quotient map. Given any
sequence fPn W n 2 Ng of projections in B.`2/ such that �.Pi / and �.Pj / commute
for all i; j 2 N, there is an atomic masa A in B.`2/ such that �ŒA� contains
each �.Pi / for i 2 N.

Lemma2.4. Suppose that fPn W n 2 Ng is an almost orthogonal family of projections
of B.`2/. Then there are pairwise orthogonal projections fRn W n 2 Ng in B.`2/

such that
Pn D

K Rn;

for every n 2 N.

Proof. By Lemma 2.3 there is an atomic masa A in B.`2/ such that

�ŒA� �
˚
�.Pn/ W n 2 N

	
:

Since A is isomorphic to `1 Š C.ˇN/, the ideal of compact operators in A is
isomorphic to

c0 Š C0.ˇN;N�/ D
˚
f 2 C.ˇN/ W f jN� D 0

	
;
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where N� D ˇN nN. Therefore

A=
�
K.`2/ \A

�
Š C.ˇN/=C0.ˇN;N�/ Š C.N�/:

As �.Pn/ are orthogonal projections, they correspond to the characteristic functions
of pairwise disjoint clopen subsets of N�. Such sets are given by pairwise disjoint
elements of }.N/=Fin. For any such family in }.N/=Fin we can choose pairwise
disjoint representatives in }.N/, which define disjoint clopen subsets of ˇN and
therefore pairwise orthogonal projections Rn in A such that �.Rn/ D �.Pn/.

In the following RjX denotes the restriction of the operator R to the closed
subspace X of `2.
Lemma 2.5. Suppose that R 2 B.`2/ is noncompact and self-adjoint. Then there is
a closed infinite dimensional subspace X � `2 such that RjX is invertible in B.X/

and R commutes with the orthogonal projection PX onto X .

Proof. By the spectral theorem there are a measure space .M; �/, an isomorphism
of Hilbert spaces U W `2 ! L2.M; �/; and a measurable function f such that URU �
is equal to the operatorMf on L2.M; �/ acting by multiplication by f . Since R is
noncompact, we have f ¤ 0. Putting

An D
˚
x 2M W jf .x/j > 1=n

	
;

we have
Mf D lim

n!1
Mf�An

;

where the convergence is in the operator norm as f � f�An is a function bounded
by 1=n. LetPn D U �M�nU . EachPn is a projection which commutes withR andR
is bounded away from zero on the range of Pn for each n 2 N. Moreover .RPn/n2N

converges (in the norm) to R. As R is noncompact, for some n the projection Pn is
infinite dimensional. Hence we obtain the lemma by letting X D PnŒ`2�.

Lemma 2.6. Suppose that P is a maximal almost orthogonal family of projections
of B.`2/ and S 2 B.`2/ is a self-adjoint and noncompact operator. Then there are
P1; P2 2 P such that P2SP1 is noncompact.

Proof. Let X � `2 be an infinite dimensional subspace such that S jX is invertible
and PX commutes with S , which exists by Lemma 2.5. By the maximality of P we
find P1 2 P such that PXP1 is noncompact. Therefore PXP1PX is a self-adjoint
and noncompact operator. Using Lemma 2.5 again for PXP1PX , there is an infinite
dimensional subspace Y � X such that .PXP1PX /jY is invertible. So PXP1PX
acts on Y as an isomorphism of Banach spaces, transforming Y into its image
.PXP1PX /ŒY � which is an infinite dimensional subspace of X . Since S acts as an
isomorphism of Banach spaces on X , it follows that SPXP1PX is noncompact.
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Also since S commutes with PX , the operator PXSP1PX is noncompact, and
therefore SP1 is noncompact. Working with SP1 instead of S , similarly we
find P2 2 P such that P2SP1 is noncompact.

2.3. Systems of almost matrix units. Let � be a cardinal and A be a C �-algebra.
A family faˇ;˛ W ˛; ˇ < �g of nonzero elements of A satisfying the following matrix
units relations:
� a�

ˇ;˛
D a˛;ˇ for all ˛; ˇ < �,

� aˇ;˛a
;� D ı˛;
aˇ;� for all ˛; ˇ; 
; � < �,
is called a system of matrix units in A.
Proposition 2.7. Let A be the C �-algebra generated by a system of its matrix units
fa�;� W �; � < �g. Then A is �-isomorphic to the algebra K.`2.�// of all compact
operators on `2.�/.

Proof. Let fe� W � < �g be an orthonormal basis for `2.�/ and the operators
fT�;� W �; � < �g are the system of matrix units in B.`2.�// defined by T�;�.e�/ D e�
and T�;�.e0�/ D 0 for � 0 ¤ � . For every finite subset F of �, let BF be the
C �-subalgebra generated by fT�;� W �; � 2 F g, which is clearly isomorphic toMjF j,
the algebra of all jF j�jF jmatrices. Let B be the inductive limit of the algebras BF ,
along the set F� of finite subsets of � and the �-homomorphisms �G;F WBF ! BG

for F � G and F;G 2 F� , defined by �G;F .T�;�/ D T�;� ; for �; � 2 F . Clearly
B D K.`2.�//: The map which sends a�;� to T�;� extends to a �-isomorphism
from A onto B.

Definition 2.8. Suppose that T D
˚
T�;� W �; � < �

	
� B.`2/ is a family of

noncompact operators. We say that T is a system of almost matrix units if and only
if for every ˛; ˇ; �; � < �,
(1) T �

�;�
DK T�;� ,

(2) Tˇ;˛ T�;� DK ı˛;�Tˇ;� .
Definition 2.9. Suppose that T D fT�;� W �; � < �g � B.`2/ is a system of almost
matrix units and fP� W � < �g is a collection of almost orthogonal projections
in B.`2/. We say that T is based on P if T�;� DK P� for all � < �. We say that T is
a maximal system of almost matrix units if it is based on a maximal family of almost
orthogonal projections.
Lemma 2.10. Every system of almost matrix units is based on a family of almost
orthogonal projections.

Proof. By the almost matrix units relations (Definition 2.8) we have that

T ��;� D
K T�;� and T�;�T�;� D

K T�;� ;
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so ŒT�;� �K.`2/ is a projection in the Calkin algebra. Therefore, we can find a projection
P� 2 B.`2/ such that

P� D
K T�;�

(see [10, Lemma 5.3]).

In the rest of this section we use some elementary facts about partial isometries
i.e., elements of B.`2/ which are isometries on a subspace of `2 and zero on its
orthogonal complement. For an element U 2 B.`2/ being a partial isometry is
equivalent to each of the conditions [21, 2.3.3]

(i) U D UU �U ,

(ii) U � D U �UU �,

(iii) U �U is a projection,

(iv) UU � is a projection.

Moreover recall that by the polar decomposition, any T 2 B.`2/ can be written as
T D U jT j, where U is a partial isometry whose kernel is equal to the kernel of T
[21, 2.3.4].

Lemma 2.11. Suppose that P D fP� W � < �g � B.`2/ is a family of almost
orthogonal projections. Then there is a system of almost matrix units T based on P .

Proof. Since P� for � < � are infinite dimensional projections, there are partial
isometries T�;0 2 B.`2/ such that

T ��;0T�;0 D P0 and T�;0T
�
�;0 D P� ;

for each � < �. Let T0;� D T �
�;0

. We have T�;0 D P�T�;0 and T0;� D T0;�P� . For
�; � < �, define

T�;� D T�;0T0;�:

It is clear that fT�;� W �; � < �g satisfies Condition (1) of Definition 2.8. For (2) note
that if ˛; � < �, then

T0;˛T�;0 D T0;˛P˛P�T�;0;

which is compact if � ¤ �, by the almost orthogonality of P�s and Tˇ;˛T˛;�DTˇ;� .

Lemma 2.12. Every system of almost matrix units can be extended to a maximal one.

Proof. Suppose that T D fT�;� W �; � < �g is a system of almost matrix units. Let
P D fP� W � 2 �g be a family of projections such that

T�;� D
K P�
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as in Lemma 2.10. Extend P to a maximal family of almost orthogonal projections

P 0 D
˚
P� W � 2 �

	
[
˚
P� W � 2 X

	
for some set X disjoint from �. Use Lemma 2.11 to construct a system of almost
matrix units fT�;� W �; � 2 X [ f0gg based on fP� W � 2 X [ f0gg. For � 2 � and
� 2 X define

T�;� D T�;0T0;� ; T�;� D T�;0T0;�:

It is straightforward to check that fT�;� W �; � 2 � [Xg forms a system of almost
matrix units based on P 0.

The next lemma is a version of Lemma III 6.2 from [9].

Lemma 2.13. Suppose that fTj;i W i; j 2 Ng is a system of almost matrix units
in B.`2/. Then there is a system fEj;i W i; j 2 Ng of matrix units in B.`2/ such that

Ej;i D
K Tj;i

for every i; j 2 N.

Proof. Let A be a C �-algebra generated in B.`2/ by fTj;i W i; j 2 Ng and the
compact operators. Then since B D A=K.`2/ is generated by˚

ŒTj;i �K.`2/ 2 A=K.`2/ W i; j 2 N
	
;

it is isomorphic to K.`2/ (see Lemma 2.14). Since K0.B/ Š Z is a free abelian
group, A is a trivial extension (see [5, Exercise 16.4.7]), i.e., the short exact sequence

0!K.`2/
�
�! A! B ! 0

splits, which means fŒTj;i �K.`2/ 2 B W i; j 2 Ng lift.

2.4. ‰-typeC �-algebras. If T DfT�;� W�; �<�g is a system of almost matrix units,
we use A.T / to denote theC �-subalgebra of B.`2/ generated by fT�;� W�; �<�g and
the compact operators in B.`2/.

Lemma 2.14. Suppose that T D fT�;� W �; � < �g is a system of almost matrix units
in B.`2/. The C �-algebra A.T / satisfies the short exact sequence

0!K.`2/
�
�! A.T /

�
�!K.`2.�//! 0;

where �ŒK.`2/� is an essential ideal of A.T /. If � is uncountable, then the extension
is not split, i.e., there is no � WK.`2.�// ! A.T / such that � ı � is the identity
on K.`2.�//.
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Proof. The map � is the inclusion. Since K.`2/ � A.T / � B.`2/ and K.`2/ is an
essential ideal in B.`2/, we conclude that �ŒK.`2/� is an essential ideal of A.T /.

The operators ˚
ŒT�;��K.`2/ 2 A=K.`2/ W �; � < �

	
generate A.T /=K.`2/ (by the definition of A.T /) and satisfy the matrix unit
relations in B.`2/=K.`2/, that is
� ŒT�;��

�
K.`2/

D ŒT�;� �K.`2/,
� ŒTˇ;˛�K.`2/ŒT�;� �K.`2/ D ı˛;�ŒTˇ;� �K.`2/.
Thus

A.T /=K.`2/ ŠK.`2.�//

by Proposition 2.7. If � is uncountable, then we observe that K.`2.�// can not be
embedded into B.`2/ and so it can not be embedded into A.T /. This follows from
the fact that B.`2/ does not contain any uncountable family of pairwise orthogonal
projections, while K.`2.�// clearly does, if � is uncountable.

We say a C �-algebra is ‰-type if it is of the form A.T / for a system of almost
matrix units T . These C �-algebras are the natural noncommutative analogues of
the ‰-spaces in topology, which are induced by almost disjoint families (see [15,
Definition 2.6]). In topology ‰-spaces are classical examples of separable locally
compact Hausdorff scattered (every nonempty subset has a relative isolated point)
spaces with the Cantor–Bendixson height two. Granting the role of isolated points
to minimal projections in C �-algebras, one can define scattered C �-algebras. A
projection p in a C �-algebra A is called minimal if pAp D Cp and a C �-algebra is
scattered if every nonzero subalgebra has a minimal projection (see [13] for more on
scattered C �-algebras). Just like the scattered spaces, these algebras can be analyzed
using the “Cantor–Bendixson sequences”. For aC �-algebra A let IAt .A/ denote the
subalgebra of A generated by the minimal projections of A. The subalgebra IAt .A/

turns out to be an ideal isomorphic to a subalgebra of all compact operators in
any faithful representation of A and in fact is the largest ideal with this property
[13, Propositions 3.15 and 3.16]. A C �-algebra A is scattered if and only if there is
an ordinal ht.A/ and a increasing sequence of closed ideals .I˛/˛�ht.A/ such that
I0 D f0g, Iht.A/ D A, if ˛ is a limit ordinal I˛ D

S
ˇ<˛ Iˇ , and

I˛C1=I˛ D IAt .A=I˛/;

for every ˛ < ht.A/ [13, Theorem 1.4]. The sequence .I˛/˛�ht.A/ is called
the Cantor–Bendixson sequence for A and the ordinal ht.A/ is called the Cantor–
Bendixson height or simply the height of A.
Proposition 2.15. Suppose that T D fT�;� W �; � < �g is a system of almost matrix
units. TheC �-algebra A.T / is a scattered C �-algebra of height 2. Therefore, A.T /
is GCR (type I) and AF, in the sense that every finite set of elements can be approxi-
mated from a finite dimensional subalgebra.
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Proof. Since K.`2/ � A.T / � B.`2/, by [13, Proposition 3.21] we have

I1 D IAt .A.T // DK.`2/

and also
I2=I1 D IAt

�
A=IAt .A.T //

�
ŠK.`2.�//

by Lemma 2.14, and therefore I2 D A.T /.
The composition series .0;K.`2/;A.T // witnesses the fact that A.T / is GCR

(see [6, IV.1.3]). Also every scattered C �-algebra is AF (see [19], cf. [13]).

Let us conclude this section by observing the contrast between the separable and
nonseparable case for the extensions of an algebra of compact operators by compact
operators.
Proposition 2.16. Suppose thatB is aC �-algebra satisfying the short exact sequence

0!K.`2/
i
�! B

q
�!K.`2/! 0;

where i ŒK.`2/� is an essential ideal ofB. Then B is �-isomorphic to AK.`2/˝K.`2/.

Proof. It is enough to show thatB is unique up to �-isomorphism. SinceK0.K.`2//

is a free abelian group the sequence above splits [5, Exercise 16.4.7]. All the nonunital
split essential extensions ofK.`2/ byK.`2/ are equivalent and therefore isomorphic
(see [6, II.8.4.30]).

3. Multipliers of systems of almost matrix units

Let A be a nondegenerate subalgebras of B.`2/. A multiplier of (or a multiplier
for) A is an operator T in B.`2/ such that

TA � A and AT � A:

An operator T in B.`2/ is called a quasi-multiplier of A if ATA � A. We denote
the set of multipliers of A by M.A/ and the set of all quasi-multipliers of A by
QM.A/. It is well known that QM.A/ is a norm closed �-invariant subspace of A00

and M.A/ is a C �-subalgebra of A00 and of course

A �M.A/ � QM.A/

(see [22, 3.12]).
Lemma 3.1. Suppose that T D fT�;� W �; � < �g � B.`2/ is a system of almost
matrix units. Then the following are equivalent:
(1) R 2 QM.A.T //,
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(2) for every �; � < � there is �T
�;�
.R/ 2 C such that

T�;�RT�;� D
K �T

�;�.R/T�;� :

Proof. Suppose that R is a quasi-multiplier of A.T / and �; � < � are given. Then
S D T�;�RT�;� is an operator in A satisfying

S DK T�;�ST�;� :

The only operators in A with this property are compact perturbations of constant
multiples of T�;� . The other implication follows immediately from the definition
of A.T /.

If R is a quasi-multiplier of A.T /, let ƒT .R/ denote the � � � matrix
.�T
�;�
.R//�;� <� over C. If T is clear from the context, we often drop the

superscript T , and write

ƒ.R/ D
�
��;�.R/

�
�;� <�

:

In the following, we use I� to denote the ��� matrix which has constant 1 on the
diagonal and zero everywhere else, where � is a cardinal. We will also use 1B.`2/ to
denote the unit element ofB.`2/. When considering ��� matrices we can treat some
of them as operators in B.`2.�//. Namely, for a fixed (the canonical) orthonormal
basis fe� W � < �g for `2.�/, we identify operators TM 2 B.`2.�// defined by

TM .e�/.�/ D m�;�

with the � � � matrix M D .m�;�/. So, for example, TI� is the unit of B.`2.�//

and TM is compact if M is a matrix which has only finitely many nonzero entries.
In particular, we will say that a matrixM is a matrix of a compact operator if TM is
compact. The operations of addition, multiplication by scalar and the transposition
of � � � matrices should be clear.
Lemma 3.2. Assume T is a system of almost matrix units of size � and R 2 B.`2/

is a quasi-multiplier of A.T /. ThenƒT .R/ is a matrix of a bounded linear operator
on `2.�/ of norm not bigger than kRk. In particular, all rows and columns of the
matrix ƒT .R/ are in `2.�/.

Proof. It is enough to prove that for any finite F � � and for any .c�/�2F � C such
that †�2F jc� j � 1 we haveq

†�2F j†�2F ��;�c� j
2
� kRk: (?)

Using Lemma 2.13 we have a system of matrix units .E�;�/�;�2F in B.`2/ such that
T�;� D

K E�;� for every �; � 2 F . It follows that

E�;�RE�;� D ��;�.R/E�;� C S�;� ;
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where S�;� is a compact operator, for each �; � 2 F . For a given � > 0 we will find
a norm one vector w 2 `2 such that

kR.w/k2 � †�2F j†�2F ��;�c� j
2
� ";

which will prove (?).
By considering an infinite orthonormal basis in the ranges of eachE�;� for � 2 F

and using Lemma 2.1(2) we can find norm 1 vectors w� in the ranges of E�;� ,
respectively, such that

†�2F†�2F jc� j
2
kS�;�.w�/k

2 < ";

and w� D E�;�.w�/ for �; � 2 F . The last statement follows from the fact that E�;�s
are partial isometries, so all the orthonormal bases may be considered to be the
images of a fixed orthonormal basis in E�;� .

So by the pairwise orthogonality ofE�;�s for � 2 F and by the Pythagorean theo-
rem we have

kR.†�2F c�w�/k
2
� †�2F j†�2F ��;�c� j

2
� ";

which completes the proof.

In particular by Lemma 3.2 all columns and rows can have at most countablymany
nonzero entries. Therefore if � is an uncountable cardinal andR is a quasi-multiplier
of A.T /, then for every � < � there is � < � such that �T

�;�
.R/ D 0.

Lemma 3.3. Assume T is a system of almost matrix units of size �. The map ƒT

from QM.A.T // into B.`2.�// is a norm one linear operator such that

ƒT .R�/ D ƒT .R/�

for every quasi-multiplier R of A.T /.

Proof. The linearity of ƒT is immediate. The fact that kƒT k � 1 follows from
Lemma 3.2. For the last part, note that

T�;�R
�T�;� D

�
T�;�RT�;�

��
D
�
�T
�;�.R/T�;�

��
D �T

�;�
.R/T�;� ;

and therefore �T
�;�
.R�/ D �T

�;�
.R/.

Lemma 3.4. Suppose that T D fT�;� W �; � < �g � B.`2/ is a system of almost
matrix units. For every � � � matrix .��;�/�;�<� of a compact operator on `2.�/
there is R 2 A.T / such that

��;�.R/ D ��;�

for every �; � < � (see Definition 3.1).
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Proof. Since .��;�/�;� <� is a matrix of a compact operator on B.`2.�// (denote this
operator by S ), there is a countable A � � such that ��;� D 0 if .�; �/ 62 A � A.
This follows from the fact that the image of the unit ball under a compact operator
is compact and metrizable, and hence separable which implies that the matrix of the
operator must have at most countably many nonzero rows. Now since each row of the
matrix .��;�/�;� <� belongs to `2.�/, there can be at most countably many nonzero
entries.

Apply Lemma 2.13 to obtain a system of matrix units .E�;�/�;�2A in B.`2/ such
that

E�;� D
K T�;�

for �; � 2 A. Let .Fn/n2N be an increasing sequence of finite sets such that[
n2N

Fn D A:

Let Bn be the subalgebra of�
†�2FnE�;�

�
B.`2/

�
†�2FnE�;�

�
of all operators of the form

†�;�2Fn˛�;�E�;� ; (�)

where ˛�;� 2 C for every �; � 2 Fn. From the matrix unit relations and
Proposition 2.7 it follows that Bn is �-isomorphic to the algebra of jFnj � jFnj
matrices. Therefore the norm of the operator as in (�) is equal to the matrix norm of
the matrix .˛�;�/�;� . The norm of this operator in B.`2// is the same.

Let Sn 2 B.`2.�// be given by Sn D PFnSPFn , where PX is the orthogonal
projection from `2.�/ onto `2.X/ for X � �. Then since .��;�/�;� is a matrix of
a compact operator S , the operators Sn converge in the norm to S . Consider the
operators

Rn D †�;�2Fn��;�E�;� :

By the above comments about the norms of operators in Bn we conclude that

kRn �Rmk D kSn � Smk

for every n;m 2 N, and therefore .Rn/n2N forms a Cauchy sequence in B.`2/ with
all elements in A.T / and hence converges to some operator R 2 A.T /. Since for
every �; � 2 A, there is large enough n 2 N such that

E�;�RnE�;� D ��;�E�;� ;

we conclude that
T�;�RT�;� D

K E�;�RE�;� D ��;�E�;�
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for all �; � 2 A. So �T
�;�
.R/ D ��;� for all �; � 2 A. On the other hand if .�; �/ …

A � A, then T�;�RnT�;� 2 K.`2/ for all n 2 N as fT�;� W � 62 Ag [ fE�;� W � 2 Ag
is still almost orthogonal, and thus �T

�;�
.R/ D 0. It follows that

ƒT .R/ D .��;�/�;� <�

as required.

The key to the proof of ourmain theorem is to characterize each quasi-multiplierR
of A.T / based on how “complex” the matrix ƒ.R/ is. This is captured in the
following definition.
Definition 3.5. Assume that T D fT�;� W �; � < �g is a system of almost matrix
units, and R 2 QM.A.T //. We say:
� R is a trivial quasi-multiplier of A.T /, if ƒT .R/ D �I� CM , for a matrix of a
compact operatorM on B.`2.�// and � 2 C,

� R is a � -trivial quasi-multiplier of A.T /, if ƒT .R/ D �I� CM , for a � � �
matrixM with at most countably many nonzero entries and some � 2 C,

� R is a c-trivial quasi-multiplier of A.T /, if ƒT .R/ D �I� C M , for a � � �
matrixM with less than continuum many nonzero entries and some � 2 C.

Lemma 3.6. Assume that T is a maximal system of almost matrix units of size �.
Given two quasi-multipliers R;R0 of A.T /, if ƒ.R/ D ƒ.R0/, then R DK R0. In
particular,

(1) if ƒ.R/ is a compact � � �-matrix, then R 2 A.T /,

(2) if ƒ.R/ D �I� , for some � 2 C, then R DK �1B.`2/,

(3) If R is a trivial quasi-multiplier of A.T /, then R 2 AA.T /.
Proof. Suppose that R �R0 is not compact. Then by Lemma 2.6, there are �; � < �
such that T�;�.R �R0/T�;� is noncompact, and hence by Lemma 3.3 we have that

��;�.R �R
0/ D ��;�.R/ � ��;�.R

0/ ¤ 0:

(1) Suppose that R 2 QM.A.T // is such that .��;�.R//�;�<� is a matrix of a
compact operator on `2.�/. By Lemma 3.4 we obtain R0 2 A.T / such that

��;�.R/ D ��;�.R
0/

for every �; � < �. By the first part of the lemma we conclude thatR�R0 is compact,
and therefore R 2 A.T /, since A.T / includes all compact operators.

(2) Note that �1B.`2/ is clearly a quasi-multiplier of A.T /, and ƒ.�1B.`2// is the
matrix �I� . Now use the first part of the lemma to conclude the statement.



An extension of compact operators by compact operators with no nontrivial multipliers 1519

(3) SupposeƒT .R/ D �I� CM , for a matrix of a compact operatorM and � 2 C.
By Lemma 3.4 there is R0 2 A.T / such that ƒ.R0/ DM . Then

ƒ.R �R0/ D �I�

and by (2) we have R �R0 DK �IB.`2/. Therefore R 2 AA.T /.
Lemma 3.7. Assume that � is a cardinal and T D fT�;� W �; � < �g is a maximal
system of almost matrix units and R 2 QM.A.T //. If ƒ.R/ has at most countably
nonzero entries, then it is a � � � matrix of a compact operator.

Proof. Assume ƒ.R/ D .��;�/�;�<� . By re-enumerating the T�;�s we may assume
that if ��;�¤0, then �; �<!. Also by Lemma 2.4 we may assume that fT�;� W� <!g
are pairwise orthogonal.

By Lemma 3.2,ƒ.R/ is a matrix of a bounded linear operator on `2.�/. Suppose
thatƒ.R/ is a matrix of a noncompact operator on `2.�/. Aiming at a contradiction,
we will construct a projectionP such that T�;�RP is compact for all � < ! butRP is
noncompact. By the argument similar to Lemma 2.6 this will give an ordinal �0 < �
such that T�0;�0RP is noncompact, which by the assumption implies that

! � �0 < �:

Then T�0;�0R is also noncompact, so again there is �0 < � such that T�0;�0RT�0;�0
is noncompact, which means that ��0;�0 ¤ 0 and .�0; �0/ 62 ! �!, contradicting the
hypothesis of the lemma.

To construct P we will construct its range spanned by its orthonormal basis
.vk W k 2 !/. It will be enough to choose the vectors vk in such a way that for
each � < ! we have that

kT�;�R.vk/k � 1=2
k

for all k 2 Œ�; !/ and kR.vk/k does not converge to 0 when k ! 1. Then as
P.vk/ D vk and .vk W k 2 N/ can be extended to an orthonormal basis of `2, we
will obtain from Lemma 2.1(1) that T�;�RP is compact for every � < ! and from
Lemma 2.1(2) that RP is noncompact.

Using the fact that ƒ.R/ is a matrix of a bounded linear operator (Lemma 3.2)
which is not compact, by induction on k 2 N (using Lemma 2.1(3)), we can construct
finite pairwise disjoint Fk � N D ! and .an/n2Fk such that for some " > 0,
(1) †n2Fk janj2 � 1,
(2) kƒ.R/.†n2Fkan�fng/k D

p
†�2� j†n2Fkan��;nj

2 > ",
(3) j†n2Fkan��;nj2 � †n2Fk j��;nj2 � 1=2k for all � < k.
Condition (3) follows from (1) and the fact that the rows of ƒ.R/ are in `2.�/
(Lemma 3.2). Using the compactness of the operators T�;�RTn;n���;nT�;n, we find
wn 2 Im.Tn;n/ of norm one such that

†�<!†n2Fk �T�;�RTn;n � ��;nT�;n�.wn/

 < "=2:
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Putting vk D †n2Fkanwn we obtain

(a) kR.vk/k � k†�2!†n2FkT�;�RTn;n.anwn/k

�

q
†�2� j†n2Fkan��;nj

2 � "=2 > "=2;

(b) kT�;�R.vk/k D k†n2FkT�;�RTn;n.vk/k � 1=2k , for all � < k.

As noted before this is sufficient to obtain a contradiction from the conjunction of the
hypothesis thatƒ.R/ is a matrix of a noncompact operator and the set of its nonzero
entries is countable.

It was noted by the referee that the proof of above lemma can be simplified using
the countable degree-1 saturation of the Calkin algebra (see [11]).
Corollary 3.8. Assume that � is a cardinal and T D fT�;� W �; � < �g is a maximal
system of almost matrix units and R 2 QM.A.T //. If R is a � -trivial quasi-
multiplier of A.T /, then R is a trivial quasi-multiplier of A.T /.

Proof. Assume thatƒT .R/ is of the form �I� CM where � 2 C andM is a matrix
with countably many nonzero entries. Therefore ƒT .R � �1B.`2// isM , which has
at most countably many nonzero entries, which by Lemma 3.7 means that M is a
matrix of a compact operator and so R is a trivial quasi-multiplier of A.T /.

4. The Cantor tree system of almost matrix units

Let 2<N be the set of all maps sW f0; : : : ; ng ! f0; 1g for n 2 N or s D ; and by 2N

denote the Cantor space, the space of all maps �WN ! f0; 1g, equipped with the
product topology. For each � 2 2N we can associate a set

A� D
˚
s 2 2<N

W s � �
	
;

which is usually called the “branch through �”. It is easy to see that fA� W � 2 2Ng

is an almost disjoint family of subsets of 2<N of size continuum. In this section H

denotes the separable Hilbert space `2.2<N/. For each � 2 2N define a projection
T�;� 2 B.H / by

T�;�.x/.s/ D

(
x.s/; if s 2 A� ;
0; otherwise;

for each x 2 H and s 2 2<N . Then P2N D fT�;� W � 2 2
Ng is a family of almost

orthogonal projections in B.H /.
Let fes W s 2 2<Ng be the canonical orthonormal basis for H , i.e., es.t/ D 1

if t D s and es.t/ D 0, otherwise. For every �; � 2 2N , define a linear bounded
operator

T�;� WH ! H
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by T�;�.e�jk/ D e�jk for every k 2 N and T�;�.et / D 0 if t is not equal to �jk for
any k 2 N. It is easy to see that

T2N D
˚
T�;� W �; � 2 2

N
	

is a system of almost matrix units (Definition 2.8) based on P2N (Definition 2.9). We
will call this system of almost matrix units “the Cantor tree system of matrix units”.
In the rest of this section the operators T�;� will always refer to the members of T2N .

Recall that a family F of subsets of a Polish space (a separable completely
metrizable space) is said to have the perfect set property, if every uncountable
element of F has a perfect subset. In particular every uncountable element of F

must have cardinality continuum. In the following lemma we use the fact that the
family of Borel sets has the perfect set property (e.g., [17, 13.6]).
Lemma 4.1. Assume R 2 B.H / is a quasi-multiplier of A.T2N / and U is a Borel
subset of C, then the set

BRU D
˚
.�; �/ 2 2N

� 2N
W �

T
2N

�;�
.R/ 2 U

	
is Borel in 2N � 2N . In particular, BRU is either countable or of size continuum.

Proof. Let ��;� D �
T
2N

�;�
.R/ for every �; � 2 2N .

Claim.  nW 2N � 2N ! C defined by

 n.�; �/ D hR.e�jn/; e�jni

is a continuous function, for every n 2 N.

Proof of the claim. Fix n 2 N. For s; t 2 2n let Os;t denote the clopen set˚
.�; �/ 2 2N

� 2N
W s � � and t � �

	
:

Note that  n is constant on Os;t , for every .s; t/ 2 2n � 2n. In fact,

 n.�; �/ D hR.es/; et i

for every .�; �/ 2 Os;t . Since 2N � 2N D
S
s;t22n Os;t , the range of  n is finite, and

it is continuous, which completes the proof of the claim.

For each �; � 2 2N , since W�;� D ��;�T�;� � T�;�RT�;� is a compact operator
in B.H /, we have

lim
n!1

kW�;�.e�jn/k D 0

(see Lemma 2.1(2)), and therefore

lim
n!1

jhW�;�.e�jn/; e�jnij D 0:



1522 S. Ghasemi and P. Koszmider

This means that

hT�;�RT�;�.e�jn/; e�jni ! h��;�T�;�.e�jn/; e�jni D ��;�he�jn ; e�jni D ��;� :

Thus, for each �; � 2 2N

 n.�; �/ D hR.e�jn/; e�jni D hT�;�RT�;�.e�jn/; e�jni;

converges to ��;� . So the map  W 2N � 2N ! C given by  .�; �/ D ��;� is
the pointwise limit of continuous functions  n for n 2 N, hence it is Borel [17,
Ex. 11.2(i)], which means BRU D  

�1ŒU � is Borel.

Corollary 4.2. If R is a c-trivial quasi-multiplier of A.T2N /, then R is a � -trivial
quasi-multiplier of A.T2N /.

Proof. Suppose that ƒT
2N .R/ D �I2N CM where � 2 C and M has less then

continuum nonzero entries. Note that

ƒT
2N
�
R � �1B.H/

�
D �I2N CM � �I2N DM

by Lemma 3.3. So BR��1B.H/

Cnf0g is a Borel subset of 2N � 2N (Lemma 4.1), and
of cardinality less then c. Therefore the perfect set property for Borel sets, implies
that BR��1B.H/

Cnf0g is countable, so M has at most countably many nonzero entries,
which means that R is � -trivial.

5. Pairing systems of almost matrix units

In this section we introduce a method of eliminating nontrivial quasi-multipliers
of A.T / by pairing the elements of T into a new system of almost matrix units.

Definition 5.1. Let X be a set which is partitioned into two subsets of the same
cardinality, X D Y [ .X n Y / and suppose that �WY ! .X n Y / is a bijection.
Suppose that T D fT�;� W �; � 2 Xg is a system of almost matrix units in B.`2/. We
say U D fU�;� W �; � 2 Y g is a pairing of T along � if and only if for every �; � 2 Y
the following holds:

U�;� D
K T�;� C T�.�/;�.�/:

Proposition 5.2. Let X , Y , � and T be as above. Then any pairing U of T along �
is a system of almost matrix units. If T is maximal, then U is also maximal.

Proof. LetU D fU�;� W �; � 2 Y g be a pairing of T along �. Then for every �; � 2 Y
we have

U�;� D
K T�;� C T�.�/;�.�/:
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We check that U D fU�;� W �; � 2 Y g is a system of almost matrix units:

.U�;�/
�
D

K
�
T�;� C T�.�/;�.�/

��
D

K T�;� C T�.�/;�.�/ D
K U�;�

for all �; � 2 Y . For all ˛; ˇ; �; � 2 Y , since Y \ �ŒY � D ; and � is a bijection, a
straightforward calculation show that

Uˇ;˛U�;� D
K ı˛;�Uˇ;� :

Now suppose that T D fT�;� W �; � 2 Xg is a maximal system of almost matrix
units, that is, there is a maximal family fP� W � 2 Xg of almost orthogonal projections
(see Definition 2.9) such that

T�;� D
K P�

for each � 2 X . We will show that U is also a maximal system of almost matrix
units. We need to produce a maximal familyQ D fQ� W � 2 Y g of almost orthogonal
projections, such that U is based on Q.

Using Lemma 2.4 for each pair s D f�; �.�/g, separately for every � 2 Y find
orthogonal projections P s

�
; P s

�.�/
2 B.`2/ such that

P s� D
K P� ; P s�.�/ D

K P�.�/; and P s� P
s
�.�/ D 0:

For each � 2 Y defineQ� D P s� C P
s
�.�/

for s D f�; �.�/g, which is a projection as
it is the sum of two orthogonal projections and moreover

Q� D
K T�;� C T�.�/;�.�/ D

K U�;� : (�)

It remains to prove that Q is a maximal family of almost orthogonal projections.
Suppose that P is a projection in B.`2/. By the maximality of fP� W � 2 Xg,
there is ˛ 2 X such that P˛P is not a compact operator. Let � 2 Y be such that
˛ 2 f�; �.�/g, so we have

T˛;˛U�;� D
K T˛;˛

�
T�;� C T�.�/;�.�/

�
D

K T˛;˛;

by Definition 2.8(2), as the domain and the range of � are disjoint. Therefore,

T˛;˛U�;�P D
K T˛;˛P D

K P˛P:

Thus T˛;˛U�;�P and consequently by (�) U�;�P DK Q�P are noncompact, which
shows that U is maximal as well.

Lemma 5.3. SupposeX; Y and � are as in Definition 5.1. Let T D fT�;� W �; � 2 Xg
be a system of almost matrix units and U be a pairing of T along �. Suppose that
R 2 B.`2/ is a quasi-multiplier forA.U/. ThenR is a quasi-multiplier ofA.T / and

�U
�;�.R/ D �

T
�;�.R/ D �

T
�.�/;�.�/.R/;

�T
�;�.�/.R/ D �

T
�.�/;�.R/ D 0;

for each �; � 2 Y .
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Proof. We have

T�;�U�;� D
K T�;�

�
T�;� C T�.�/;�.�/

�
D

K T�;� ;

asY \�ŒY � D ; and by the almostmatrix units relations. Similarly,U�;�T�;�DKT�;� .
Then

T�;�RT�;� D
K �U

�;�.R/T�;� ;

again since Y \ �ŒY � D ;.
Similarly, U�;�T�.�/;�.�/ DK T�.�/;�.�/ and T�.�/;�.�/U�;� DK T�.�/;�.�/ and so

T�.�/;�.�/RT�.�/;�.�/ D
K �U

�;�.R/T�.�/;�.�/:

To prove the second part of the lemma note that

�U
�;�.R/

�
T�;� C T�.�/;�.�/

�
D

K �U
�;�.R/U�;� D

K U�;�RU�;�

D
K
�
T�;� C T�.�/;�.�/

�
R
�
T�;� C T�.�/;�.�/

�
D

K�T
�;�.R/T�;� C �

T
�;�.�/.R/T�;�.�/

C �T
�.�/;�.R/T�.�/;� C �

T
�.�/;�.�/.R/T�.�/;�.�/:

Multiplying the above equalities by T�;� from the left and T�.�/;�.�/ from the right,
using Definition 2.8(2) and the fact that �.�/ ¤ � ¤ �.�/ ¤ � we obtain that

0 DK �T
�;�.�/.R/T�;�.�/:

Since T�;�.�/ is noncompact, it follows that �T
�;�.�/

.R/D0. We obtain �T
�.�/;�

.R/D0

in a similar way multiplying the above equalities by T�;� from the right and T�.�/;�.�/
from the left.

Lemma 5.4. SupposeX; Y and � are as in Definition 5.1. Let T D fT�;� W �; � 2 Xg
be a system of almost matrix units and U be a pairing of T along �. If R 2 B.`2/

is a � -trivial (c-trivial) quasi-multiplier for A.U/, then R is a � -trivial (c-trivial)
quasi-multiplier of A.T /.

Proof. The X �X matrix ƒT .R/ consists of four blocks

Y � Y; .X n Y / � Y; Y � .X n Y /; and .X n Y / � .X n Y /:

Lemma 5.3 implies that the Y �Y -block is the matrixƒU.R/, that .X nY /�.X nY /-
block is a copy of the Y � Y -block and the remaining blocks have only zero entries.
This clearly implies the lemma.

Lemma 5.5. Suppose that T D fT�;� W �; � 2 Xg is a system of almost matrix units
whereX is of size continuum. Then there are Y � X and a bijection �WY ! .X nY /

such that for every pairingU of T along �, wheneverR is a quasi-multiplier ofA.U/,
then R is a c-trivial quasi-multiplier of A.T /.
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Proof. We may assume that X D c. Let .R�/�<c be an enumeration (with possible
repetitions) of all quasi-multipliers of A.T / which are not c-trivial. By induction on
˛ < cwe construct distinctˇi˛; 
 i˛ 2 c for i D 1; 2; 3 such that fˇi˛; 
 i˛ W i 2 f1; 2; 3gg
has six distinct elements for each ˛ < c and such that either:
(1) �T

ˇ1˛ ;ˇ
2
˛

.R˛/ ¤ 0 and �T


1˛ ;

2
˛

.R˛/ D 0, or

(2) �T

ˇ3˛ ;ˇ
3
˛

.R˛/ ¤ �
T


3˛ ;

3
˛

.R˛/,

and moreover fˇi˛; 
 i˛ W i 2 f1; 2; 3g; ˛ < cg D c.
At stage ˛ < c consider the set

A˛ D
˚
ˇiı ; 


i
ı W i 2 f1; 2; 3g; ı < ˛

	
:

Before defining fˇi˛; 
 i˛ W i 2 f1; 2; 3g we will identify the reason why a quasi-
multiplier R˛ is not a c-trivial quasi-multiplier of A.T /. If it is because ƒT .R˛/

has continuum nonzero entries off the diagonal, then we find such an entry �T
�;�
.R˛/

with distinct �; � 62 A˛ . This can be achieved because by Lemma 3.2 the cardinality
of the set of all nonzero entries ��;� with �; � 2 A˛ is less than c and we have
assumed that ƒT .R˛/ has continuum nonzero entries off the diagonal. Now find
distinct � 0; �0 62 A˛ [ f�; �g so that �T

�0;�0
.R˛/ D 0. This can be achieved again by

Lemma 3.2. Put

ˇ1˛ D �; 
1˛ D �
0; ˇ2˛ D �; 
2˛ D �

0

so (1) holds. Now take ˇ3˛; 
3˛ be the first two elements of the set

c n
�
A˛ [

˚
ˇ1˛; ˇ

2
˛; 


1
˛ ; 


2
˛

	�
:

Otherwise if ƒT .R˛/ has less then continuum nonzero entries off the diagonal
but is not a c-trivial quasi-multiplier of A.T /. Then it must be the case thatƒT .R˛/

has two different entries �T
�;�
.R˛/ ¤ �T

�;�.R˛/ on the diagonal such that �; � 62 A˛ ,
since A˛ has cardinality less than continuum. So we put ˇ3˛ D �, 
3˛ D � so that (2)
holds.

In this case put ˇ1˛; 
1˛ ; ˇ2˛; 
2˛ to be the first four elements of the set

c n
�
A˛ [

˚
ˇ3˛; 


3
˛

	�
:

The choice of ˇ3˛; 
3˛ in the first case and ˇ1˛; 
1˛ ; ˇ2˛; 
2˛ in the second case guarantees
that ˚

ˇi˛; 

i
˛ W i 2 f1; 2; 3g; ˛ < c

	
D c;

which completes the inductive construction.
We put Y D fˇi˛ W i 2 f1; 2; 3g; ˛ < cg and we define �WY ! .X n Y / by

�.ˇi˛/ D 

i
˛ . Let U D fU�;� W �; � 2 Y g be a pairing of T along �.
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Suppose that R is a quasi-multiplier of A.T / which is not c-trivial, so R D R˛
for some ˛ < c. We will show that R is not a quasi-multiplier of A.U/, which will
prove the required property of U.

If (1) holds, then
�T

ˇ1˛ ;ˇ
2
˛
.R/ ¤ �T

�.ˇ1˛/;�.ˇ
2
˛/
.R/

as �.ˇi˛/ D 
 i˛ for i D 1; 2, but this contradicts Lemma 5.3.
If (2) holds, then

�T

ˇ3˛ ;ˇ
3
˛
.R/ ¤ �T

�.ˇ3˛/;�.ˇ
3
˛/
.R/

as �.ˇ3˛/ D 
3˛ , but this contradicts Lemma 5.3. This shows that R is not a quasi-
multiplier of A.U/ and completes the proof of the lemma.

Lemma 5.6. Suppose that T D fT�;� W �; � 2 Xg is a system of almost matrix
units and �WY ! .X n Y / is a bijection where Y � X and that U is a pairing
of T along �. If R 2 B.`2/ is a quasi-multiplier of A.U/ which is a � -trivial
quasi-multiplier of A.T1/, where T1 D fT�;� W �; � 2 Y

0g, for any Y 0 satisfying
Y � Y 0 � X , then R is a � -trivial quasi-multiplier of A.U/.

Proof. Let � 2 C be such that ƒT1.R � �1B.`2// is a matrix with countably many
nonzero entries. By Lemma 5.3 there are only countably many nonzero entries of
ƒU.R � �1B.`2//, because they are all equal to some entries of ƒT1.R � �1B.`2//,
so R is a � -trivial quasi-multiplier of A.U/.

6. The final construction

The construction of the C �-algebra indicated in the title of this paper and described
in the introduction starts with the Cantor tree system of almost matrix units T2N and
follows the scheme:

T2N

extending
�����! fT�;� W �; � 2 2

N
[Xg

pairing with Y � 2N

������������! U
pairing, Lemma 5.5
�����������! S :

Theorem 6.1. There is a type I C �-subalgebra A of B.`2/ containing the ideal
of compact operators K.`2/ such that A=K.`2/ is �-isomorphic to the algebra
K.`2.c// of all compact operators on the Hilbert space of density continuum and the
algebra M.A/ of multipliers of A is equal to the unitization zA of A.

Proof. We work with `2.2<N/ instead of `2, as 2<N is countable. Start with the
Cantor tree system of almost matrix units T2N of Section 4. Extend it to a maximal
system of almost matrix units fT�;� W �; � 2 2N[Xg for some setX , by Lemma 2.12.
It is clear thatX has cardinality not bigger than continuum. Let Y � 2N be such that
both Y and 2N n Y have cardinality c. Fix a bijection

�WY ! .2N
n Y / [X:
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Now let U be a pairing of fT�;� W �; � 2 2N [Xg along �. Finally apply the pairing
from Lemma 5.5 (for U instead of T ), to obtain a system S of almost matrix units
with the special properties mentioned in the Lemma 5.5. We claim that A.S/ is the
desired C �-algebra.

So suppose that R is in the multiplier algebra M.A.S// of A.S/. Then R is a
quasi-multiplier of A.S/. Lemma 5.5 implies that R is a c-trivial quasi-multiplier
of A.U/ and so Lemma 5.4 implies that R is a c-trivial quasi-multiplier of

A
�
fT�;� W �; � 2 2

N
[Xg

�
and hence for A.T2N /. This however implies that R is a � -trivial quasi-multiplier of
A.T2N / by Corollary 4.2. By Lemma 5.6 (for Y 0 D 2N) the operator R is a � -trivial
quasi-multiplier of A.U/ and again by Lemma 5.6 (for U as T D T1 and Y 0 D Y )
it is � -trivial for A.S/. However, fT�;� W �; � 2 2N [ Xg was a maximal system of
almost matrix units, so by the last part of Lemma 5.2, the system U and hence S

are maximal systems of almost matrix units. The maximality of S together with the
fact that R is a � -trivial quasi-multiplier of A.S/ implies that R is a trivial quasi-
multiplier of A.S/ (Corollary 3.8). Trivial quasi-multipliers of maximal systems of
almost matrix units belong to the unitizations of the algebra generated by them and
the compact operators, by Lemma 3.6 (3). Therefore R belongs to the unitization
of A.S/, as required.

References

[1] C. Akemann, G. Pedersen, and J. Tomiyama, Multipliers of C�-algebras, J. Functional
Analysis, 13 (1973), 277–301. Zbl 0258.46052 MR 470685

[2] W. Arveson, An invitation to C�-algebras, Graduate Texts in Mathematics, 39, Springer-
Verlag, New York-Heidelberg, 1976. Zbl 0344.46123 MR 512360

[3] T. Bice and P.Koszmider, A note on theAkemann–Doner and Farah–Wofsey constructions,
Proc. Amer. Math. Soc., 145 (2017), no. 2, 681–687. Zbl 1369.46044 MR 3577870

[4] B. Blackadar, Traces on simpleAFC�-algebras, J. Funct. Anal., 38 (1980), no. 2, 156–168.
Zbl 0443.46037 MR 587906

[5] B. Blackadar, K-theory for operator algebras. Second edition, Mathematical Sciences
Research Institute Publications, 5, Cambridge University Press, Cambridge, 1998.
Zbl 0913.46054 MR 1656031

[6] B. Blackadar, Operator algebras: theory of C�-algebras and von Neumann algebras,
Encyclopaedia of Mathematical Sciences, 122, Operator Algebras and Non-commutative
Geometry, III, Springer-Verlag, Berlin, 2006. Zbl 1092.46003 MR 2188261

[7] L. Brown, R. Douglas, and P. Fillmore, Extensions of C�-algebras and K-homology, Ann.
of Math. (2), 105 (1977), no. 2, 265–324. Zbl 0376.46036 MR 458196

https://zbmath.org/?q=an:0258.46052
http://www.ams.org/mathscinet-getitem?mr=470685
https://zbmath.org/?q=an:0344.46123
http://www.ams.org/mathscinet-getitem?mr=512360
https://zbmath.org/?q=an:1369.46044
http://www.ams.org/mathscinet-getitem?mr=3577870
https://zbmath.org/?q=an:0443.46037
http://www.ams.org/mathscinet-getitem?mr=587906
https://zbmath.org/?q=an:0913.46054
http://www.ams.org/mathscinet-getitem?mr=1656031
https://zbmath.org/?q=an:1092.46003
http://www.ams.org/mathscinet-getitem?mr=2188261
https://zbmath.org/?q=an:0376.46036
http://www.ams.org/mathscinet-getitem?mr=458196


1528 S. Ghasemi and P. Koszmider

[8] Y. Choi, I. Farah, and N. Ozawa, A nonseparable amenable operator algebra which is not
isomorphic to a C�-algebra, Forum Math. Sigma, 2 (2014), e2, 12pp. Zbl 1287.47057
MR 3177805

[9] K. Davidson, C�-algebras by example, Fields Institute Monographs, 6, American
Mathematical Society, Providence, RI, 1996. Zbl 0956.46034 MR 1402012

[10] I. Farah and E. Wofsey, Set theory and operator algebras, in Appalachian set theory 2006–
2012. Based on the Appalachian set theory workshop series during the period 2006–2012,
63–119, London Mathematical Society Lecture Note Series, 406, Cambridge University
Press, Cambridge, 2013. Zbl 1367.03103 MR 3363132

[11] I. Farah and B. Hart, Countable saturation of corona algebras, C. R. Math. Acad. Sci. Soc.
R. Can., 35 (2013), no. 2, 35–56. Zbl 1300.46047 MR 3114457

[12] I. Farah and T. Katsura, Nonseparable UHF algebras I: Dixmier’s problem, Adv. Math.,
225 (2010), no. 3, 1399–1430. Zbl 1202.46063 MR 2673735

[13] S. Ghasemi and P. Koszmider, Noncommutative Cantor–Bendixson derivatives and
scattered C�-algebras, Topology Appl., 240 (2018), 183–209. Zbl 1395.46046
MR 3784405

[14] L. Gillman andM. Jerison, Rings of continuous functions, The University Series in Higher
Mathematics,D.VanNostrandCo., Inc., Princeton,N.J.-Toronto-London-NewYork, 1960.
Zbl 0093.30001 MR 116199

[15] M. Hrušák, Almost disjoint families and topology, in Recent progress in general topology.
III, 601–638, Atlantis Press, Paris, 2014. Zbl 1326.54003 MR 3205494

[16] K. K. Jensen and K. Thomsen, Elements of KK-theory, Mathematics: Theory &
Applications, Birkhäuser Boston, Inc., Boston, MA, 1991. Zbl 1155.19300 MR 1124848

[17] A.Kechris,Classical descriptive set theory, Graduate Texts inMathematics, 156, Springer-
Verlag, New York, 1995. Zbl 0819.04002 MR 1321597

[18] M. Kusuda, C�-algebras in which every C�-subalgebra is AF, Q. J. Math., 63 (2012),
no. 3, 675–680. Zbl 1258.46023 MR 2967169

[19] H. X. Lin, The structure of quasimultipliers of C�-algebras, Trans. Amer. Math. Soc., 315
(1989), no. 1, 147–172. Zbl 0684.46047 MR 937248

[20] S. Mrówka, Some set-theoretic constructions in topology, Fund. Math., 94 (1977), no. 2,
83–92. Zbl 0348.54017 MR 433388

[21] G. Murphy, C�-algebras and operator theory, Academic Press, Inc., Boston, MA, 1990.
Zbl 0714.46041 MR 1074574

[22] G. K. Pedersen, C�-algebras and their automorphism groups, London Mathematical
Society Monographs, 14, Academic Press, Inc. [Harcourt Brace Jovanovich, Publishers],
London-New York, 1979. Zbl 0416.46043 MR 548006

[23] M. Rørdam, Extensions of stable C�-algebras, Doc. Math., 6 (2001), 241–246.
MR 1871664

[24] M. Rørdam, Stable C�-algebras, in Operator algebras and applications, 177–199, Adv.
Stud. Pure Math., 38, Math. Soc. Japan, Tokyo, 2004. Zbl 1065.46037 MR 2059808

[25] S. Sakai, Derivations of simpleC�-algebras, III, TohokuMath. J. (2), 23 (1971), 559–564.
Zbl 0233.46074 MR 318902

https://zbmath.org/?q=an:1287.47057
http://www.ams.org/mathscinet-getitem?mr=3177805
https://zbmath.org/?q=an:0956.46034
http://www.ams.org/mathscinet-getitem?mr=1402012
https://zbmath.org/?q=an:1367.03103
http://www.ams.org/mathscinet-getitem?mr=3363132
https://zbmath.org/?q=an:1300.46047
http://www.ams.org/mathscinet-getitem?mr=3114457
https://zbmath.org/?q=an:1202.46063
http://www.ams.org/mathscinet-getitem?mr=2673735
https://zbmath.org/?q=an:1395.46046
http://www.ams.org/mathscinet-getitem?mr=3784405
https://zbmath.org/?q=an:0093.30001
http://www.ams.org/mathscinet-getitem?mr=116199
https://zbmath.org/?q=an:1326.54003
http://www.ams.org/mathscinet-getitem?mr=3205494
https://zbmath.org/?q=an:1155.19300
http://www.ams.org/mathscinet-getitem?mr=1124848
https://zbmath.org/?q=an:0819.04002
http://www.ams.org/mathscinet-getitem?mr=1321597
https://zbmath.org/?q=an:1258.46023
http://www.ams.org/mathscinet-getitem?mr=2967169
https://zbmath.org/?q=an:0684.46047
http://www.ams.org/mathscinet-getitem?mr=937248
https://zbmath.org/?q=an:0348.54017
http://www.ams.org/mathscinet-getitem?mr=433388
https://zbmath.org/?q=an:0714.46041
http://www.ams.org/mathscinet-getitem?mr=1074574
https://zbmath.org/?q=an:0416.46043
http://www.ams.org/mathscinet-getitem?mr=548006
http://www.ams.org/mathscinet-getitem?mr=1871664
https://zbmath.org/?q=an:1065.46037
http://www.ams.org/mathscinet-getitem?mr=2059808
https://zbmath.org/?q=an:0233.46074
http://www.ams.org/mathscinet-getitem?mr=318902


An extension of compact operators by compact operators with no nontrivial multipliers 1529

[26] D. Taylor, A general Phillips theorem for C�-algebras and some applications, Pacific J.
Math., 40 (1972), 477–488. Zbl 0239.46061 MR 308799

[27] A. Vignati, An algebra whose subalgebras are characterized by density, J. Symb. Log., 80
(2015), no. 3, 1066–1074. Zbl 1345.46046 MR 3395360

[28] E. Wofsey, P.!/=fin and projections in the Calkin algebra, Proc. Amer. Math. Soc., 136
(2008), no. 2, 719–726. Zbl 1128.03045 MR 2358514

Received 18 February, 2017

S. Ghasemi, Institute of Mathematics, Polish Academy of Sciences,
ul. Śniadeckich 8, 00-656 Warszawa, Poland; and
Institute of Mathematics of the Czech Academy of Sciences,
Žitná 25, 115 67 Praha 1, Czech Republic
E-mail: ghasemi@math.cas.cz
P. Koszmider, Institute of Mathematics, Polish Academy of Sciences,
ul. Śniadeckich 8, 00-656 Warszawa, Poland
E-mail: piotr.koszmider@impan.pl

https://zbmath.org/?q=an:0239.46061
http://www.ams.org/mathscinet-getitem?mr=308799
https://zbmath.org/?q=an:1345.46046
http://www.ams.org/mathscinet-getitem?mr=3395360
https://zbmath.org/?q=an:1128.03045
http://www.ams.org/mathscinet-getitem?mr=2358514
mailto:ghasemi@math.cas.cz
mailto:piotr.koszmider@impan.pl

	Introduction
	Preliminaries
	Compact operators
	Families of almost orthogonal projections
	Systems of almost matrix units
	-type C*-algebras

	Multipliers of systems of almost matrix units
	The Cantor tree system of almost matrix units
	Pairing systems of almost matrix units
	The final construction

