J. Noncommut. Geom. 16 (2022), 153-213 © 2022 European Mathematical Society
DOI 10.4171/INCG/459 Published by EMS Press
This work is licensed under a CC BY 4.0 license

Quantum Euclidean spaces with noncommutative
derivatives

Li Gao, Marius Junge, and Edward McDonald

Abstract. Quantum Euclidean spaces, as Moyal deformations of Euclidean spaces, are the model
examples of noncompact noncommutative manifold. In this paper, we study the quantum Euclidean
space equipped with partial derivatives satisfying canonical commutation relation (CCR). This gives
an example of semifinite spectral triple with nonflat geometric structure. We develop an abstract
symbol calculus for the pseudo-differential operators with noncommuting derivatives. We also ob-
tain a local index formula in our setting via the computation of the Connes—Chern character of the
corresponding spectral triple.

1. Introduction

The theory of pseudo-differential operators (WYDOs) plays an influential role in the index
theory of elliptic operators. This approach also prevails in noncommutative geometry. In
[13], Connes and Moscovici established the local index formula for spectral triples, which
gives an analytic expression for the index pairing between K-theory of noncommutative
algebras and the K-homology class induced by a Dirac-type operator. This local index
formula was extended to the locally compact (i.e., nonunital) setting by Carey, Gayral,
Rennie, and Sukochev [9]. In both proofs of the local index formula [9, 13], an abstract
theory of WDOs is crucial to the analysis. On the prototypical example of a noncom-
mutative geometry—quantum tori, pseudo-differential operators have been widely used in
studying curvatures and other geometric structures (see, e.g., [2, 14—16, 28]). Recently
several works [22,23,30,43] give detailed accounts of the symbol calculus for ¥YDOs on
quantum tori.

Quantum Euclidean spaces are model examples of noncommutative spaces in the
locally compact setting, and can be viewed as locally compact counterparts of quantum
tori. They are noncommutative deformations of Euclidean spaces which originate from the
d bea

J.k=1
skew-symmetric d x d matrix. Roughly speaking, a d-dimensional quantum Euclidean

Heisenberg relation and Moyal products in quantum mechanics. Let 6 = (60,)

space is given by the von Neumann algebra Ry generated by the spectral projections of d
self-adjoint operators xi, . .., x4 satisfying the canonical commutation relation (CCR)

[xj, xk] = —ibjg.
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We will review a rigorous definition of Ry in Section 2. Despite having a relatively
simple algebraic structure (a type I von Neumann algebra) the connection to Euclidean
spaces and quantum physics make them indispensable in various scenarios. For example,
from the perspective of harmonic and functional analysis, Calder6n—Zygmund theory and
pseudo-differential operator theory on quantum Euclidean spaces were established in the
recent article [19] and the theory of distributions goes back to [20, 44]. In noncommuta-
tive geometry, quantum Euclidean spaces serve as model examples for nonunital spectral
triples [18]. In mathematical physics, noncommutative Euclidean spaces have been heav-
ily studied under the name of CCR algebras [5, Section 5.2.2.2] and in the context of Weyl
quantization [24, Chapter 14], [42, Chapter 2, Section 3]. Also, the discovery of instantons
on noncommutative R* makes an influential connection to string theory [11,36,40].

In this paper, we revisit the connection between WDOs and the local index formula
for quantum Euclidean spaces. Both topics have been considered for Ry, with its standard
geometric structure. Recall that Ry is associated with a Weyl quantization map, defined
for functions in the Schwartz class S (]R{d) as

Ao f e SR / F©)hs () dE < Ry,

(2n)4

where Ag(§) = ef1¥1T+8a%a g e R¥ is a projective unitary representation of R?,

Ao(E)Ao(n) = e8P Ag(E + 1)

(see Section 2 for further details). The canonical trace associated to Ry is deﬁned on
the image of S(R?) under Ag as 19 (Ag(f)) = [ /. Differentiation operators = admit a
canonical extension to Ry, defined on A4 (S(R?)) by Dido(f) = Ao(—i ax f) The oper-
ators D; have self-adjoint extensions to the Hilbert—Schmidt space L, (Rg, ‘L'e) Since par-
tial differentiation operators on S(R?) commute, it follows immediately that [ D i, Dr] =0
for 1 < j,k < d. The fact that these partial derivatives mutually commute reflects a “flat”
geometry of Ry.

The scope of this paper is to consider a more general but still computable differential
structure on Rg. More precisely, we shall equip Ry with “covariant derivatives” &1,..., &4
satisfying (another) CCR relation. Unlike the standard case

[xj. xk] = =i0jk. [Dj.xk] = —idjk. [Dj.Di] =0, (1.1)
we consider that x;’s and §;’s together have the commutation relations

[Xj, xe] = =i0k, (&, ] = —idjk, (5. &] = —ib);, (1.2)

where § is the Kronecker delta notation and 6’ is an arbitrary but fixed skew-symmetric
matrix. In the classical case, when § = 0 and Ry = Lo (R?), such &;’s are covariant
derivatives of connections with a constant curvature form (see Section 4.1). From this
perspective, (1.2) can be viewed as a natural deformation of (1.1) by adding a nonzero cur-
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vature form. From the perspective of quantum physics, noncommuting derivatives occur in
the presence of a magnetic field [1]. One can view the matrix 6’ as representing a constant
magnetic field on Rg. The noncommutativity of the covariant derivatives £; adds an essen-
tial difficulty in developing the theory of ¥DOs. When 6" = 0, the commutativity of D;’s
makes the phase space (or the Fourier transform side) a commutative space, and then the
symbol of a WDO is an operator-valued function a : R — Ryg. In our setting for noncom-
muting &;’s, the symbol will become purely abstract as operators affiliated to Ry ® Rj,.
Moreover, due to the unbounded nature of symbol functions, we have to inevitably deal
with unbounded but smooth elements. The idea of incorporating noncommuting deriva-
tives into pseudo-differential calculus has also appeared in the related context of magnetic
pseudo-differential calculus [34,35].

We now briefly explain our setting and illustrate the main results. Let Rg ® R}, be the
2d-dimensional quantum Euclidean space generated by the relations

[Xj, xe] = =i0k, (&, &) =10/, [x;,&]=0

and let Rg be the 2d-dimensional space generated by (1.2) with parameter matrix ® =
[_eld é‘{ ] We will consider a pseudo-differential calculus defined with symbols as opera-
tors affiliated to Ry ® ]R/e and the WDOs themselves are operators affiliated to Rg. The
operator or quantization map “Op” sending symbols to WDOs is simple: for a € Ry,
be Rg/

Op(a ® b) = ab € Rg, (1.3)

where Ry, R}, are viewed as subalgebras of Rg. The domain of Op can be extended to the
following abstract symbol class.

o We say an operator a affiliated to Rg ® Ry is a symbol of order m (write as a € ™)
m+|B|

if for any multi-indices « and S, D;"Dg (@1 + 3 512)* 2 extends to a bounded
operator in Rg ® Ryg.

Here D, are the canonical (commuting) differentiation operators acting on the first com-
ponent Ry and D¢ are the same for Ry:. A priori it is not clear that this definition is
closed under multiplication, and adjoint, or whether we have the expected properties
M. 3" = $MT and (X™)* = ¥™, which are important components for the devel-
opment of a symbol calculus. To resolve that, we introduce in Section 3 a notation of
“asymptotic degree” to measure the unboundedness of operators affiliated to Rg. This is a
notion directly inspired by the abstract pseudo-differential calculus developed by Connes
and Moscovici [13, Appendix B] and Higson [25]. With this definition of symbol class, we
establish in Section 4 the two core parts of WDOs calculus—the L,-boundedness theorem
for 0-order ¥DOs and the composition formula.

Theorem 1.1 (cf. Theorem 4.12). Let a be a symbol of order 0 (i.e., a € £°). Then
Op(a), initially defined on Ae(S(R2)), has unique extension to a bounded operator on
the Hilbert space L;(Rg).
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Theorem 1.2 (cf. Theorem 4.14). Let a be a symbol of order m and b a symbol of order
n. Then Op(a) Op(b) = Op(c) for some symbol ¢ of order m + n. Moreover,

ilel
c~y IDg(a)Dgg(b)
o

in the sense that for any positive integer N, ¢ — Zla\<N il D"‘(a)D"‘(b) is a symbol of
orderm +n— N — 1.

The proofs of the above theorems use the idea of co-representation maps. The co-
representation maps enable us to convert the operator map Op to an operator-valued
classical operator map on the R . In particular, this gives an alternative approach to some
parts of symbol calculus in [19] for 6’ = 0.

In Section 5, we apply the WDO calculus proving that

(W'=Re). Lo(Re) ®CY. D = 3§ ® ;) (1.4)
J

forms a semifinite nonunital spectral triple (in the sense of [9, Definition 2.1]). Here, ¢;
are generators of the Clifford algebra C14 and Woo:! (Rg) = {a|D%(a) € L1(Ry) YVa} is
the noncommutative Sobolev spaces. We denote by W1 (Ry)~ = W1 (Rg) + C the
minimal unitalization. The triple in (1.4) forms a smoothly summable semifinite spectral
triple with isolated spectrum dimension (see Section 5 for further details). We are able to
apply the even case of the local index formula in [9, Theorem 3.33], yielding the following.

Theorem 1.3 (cf. Corollary 5.10). Let d be even and Ry a d-dimensional quantum
Euclidean space. Then (A, H, D) := (W®1(Ry), L,(Rg) ® My, Z.i & ®cj) is an
even, smoothly summable, semifinite spectral triple with isolated spectrum dimension.
Moreover, for a projection e € M,(W>1(Rg)™), the index pairing is given by

<[€] - [le]s (As Hs D))

¢ w?
=mzlrg@tr|yle—lo5 )+
E.

where @ = 7 O] kCick.

1 m wsm
2— 79 @ tr (J/e(a'e)2 —(d_ _m)!)),

I MN\&

Note that the Dirac Laplacian has square given by
2 2
= (Xgea) =Y 8-
J J

where w plays the role of a curvature form in the index pairing. One direct application of
the above index formula is Theorem 5.12, in which we prove that for d = 2, the noncom-
mutative analog of Bott projection is a generator of the Ky-group of Ry for all 6.
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The general local index formula in [9, 13] contains residue cocycles which involve
higher-order residues at z = 0 for zeta functions
& (z) = tr (yaodal®’ ---dalm (1 + D?) =3 *=7),

where
aj €A, da=I[D,a], da® := [D?,[D?,....[D? dd]]].

k-times

For compact spin Riemannian manifolds, it was observed in [13] and fully proved by
Ponge [37] that the above zeta functions only has nonzero residue for |k| = 0 and the
poles are simple, which recovers the Atiyah—Singer index theorem for spin Dirac opera-
tors. Theorem 1.3 shows that Ry, as a noncommutative deformation of Euclidean space
R, enjoys the same simplified index formula as a manifold. This result suggests that there
should be a class of “mild” noncommutative spectral triples whose index pairing behaves
as classical cases. It would be interesting to find a criterion for such “mild” noncommuta-
tive manifolds as well as the K-theory meaning behind it. Nevertheless, this is beyond the
scope of this paper, and our work can be viewed as an invitation to such a study.

The paper is organized as follows: we first review some preliminary facts about quan-
tum Euclidean spaces in Section 2. Section 3 introduces and discusses the notation “as-
ymptotic degree,” which is a key tool in the subsequent discussions. In Section 4, we
discuss the symbol calculus of WDOs and prove Theorems 1.1 and 1.2. Section 5 is
devoted to the local index formula and Theorem 1.3.

2. Preliminaries on quantum Euclidean spaces

In this section, we review the basic structures of Quantum Euclidean spaces. Quantum
Euclidean spaces in the literature have been studied under several different names: Moyal
planes [18,20,44], CCR algebras [4, Section 5.2.2.2], noncommutative Euclidean Spaces
[17,32] and quantum Euclidean spaces [19]. In particular, [4] gives a detailed account from
the operator theoretic perspective. The distribution theory was studied in [20, 44]. More
recently, Gonzalez-Pérez, Junge, and Parcet [19] studied harmonic analysis on quantum
Euclidean spaces. From the noncommutative geometric perspective, an early exposition is
in [18].

2.1. Definitions and notations

Throughout the paper, we use the usual letters xy, x5, ... and &1, &, . .. for operators and
the boldface letters x = (x1,X2,...,X4), & = (§,,§,,...,&,) for vectors and scalars.
Letd > 2andlet 6 = (ij);.{kzl be a real skew-symmetric d x d matrix. Let S (R¢) be
the space of complex Schwartz functions (smooth, rapidly decreasing) on R¢. The Moyal

product xg associated to 6 is defined as (see [38])

0 .
fxg g(x) = 2m)7¢ /Rd /ﬂ;d f(x+ Ev)g(x—w)e’v'wdvdw, f.g € S(RY).
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The Moyal product is bilinear, associative, and reversed under complex conjugation
f %9 @ = g *¢ f, which makes (S (R?), xg) a s-algebra. The left Moyal multiplication
gives the following *-homomorphism Ag : (S(R?), xg) — B(L(R%)),

Ao(f)g = f *68 Ag(f)Ae(g) = Ag(f %6 &). 2.1

Definition 2.1. The quantum Euclidean space associated to 6 is given by the following
objects in B(L,(R%)):

(1) Sg 1= Ae(S(R?)) as the quantized Schwartz class;
i) Egq:= S(g'” as the C *-algebra generated by Sg;
(iii) Ry := (8y)” as the von Neumann algebra generated by Sy.

When 6 = 0, ¢ is the usual pointwise multiplication, Eq = Co(RR?) is the space of
continuous functions on R? which vanish at infinity, and Ry = Lo (R¢) is the space
of essentially bounded functions on R?. The algebra Eg is identical to a deformation
quantization of Co(R?) as defined by Rieffel [38]. An equivalent approach to defining Ry
is to consider the A-twisted regular representation of the group R on L,(R%). For each
vector £ € R?, we define the unitary operator Ag(£) on L, (R?),

; o
(Aa(®)g)(x) = g (x— 38). 22)

The family of operators {1¢(§)}gcga satisfies the commutation relation

Ag(E)Ao(n) = €25 0M05(E + 1) = 5O Ag (A (E)

for all £, € R?. The map Ag : RY — B(L,(R%)) is a projective unitary representation
of R? called the twisted left regular representation. The Moyal multiplication (2.1) for
(S(R?), x¢) can also be formulated via quantized Fourier transform

1

le(f)=w

L, 7®n@as. 1 es@d.

Here f &)= Jga | (x)e"**¢ dx is the Fourier transform of f and the integral converges
in operator norm. Let u; (t) = 44(0,0,...,¢,...,0) be the one parameter unitary group
associated to the jth coordinate. The generator x; of u; () satisfying u, (1) = €™’ is the
self-adjoint operator given by

j 0
(8)(%) = %8(x) + %Zk: Ot g ()

The d-tuple (x1,. . .,xg4) consists of d self-adjoint operators on L, (R?) having a common
core § (R?) which satisfy the CCR relation [xj, xk] = —ifjx on § (R%). The operators
{x; };‘121 are affiliated with the von Neumann algebra Ry in the usual sense that their
spectral measures consist of projections in Ry. The projective unitary representation § —
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Ag (&) can be recovered formally from (x1,. .., x4) using the Baker—Campbell-Hausdorff
formula; i.e.,

Ao(E) = elE1xittEaxg) — e—% 2j<k OikE &k pik1%1 ,,,eisdxd’ £c RY.

The family of generators (x1, ..., xg), unitaries Ay (&), and the quantized Schwartz class
Ao (f): f € S(R?)} all represent equivalent formulations of quantum Euclidean spaces.
We will use them interchangeably in the paper.

2.2. The Stone-von Neumann theorem

We say that two self-adjoint operators P, Q satisfy the Heisenberg relation [P, Q] = —il
if for any 5,7 € R,
eisPeitQ — eiszeizQeisP_

The well-known Stone—von Neumann theorem states that any irreducible representa-
tions of [P, Q] = —i[ are unitarily equivalent to the 1-dimensional Schrédinger represen-
tation given by
af
T QN =x/®). f e SE®).

Here P, Q are unbounded self-adjoint operators on L, (R) and the one-parameter unitary
groups are

Pf=—i

@ X = fx+1), (2 f)(x) =" f(x); (2.3)
see, e.g., [24, Chapter 14]. The Stone—von Neumann theorem extends to n pairs of Heisen-
berg relations that mutually commute; i.e.,

—il, ifj=k,
P;, Okl = P;, P = ,0rl=0, Vjk. 2.4)
[JQ] {O, ifj £k, [] ] [Q}Q] J
The following is Theorem 14.8 in [24].

Theorem 2.2 (Stone—von Neumann theorem). Suppose that Py, ..., P, and Q1,..., 0y
are self-adjoint operators on H satisfying the CCR relations (2.4). Then H can be decom-
posed as an orthogonal direct sum of closed subspaces {H;} satisfying that

(i)  each Hj is invariant under ¢'*Yi and e''9i for all j and t,

(ii)  there exist unitary operators Uy : Hy — Lo(R?) such that

U P Uf S = —iaixjf, GOUFNHM =% . @5)

The above theorem says that any representation of (2.4) is a finite or infinite direct
sum of the n-dimensional Schrodinger representation on L, (R"™). When d = 2n is even-
dimensional, this gives the standard noncommutative case for Ry that 8 = [ I(:, 75” ] where
I, is the n-dimensional identity matrix. In this case, Eg =~ K(L,(R")) the compact opera-
tors and Rg = B(L»(R")). The following proposition gives a change of variables between

Ryg’s with different 6.
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PropOSItlon 23. LetT = (T; k)] k=1 be a real invertible matrix and T its transpose. Let
6 and 6 be two skew- -symmetric matrices such that 6 = TOT!. Then the map Pr:

D1 (A5(8)) = Ao (T7E), 1 (A5(f)) = Ae(f o T),
extends to a *-isomorphism from Eg to Eg and a normal *-isomorphism from Rz to Rg.

Proof. Define the operator Uz on L, (R%) as follows:

(Ur fHx) = f(T™'x),

where Ur is bounded and invertible with |Ur| = |det(T)|% and (Ur)™' = Up-1. For
any Schwartz function f, one verifies that

(UF'25(6)Ur ) (x) = eiE‘TXf(T_l (Tx + %55)) = e“T’E)'Xf(x + %eng)
= 2o(T'6) f (x).

Then it is clear that Uy 185UT = §y. Since Ur is a bounded invertible operator on
L>(R9), then ®7 () = UT_I(-) Ur extends to a *-isomorphism from Ej to Eg and a nor-
mal x-isomorphism from R to Ry. ]

In general, let 6 be a skew-symmetric matrix of rank 2n < d. There exists an invertible
matrix T such that 6 = T T is the following standard form:

0 —I,
In 0 ) (2.6)
0d—2n

where 04_5, is a (d — 2n) x (d — 2n) zero matrix. Recall that x1, ..., x4 denote the
generators of the unitary semigroups ¢; — Ag(0,...,¢;,...). Then X1, ..., x2,, by the
Stone—von Neumann theorem, are unitarily equivalent to (a multiple of) the derivatives
and position operators —i%, e, —i%, X1,...,Xp, on Ly(R™), and x2,41, ..., Xq are
d — 2n position operators X, 11, . .. ,Xg_, on Ly(R?72"). Hence if 6 is of rank 2n < d,
then we have up to multiplicity [38, Proposition 5.2]

Ep = K (L2(R") ® Co(RI™"), Ry = B(L2(R")) ® Loo(R?™2").
In particular, the C *-algebra Eg is simple if and only if the matrix 6 is of full rank.
2.3. Integrals and derivatives

We start with the noncommutative integrals.

Proposition 2.4. The linear functional

wita(n) = [ £ fes@D

extends to a normal faithful semifinite trace on Rg.



Quantum Euclidean spaces with noncommutative derivatives 161

(i)  Let T be areal invertible matrix and let 0 and 0 be two skew-symmetric matrices
such that = TOT". Then the normal *-isomorphism

®r iRy — Ry, @7(Az(f)) =Ag(foT) (2.7

satisfies Tg o @ = |det T|_1‘L’§.
(i) Lerx € R? and let ay be the translation action ax(f)(-) = f(- + X). Define the
map

ax(Me () = e 2g(€),  ax(Ae(f)) = Ag(ax(f)).

Then oy is a tg-preserving automorphism on Rg.

Proof. The fact that 7y extends to a normal faithful trace on Ry was proved in [19] by
writing Ry as an iterated crossed product Lo, (R) xR x --- x R. Here we present a proof
using a change of variables, which is useful for our later discussion. A similar discussion
can be found in [29]. Denote the multiplier and translation unitary groups on L,(R") as
follows:

@& )X = fx+8). (v f)® =™ f(x).

We first consider the case d = 2n and 6 = [ 1(1 _(f” ] By the Stone—von Neumann theorem,

there exists some Hilbert space H and a unitary W : L,(Rg) — L, (R") ® Iy such that
Whe(§.0W* =u(€) @ In, W0, m)W* =v(n) ® In,

where & € R” are the first n coordinates and 5 € R” are the last n coordinates. For fi, f> €
S (R™), the quantization Ag( f1 ® f>) is unitarily equivalent to (a multiple of) the following
operator Ty, 7,. For h € L,(R");

(Tj, 1)) = 7)™ // A®) fr(me 1D Ry 1 gy de dy

= @™ // A=) fome DM ) dx iy

X+Yy
2

= (2”)_n/ﬁ(X—y)f2( )h(x)dx.

Because f1, f> € $(R"), it follows from [6, Proposition 1.1 and Theorem 3.1] that T, £,
is a trace class operator on L, (R") and

(T = o [ Aw-npa(Y5)dy

= (2m)™" /]R" f10) fay)dy = @m)™" /Rn N ./l‘{n f2.

which coincides with tg on Ry up to a normalization conIstant (27)™". Now we consider
the case where @ is a singular standard form: 6 = [1,, 0 0]. Let 6, = [1(1 _(f" | be the
0 0 0
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nonsingular part. Rg, = B(L2(R")) is a Type I factor and the degenerated part gives the
left regular representation Ao : R4™2" — B(L,(R?~2")). Then

Ry = Ry, ® Ro = B(L2(R")) ® Loo(RY™")

as von Neumann algebras, where the tensor product ® is the von Neumann algebra tensor
product. The trace 79 on Ry is the product trace 75, ® 7o, where 79 on Loo(Rd_Z") is the
Lebesgue integral and 7, is up to a constant the standard trace tr on B(L»(R")). Then
7g is normal faithful semifinite and the case for general 8 follows from (i). Recall that the
*-isomorphism @7 is implemented by the bounded invertible operator

Ur : Ly(Ry) — La(Rg),  Urg(f) =Ag(f oT7H).

For f € S(RY),

wo (g =n( [ Foreas) =it n( [ Fanimn)
= |det 7|71 £(0) = |det T | z5(A5(f)).
For (ii), ary is implemented by the shifting unitary Uy on L,(R¢) that

ax(e(f)) = Uxhe (U, Uxf(y) = f(y +%).
Hence oy extends to an automorphism on Rg. ]

The automorphism oy, X € R¥,is called the transference action on Rg. For 1 < p < oo,
we write L,(Rg) for the noncommutative L,-space with respect to 7y and identify
Lo (Rg) = Ry. Following the standard definition of the L,-spaces for a von Neumann
algebra, for 1 < p < oo, the L,-norm is defined as

Ixll, = 7o (1x|?)""”

for those x € Ry such that the norm is finite. The L,-space is then defined as the comple-
tion of {x € Ry : ||x||, < oo} with respect to the L,-norm.

Forall , L,(Rg) = L,(R?%) and A is exactly the left regular representation of Rg on
L, (Rp). The density of Sg in Eg is by definition, and the density of Sy in L, (Rg) follows
from the unitarity of the map A4 and the density of § (R¢) in L,(R%).

The following lemma proves that Sy is also dense in the noncommutative L;-space
L1(Rg). A similar result with a different proof is in [31, Proposition 3.14].

Lemma 2.5. Sy is dense in L1(Ryp).

Proof. If a € L1(Ry), then it follows from the general theory of semifinite von Neumann
algebras that there exists a factorization a = aya, for some ay,a; € Ly (Ry) and |laq |2 =
lazll2 = |la||?; indeed, one can define a; = la|'/? and ay = ula|'/?, where a = ulal is
a polar decomposition. Then we can find f;, f> € S(R?) such that [|Ag(f;) —a;|2 < &,
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j = 1,2. Then

la = 2o (/A6 (S)]; = araz —arre (5], + [arre(f2) = Re(fDAe(f2) ],
< llallzs + I follze < (2llall} + e)e. .

The noncommutative Lorentz space L, o (Rg) is the space of measurable operators a
affiliated to Ry such that the following quasinorm is finite:

lall? . =suptPze(lja)=r),
Lp.co o la|>t

where 1j4>; denotes the spectral projection of |a|. In other words, a € L, (Rg) if
79(1j4|>¢) is asymptotically at most O(¢ 7). This is a special case of the general notion of
weak L,-space on a semifinite von Neumann algebra. For det(6) # 0, the above (weak)
L ,-spaces are nothing but the (weak) Schatten p-spaces.

Proposition 2.6. Denote |x| := (3_; x})% and (x) == (14 ); sz)%. For all 0, the
following holds.

. —tlxl? _d i
() 1) =172 det( ) /2 fort > 0.

. T . . . _ il
Here the function p — - L isa real function continuously extended to ;u = 0 and STTAD)

is the functional calculus for self-adjoint matrix i 6.
(i) (x)7" € La,oo(Rp).

Proof. Let us first consider that 8 is the standard form (2.6) of rank 2xn. We have shown in
Proposition 2.4 that there is (up to a factor (271)") a trace preserving *-isomorphism 7 :
Rg — B(L2(R")) ® Loo(R?™2") on Ly(R4 ™) such thatfor1 < j <n,1<k <d —2n

Xj > Dy, Xjyn = ¥j,  Xontk &> Yntke

where Dy; andy; are the self-adjoint derivative and position operators on Lo(R4™m)
. dg
Dyjg=—iz=. (;&)y) =y;8().
Yi

Then (x)? is unitary equivalent to (a multiple) of the following operator on L,(R%~"):

n d—n
1= (05 +37) ®idy, o +idan 81+ Y 37).
j=1 I=n+1

The first part is the Hamiltonian of n-dimensional quantum harmonic oscillator and the
second part is a multiplier on L,(R4~2"). It is known (see [24, Chapter 11]) that

n
= (05 +)
j=1

has a discrete spectrum {n + 2k},2°:0 and the multiplicity of n + 2k is (k +,’€'_1 )
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Moreover, if T is a real invertible matrix such that TOT? is the standard form (2.6),
then det(7T) = (p1/d2 -+~ in)~ ', Where iy, ita, . . ., ity are imaginary parts of eigenvalues
of 8. Thus, by the isomorphism in (2.7), we have

3 (D2 a2
’L'g(e_t‘x‘z) = 12 Mn(zn,)n . tr (6 1351 M](D¥i+y]))

d—n 2
—t 1~ 2
. /Rd 2 € Y] dynt1--dYa—n
—2n

= [Lifd2 - U )" - (Hzetu,(uzk)) ( )

Jj=1k=0
_ n | 2mtpy
- etu, — ety (7)
=1
n
smht/L
_d with \'?
=12 det —_— .
sinh(i¢6)

The last equality follows from lim;, ¢ % = . We now explain how (i) implies (ii).
We observe that if F' denotes the function

d—2n
2

F(A) = ‘L'(1|x‘2 < A), A > 0,

then tg(e™" |x|2) is the Laplace—Stieltjes transform of F'. It follows from a Tauberian theo-
rem of Hardy and Littlewood [26, Chapter 1, Theorem 15.3] that the existence of the limit

. d —
lim 2 7g(e tlxlz)
=0

implies that there exists a limit as A — oo of F (A)A . In particular, F(1) = O(A%) as
A — 00, and hence for ¢t < 1 we have

t(1y15r) = Ly <-1) = Tl gpeg—2y) = FE2 = 1) < Ct 79,
Since (x) > 1, we also have (1 (y)-1-,) =0 when > 1, and hence (x) 'eLjoo(Rp). m

Let Dy, , ..., Dy, be the partial derivative operators
d
Dy f=—-i—,
J f ! an f

which are unbounded self-adjoint operators on L, (R?) with a common core §(R?). On
Ry, we define for A¢(f) in 8¢ C B(L,(R?)) the partial derivatives

DjAg(f) :=[Dx;, Ae(f)] = Ae(Dx; f).

Since Dy; is the same as D; for 6 = 0, we will often write Dy; simply as D;. Let S'(R%)
be the space of tempered distribution on R¥. In [20,44] (see also [18]), Moyal product
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and the Weyl quantization are weakly extended to S'(R?) as follows:

(T'xg f.8) =(T.f*og). (f*eT.8)=(T.g*9f)

where the bracket is the pairing between S (R¢) and S’ (R¢). For T € §'(R%), Ag(T) is
the quantized operator Ag(T) f = T *g f and satisfies

Ag(T)Ao(f) = Ao(T xg f).  Ao(f)Ae(T) = Ag(f *o T).

Forall T € 8’(R%), A¢(T') commutes with the right Moyal multiplication hence affiliated
to Rg. We will use the multiplier algebra introduced in [44],

Mg ={26(T) | T € 8'(R?), 1¢(T)S6 C So. Sora(T) C S}
The pairing between S (R%) and §’(R?) coincides with the t4-trace duality for the quan-

tization. Namely, for Ag(T') € Mg, Ag(f) € Sg,

w5 (e (T)As () = 16 (A (T %6 1)) = [ T xg f = (T. f).

In particular, My contains the noncommutative polynomials of x1,. .., x4 as the quantized
coordinate function x;,

Ao =%, xhe() = ol ) + 5 3 G Dicka(f).
k

The transference automorphism cy and the partial derivatives D; weakly extend to Mg

{ax(@), 29 () = (a,a—xAg (), (Dj(@),Aa(f)) = {a, Djre(f))-

Viewing a € My as an unbounded operator densely defined on S(R?) C L,(R?), the
weak derivatives satisfy D;(a) = [D;,al.

3. Asymptotic degrees

In this section, we introduce a notion of “asymptotic degree” which measures the “growth”
of unbounded elements in Mg, and which serves as a key technical tool for later discus-
sions. The idea is inspired by the abstract WDOs introduced by Connes and Moscovici
in [12, 13] and the abstract Weyl algebras of Guillemin [21]. We briefly recall the basic
setting here. Let D be a (possibly unbounded) self-adjoint operator on a Hilbert space H
such that | D| is strictly positive. For each s € R, put H® = Dom(| D |*) with inner product

(vi.v2)ms == (|D vy, |D|Sv2)H, v1,v2 € Dom (|D]*).

Let H*® = (\,cz H®. Because Dom(e‘Dlz) C H®°, H* is a dense subspace of H. Let F’
be a closed operator on H such that H*® C Dom(F), F(H*) C H®. Because |D|™* :
HO9 — H* is an isometric isomorphism, one sees that

|F:H®— H™"|| = ||DI*"F|D|™*|.
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For a fixed r € R, F extends to a bounded operator from H® to H*~" for any s if and
only if |[D|*7" F|D|~ are bounded on H. Such an F is considered as an abstract W DO
of order r.

We use the above idea to characterize the asymptotic degree (we use the word “degree”
to distinguish with the notation “order” for WDOs) of elements in Mg. We choose the
strictly positive operator D as (x) := (1 + Y y sz)%.

Definition 3.1. We say that an operator a € My is of asymptotic degree r if for any s € R,
(x)’alx)™"

extends to a bounded operator in B(L,(Rg)) (hence alsoin Rg C B(L2(Rg))). We denote
by O the set of all elements of asymptotic degree r and write O~ = ()., O".

Let L5 (Rg) be the Hilbert space completion of $g with respect to the inner product

(Ao(). 2e(9)), = ta(Aa (/) (x)*A9(2))-

It is clear that @ € O” if and only if for any s € R, the left multiplication operator
Ag(f) — arg(f) extends continuously from L3 (Rg) to L5~ (Rp). The following theo-
rem estimates the degrees of some common elements. We introduce the standard notation
of multi-indices that for « = (a1, @2, ...,2q),

x* = x{'x32 - x3?, DY :=D{'D3*--- D
Note that the product x* is ordered because x;’s are noncommutative.
Theorem 3.2. For all multi-indices a and r € R,
x% e 0, [x* (x)"] € o7 tlel=2, D*((x)") € o7 el
Proof. We divide the proof into several steps.

Step 1. [Dj, {(x)™"]{x)" 1, [xj, (x)7"]{x)"*! are bounded for 0 < r < 2.
We use the fractional power for a positive operator A:

o0
AT = Cs/ t+ A Sde, 0<s <],
0

where Cs is a nonzero constant depending on s. Since the constant does not affect the
boundedness, we suppress all constant Cy’s. Denote A := (x)2 =1+ Zj sz. For 0 <
r<?2,

[Dj. (x)7"]
- /oo [Dj, ¢t +A) ) 2dr
0
:/wa+m*W+Aymm+Arw€m
0

o0
=m/ (t+ A7 'xic+ AN de
0
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o0 , o0 -
=2i /0 xj(t+ A)2t72de +2i /0 [t +2)7 x)e+ D)2 de
o0 , o0 -
=2 / xj(t+ A)2tT2dt +2i / t+ M) [xj.(t + M)] +A) 22 dt
0 0

= 20 / (48 5dr 423 ij/ (t + A) (e + M)A 2 dr.
0 k 0

For the first integral,

1+r

oo
2ixj/ (t+A)272dt- A3 =2ix;ATIT2A
0

1+r . 1
2 = 2li'A 2

is bounded. For the second integral,

‘ / (t + A) " "xp(r + A) 272 de (x)T
0

o0
5/ I+ 2)2F 2|72 dr
0

o0 r r
5/ (t+ D)2 2724t < 00
0
converges absolutely. For the commutator with x;, we have
[xj. (x)7"] = /(z + AT+ A)x ]+ A2 dr
=2i) O [(z + A+ AT T dE =21y 0 [ Dy (x)77].

k k
Then [x;, (x)~"](x)" "1 for 0 < r < 2 which is bounded by the previous case. In particular,
we also obtained that

(00) 7o ()" = [0 T ) g )T
is bounded for 0 < r < 2.

Step 2. [x;, (x)""1{x)" L, [Dj, {(x)~"](x)"*! are bounded for all r.
First for —2 < r < 0, the boundedness follows from

[ ()7 1) = [ () 7200 R 20 ) 0 ()T P ()
k

Then we have the initial case for —2 < r < 2 and use the following induction steps r —
—r+1forr <Oandr - —r — 1 forr > 0:

[ () ) = ) [, () ) T [ ()]
= ()" [T ]+ [x 0],
[y, () )™+ = ()7 g, (0 ) T+ [ () T (x)?
= ()" [T xg [0 + [ ) T ()2
= ()" [T x ] = ) T2 g ]+ [ (0T ()2
The argument for [D;, (x)™"](x)"*! is similar.
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Step 3. x® € 0% and [x*, (x)"] € 01*F"=2 for all o and r.
First, by Step 2 we have that for all s

()2 (0) 75T = (o) ) T+ g ()T
()7 Loy () T T = Lo () ) TR [ () T ()
() [Dy ()" )T = Dy (x) T ) T 4 [Dy ) T )
are all bounded. This implies that
x; € 0", [x;.(x)]eO™ ", [Dj.(x)"]eo™".

Thus x* € 0'®! by product. For [x%, (x)"], we use the induction step that by the Leibniz
rule

7%, ()] = 2 [, ()" ]+ [ ()" ],
and [x;, x*] is a polynomial of order less than |«|.

Step 4. D*((x)") € O™l for all r € R.

We first do induction on || for —2 < r = —25 < 0. For 0 < s < 1, we introduce the
notation
Is(al,az, e ,Cll)

oo
= / 5@+ AN at+ AN laat AT+ AT (e + A de.
0
For || = 1, [D;, (x)~2%] = 2il(x;). Note that by the Leibniz rule, we have

[Dj,la(al,...,al)] = Z Ia(al,...,[Dj,ak],...,al)
~——

1<k=<l th

+ > ILu(ar.....[A.Djlag.....a). (3.1

1<k<I+1 kth

Then all higher-order derivatives of (x)~2¢ are the sum of Is(a;,as,...,a;) terms with

ai,...,a; € {1,xq,...,x,}. Moreover, their degree can be tracked inductively. Let s be
the degree of a. We show in the next lemma that I5(ay, ..., a;) is at most of degree
—21 — 25 + > i Sk. Now assume that for || < N, D*({x)") is a sum of the terms
Is(ai, az, ... . a;) with =21 —2s + Y, s < r — |a|. Then [D;, D¥({x)")] is a sum
of commutators as (3.1). The degree of the first part in (3.1) is lowered by 1 because
[Dj,x;] = —i and [D;, 1] = 0, and the second part has degree at most

—2(l+1)—2s+(l+Zsk) =221+ s
k k
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because [A, D;] = 2ix; and the length [ is increased by 1. Thus by induction on || we
prove the case —2 < r < 0. For general r, one can always write r =r; + 71, +--- 417 as
a finite sum of r; € (—2,0] U 2N. Then by the Leibniz rule

o
Da((x)) = ( )Dm(<x>”)~'Da,(<x>”),
a1,...,0p
o+t a=a
where (al,f{.,an ) =al(ay!) 1+ (ag!) 7! is the multinomial coefficient. For positive inte-
ger m, Dy (x?™) is a polynomial of degree 2m — || and the term Dy ({x)"*), =2 <1 <0
has degree at most ry — || as proved above. Therefore, D, ({x)") is of degree at most
Yk tk — okl =71 — el .

The following lemma is inspired from the abstract ¥DO calculus in [25].

Lemma 3.3. Let 0 < 5 < 1 and let I be the notation
Is(ay,as,...,a;)

= [m t_s(t + A)_lal(l + A)_laz(t + A)_l (t + A)_lal(t n A)—l s,
0

Then
()  ifag € O%, then Is(ay,as, ....a;) € O~ 225t Lkskte for any e > 0,
(i) ifax € {1,x1,%2,....%n}, then Iy(ay,az, ... ,a;) € O"2=25+ Xk sk,

Proof. Letg,r e Rwith—q +r = =21 =25+ Y, s +&.
o0
(x)qf 5+ A a A laat + AT+ A) a4 AT e (x) T
0

= /Ooo 5+ AT )+ AT a0 4 A)7
c(t A ay(t + AT Hx) T dr.
Note that
[} @ + AT 2ay(t + A) an(t + A) T+ A) a4+ A)THx) T
< 275 + )T ) TR () I ()2 + )7

. “ ()C)z(t + A)_l || || <x>q+zk51,1 sk—2(n—1)—23+8al (X>_q_2k51 Sg+2s+2(n—1)—e ||

X H (x)2(t + AT ||
< ” <x>q—23+8a1 (x>—q+2s—s—s1 ”

... H (x)q+2k51—1 Sk*2(l*1)*25+8al (x>*11*2k51 sg+2s+2(—1)—e ”
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which is uniformly bounded. Thus,

H (x)4 /Ooo 1+ A ar(t+ A + AT+ A) N ( + A) T e (x) T

Oo —q —1+s5—¢/2
5/0 9@ + ) | at

o0
S/ 175 4+ 1)1 2 gy
0
< Q.
For (ii), note that
o0
141,...,1):/ (t + A7l de = Cg(x) 720D 728,
N — 0

1

Let k be the last position in Is(ay,...,a;) such that ay is nonscalar. That is, for alln < k,
an = x;, forsome 1 < j, <d anda,, = 1forallk <m <. We have that

Is(al,...,ak_l,x]',1,...,1)
I

_ Is(al,...,ak_l,l,xj,l,...,1> +Is<a1,...,ak_1,1,[A,xj],1,...,1)

l I+1
=Is(al,...,ak_l,1,...,1)Xj+ Z I(ay,....ag—1, 1, [A x5), ... D).
; k+1<m<l+1 ~

Note that [A, x;] = —2i ) ; 0k;xx. Then by (i), the second part belongs to

0*21*2+Zk Sg—2s+e — 0*214‘21( sk72s.

We then finish the proof by the induction on the last nonscalar position. ]

Proposition 3.4. (1) Lets € R.If D¥(a){(x)™% is bounded for all o, then a € O5.

(i) Sg ={a € Rg | D¥a) € O~ forall a}. Moreover, the map f +> Ag(f) is
bi-continuous from S (R?) equipped with the standard seminorms to Sg with the
seminorms || D% (-){x)?"|| for all o and n. In particular, (x)"Sg C Sg for any r.

Proof. (i) Define the notation

aW = [Aa]=i ZQ;Z(X;DI(CI) + Dy(a)x;);
]

a® .= [A, [A,a]] = —ZZ Z 0;160m; (Xle(Cl) + Dl(a)xm)
I m

—Z 0;16km (Xj Xk Di Din(a) 4 Xj Dy Dy (a) Xk + xg Dy Dy (a)xj + Dy D (@)X x;j).

I,m
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We first give the proof for s = 0. Assume that D(a) is bounded for all &. Then a™ (x) ™!
is bounded because

x;Di(a)(x)™" = Di(a)x;(x)~" + [x;. Dy(a)](x)~"!
= Dy(a)x;j(x)"" — Z 0;x Di Dy (a)(x)~",
x

and similarly one can verify that a® (x)~2 is bounded. Then for 0 < r < 2,
[a, ()7 ](x)" = I3 ([A, al)(x) = T @) (x)”
=aW I (1)(x)" + I @®. 1){x)"
=aW(x)7" + I;@®. )(x)".

The second part is bounded because

I @@, ){x)"| < /0 72 (A+ 07 [a® @ + A)7| ) @ + AT ar
S /Oool‘gH () (¢ + A2 de < /Oooz—ﬁ(z +1)725 dt < oo,

Thus we have that (x)™"a(x)" is bounded for 0 < r < 2 and for —2 < r < 0 by taking
the adjoint. Moreover, the same argument applies to D# () for all . Consider that b =
(x)™"a(x)"; then

o o o] —r oy a3 r
D= T (g anan) P (07D @D )

is bounded for all « by the Leibniz rule and Theorem 3.2. Thus we have shown that
(x)""a{x)" is bounded for —4 < r < 4. By induction, this can be extended for all » € R
which proves the case s = 0. For general s, we have

D*(a(x)™) = > ( “ )D“‘(a)D”((X)_S),

1,0
a1 tor=a 1 2

where the assumption D% (a)(x)™* is bounded and D ((x)~*) € O* 1%l by Theorem 3.2.
Thus by the case of s = 0, we know that a(x)™* € O°, which implies that a € O°.

For (ii), we first show that for f € §(R9), A9(f)(x)?™ is bounded for all positive
integers m. Note that (x)2™ is a polynomial of x with degree 2m. And

xido(f) =2 (i f + 5 2260 ).
k
Ao = (o (D) = (o (31 + 5 2000 7) )
k

= o 1)~ & 3 Bha (@ /).
k
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Then Ag(f)(x)?™ are again in Sg; hence bounded. Therefore, for any r > 0, Ag(f)(x)"
is bounded and similarly for the derivatives D*(Ag(f)). Thus by (i), D*(Ag(f)) € O™
for all «. For the other direction, a € O" forr < —% implies that

lallz < [ ()", ] (x)"a] o < oo

Thusa = Ag(f) forsome f € L(R?)and D%(a) = Ag(Dy( f)) in the distribution sense.
Then all the derivatives of f belongs to L,(R%) and hence f is in the Sobolev space
HS(RY) ={f | (1 +A)2f € Ly(R?)} for all 5. Using the Sobolev embedding theorem,
fecCge (R?) with all derivatives bounded. To see that x? f are bounded functions for B,
we use induction on |f]| and

Ao(x; f) =lee(f)—%z9jkke(Djf). (3.2)
k

Similarly, we know that D, (f)x? are bounded for all «, 8. To show that seminorms are
equivalent, let f € § (Rd) and denote f as its Fourier transform. Let n be the smallest
even integer greater than £ 5

[DP A0 o = [DPCHE™ [, = &) D007 ][ )7,

Let (£)"DA(f)(x)?>™ € §(R?) be the Fourier transform of g. g can be expressed as a
linear combination of x® D% ( ) with |«| up to n and B up to 2m. Therefore,

D22 |0 5 120 (@)], 5 [20(&) ()" [
< sup {[ DA ()P, | lal < n.|Bl < n +2m}.

Finally, we note that D*A¢(f) € Sg C O~ and by Theorem 3.2 D*(x)" € O"~l*|_ By
the product rule, D¥({x)" A9 (f)) € O~ for all . Then (x)" Sy C Sg. L]

Lemma 3.5. Lety € R%. Denote (x +y) := (1 + >(x + yj)z)%. Then
@ ay((x)) =(x+y)"
(i) forany O < r < 2n with n integer, there exists a constant ¢, such that
[x +9)7 ()7 oo S crn®?s () (x+9) 7 o < crn(3)?"

Proof. Ttis clear that (ary(x))> = 14 3~ (x; +¥;)* = ay({(x)?). Then by the fact that zy
is a *-isomorphism on Mg, oty ({(x)~2) = (&ty(x)) 2. Then we apply the operator integral
for0 <s <2,

(X)) =G /(,oo(t +(x)) 2 dr.

Then the general case follows from writing r = 2n — s. For (i), forr = 2,

[+ 92072 < 1 * P2 + v 5 2
J
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(607 = e+ 90%) N H ZZYJXJ £+ +Zy] [+ 1“

< r%<y>2.

For r = 2n, (x)?" is a 2n-degree polynomial of x; whose largest coefficient is the constant
term (y)?n. By a similar argument for (x)2", we have

[(x + 32" (x)7"|| < (v)*".
[ = (e 4 92") (¢ + (2" | < )
Using the transference,
[(x)*" (x +3)72"|| = [lay((x = 9)*" (X)) | = ()" (x +9) 72" S ()"

This proves the inequality for »r = 2n even integers. For general positive r, choose an
integer n such that 0 < r < 2n — 1 and consider that

L= (x)"(x +y)7" = ()" ((x) 7" = x +3)7).

Take s = = then we have

2n
(xX) ()" =(x+y)7")
- Cs(x)r/ ((t + (x)) " = (e + (x +y)*") i dr.
0

<1-— Zn’

=G, /Ooo ((x)"(r + (x)z”)_l)(((x +y)2 = (X))t + (x + y)Z")_l)t_s dt. (3.3)

Note that [[(x)" (¢ + (x)") 7| < (¢t + 1)~ and

1

[ (G 4+ 907" = (>) (1 + (x)>") | 6720 ()"
Therefore,
© 1
[0 () = fx + 307" / (140" ()" di < (y)"
0
This proves the inequality for (x)"(x + y)~" and the other case follows from transfer-
ence. [

Using Lemma 3.5, we show that quantized partial derivatives defined in Section 2.3
are indeed the vector derivatives of transference action.

Proposition 3.6. Lete; = (0,...,1,...,0) be the jth basis vector.

(i)  Forg(f) € Sg, Djro(f) = —ilimy—o 4 (@ne; (A (f)) = Ao ([f)) in Sp.
(i) Letm € R.Ifa € Mg and D*(a){x)™ € Ry for all |a| < 2, then

1
lim — | (e, (@) — a = hD; @) (x)" |, = 0.
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Proof. For a Schwartz function f € S(R?), we have that
1
=100 =Y [y Nt e
J
In terms of the function f, we have

1
(- f=3 /0 Ve (D f)dt.
J

Since {o;y(iD; f) | 0 < ¢ < 1} is uniformly bounded for every seminorm of § (R%), we
have that y — ay(f) is continuous in S(R?). Because Sy and S(R?) have equivalent
seminorms, we have thaty — oy (A9 (f)) = Ag(ay f) is also continuous. It holds that

(ohe (R0(1) ~ Aa(f) — g 0D; /)

1
= /0 athjkg(l'Djf) _AO(iDjf)dt

1
- /0 (etrhe, 26(D; f) — Ao (iD; f))ds

which goes to 0 in $g for 1 — 0 because of the continuity of y — ay (¢ (D; f)). For (ii),
we have the integral

ay(a){x) Zy,/ ary(iDja){x)" dt, (3.4)

which holds weakly. Suppose that a (x)™ and D, (a)(x)™ are bounded. Then
ey (Dsa)x)™ || < fley (Dsal)™) [ (x + 37" ()" || < [ Dyalx)™ ] ()",

for some 2n > |m|. So ay(Dja){x)™ is uniformly bounded for small y, which by the
integral (3.4) implies that y — ay(a)(x)™ is continuous in norm. Now if D%(a)(x)™ is
bounded for all |¢| < 2, then

H%(whej (@) —a —hDj(a))(x)mHoO < /(;1 | (ctzne; (iDja) —iDja)(x)mHoodt.

This goes 0 in norm as i1 — 0 because y — oy (Dja){x)™ is continuous. L]
The next proposition gives an approximation of identity for L, (Rg).

Proposition 3.7. There exists a sequence f, € S(R?) independent of 0 such that (i) for
any a € Eg and p = oo, and (ii) for any a € L,(Rg) and 1 < p < oo,

nlggo “ake(fn)_a”p = lim ”/\H(fn)a_an

n—>00
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Proof. The case a € Eg and p = oo is a special case of [38, Proposition 4.13]. Here we
provide an argument for all 1 < p < oco. Let ¢ € S(R?) be a smooth positive function
such that ¢ is supported on [x| < 1 and [ ¢ = (27)?. Take ¢, = n?¢p(nx) and the inverse
Fourier transform qvSn. We first show that for any Ag(g) € Sg,

|A6(9)A0(Bn) — 2o(2)],, — O
Indeed,

Ae(gm«zn):(z%, [, gr(&)xe(s)ds)(z% [, ¢n(n>xe<n)dn)
/ / () M (& + )k dy

(2n)2d
1 i
= o A ( /R BT —e)ez“("—“de)xe(n)dn = A9(gn).

where .

) = | &E)gn(n— )20 ag.

/g R4
Then, for some R > 0,
=gl = [ 20 = 515 [ 2@, - £1e48000 aglay
= [ e =57 [ #@.n - 61ata

Wf/ (1= §)(1 =800 ) dk dy

g_g*(ﬁ‘i’”) +2nd/ /

where g * (%(pn) is the convolution and for the second term we used a change of vari-
able n — 5 + &. It is clear that ||g — & * (%q&n)ﬂl — 0 as n — oo because %qﬁn is an
approximation identity For the second term, for any ¢ we can find R large enough such
that fl§|>R|g(§)| < % and then 7 is large enough such that |1 — e280n| < for all

|€] < Rand |§| < Slnce ¢n is supported on |&| < %,

IA

(m)(1 —e289M)|dp d&,

3|| Il

()(1 —e250)|dpd

< / / 18(E) () (1 — €55M)|dy dt
£1>R Jrd

5 _ L Lgon
[ JE@ma - st mjanas

£
< 2|2 dnd +f/ / ;
/e>R/Rd AN A8+ 37 f 1< S

< (2n)d(% + g) = 2n)%e.

(mdndé
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Thus, we obtained
|Ao(gn) =262 | o < 18n = &ll1 — 0.

For 1 < p < oo, we apply the argument for (x)? 14 (g). Note that (x)¢*T114(g) € Sg by
Proposition 3.4. Thus, we have

[26()he(fu) = 26(@)], < () H (Re(@)re(fn) = 26()) | oo (¥) 471, = O

Givena € L1(Rg), we choose g € $g so that ||[Ag(g) — a1 < &/3. Note that for all n,

“Ae(q\gn)”w = ||¢n”1 =1L

Then, for n large enough,

la —are(dn,
<|a—2e®@], + [A6(g) — 2a(&)Ao(dn) |, + | Ao (&) Ao (Bn) —aro(dn)|,
<|a—2e@], + |A6(g) — 2o(@)Ao(dn)|, + |20 (8) —a] | 2o (dn)].,

&

<fiiifioe 3.5)
3733

The argument for co-norm and a € Ey is similar. For 1 < p < oo, we use interpolation
inequality that

la —aro@n)], < |la—aro@n|] |a —are@n)] s 0.

foranya € L1(Rp) N Loo(Rp). Since L1 N L is dense in L, the argument for general
a € L, is similar to (3.5). ]

4. Pseudo-differential calculus for noncommutative derivatives

On R¢ the CCR relation for covariant derivatives corresponds to a constant curvature
form. Consider the connection

V:C®[RY) - QI (RY), Vf:df+%§:@kfydm @.1)
J.k

with curvature form do = ’5 >k 9jkdx; A dxi. The self-adjoint covariant derivatives

Vi =V_ 2 satisfy that
j

9 1 .
vjf=_l§(f)—zze;kka, [V} Vi] = —i6),.
7 k

The physical meaning behind this is a constant magnetic field perpendicular to the space
R In this section, we develop the symbol calculus of WDOs of the above structure for
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a noncommutative Ry. Let Ry be the quantum Euclidean space generated by [x;, xx] =
—i0jx. We equipped Ry with noncommuting covariant derivatives &; satisfying

&, xk] = —i8jk, (5. 6k] = —i0}, 4.2)

where § is the Kronecker delta notation. For 8 = 0, Gonzélez-Pérez, Junge, and Parcet
[19] established the ¥DOs as operators on L,(Rg) via § = D;. For general 6 and ¢,
x;’s and £ ’s satisfying above commutation relations together generate a 2d-dimensional
quantum Euclidean space Rg with parameter ® = [? _9,1 ] In general, x;’s and &’s do
not admit a canonical representation on L;(Rg) because ® can be singular. Hence we
consider the WDOs as operators (densely) defined on L>(Rg) = L (Rg) ®2 L2(Rg/)

affiliated to Rg. Here ®; is the Hilbert space tensor product.

4.1. Abstract symbols

In the classical case for R, a standard symbol of order m is a smooth bi-variable function
a € C®(R? x R?) such that the

D2DE (@) (x.8)] < Cap(1+[£P) " P2 @3)

(see, e.g., [41, Chapter 6].) In our setting, the symbols are operators affiliated to the von
Neumann algebra tensor product Ry ® Rg:. Let us denote Ry g := Ry ® Rgr, Mg g for
the multiplier algebra of Rg g/, and Sg ¢/ for the Schwartz class. Rg g is a 2d -dimensional
quantum Euclidean space with parameter matrix [g (g’, ], in which x and £ variables are
mutually commuting; i.e., [x;, §x] = O for all j, k. We specify the canonical partial deriva-
tives for x variables by Dy, ..., Dy, and for § variables by D¢, ..., Dg,. That is, for
a e M@jg/
Dy (@) =[D; ®1.al, Dg(a)=[1®Dj.a]

We index the transference action by the position oy ® ay(a) = a;ai(a). We use the
standard multi-derivative notation that for « = (a1, a2,...,24) € N9,

D%(a) = D% D% ---D%(a), DE(a) = Dg'DE - D (a).

Write (£) := (1 + ijld sz)%, where &;’s are the noncommuting generators for Rg/. We
start with the abstract reformulation of the definition (4.3).

Definition 4.1. For a real number m, define X" as the set of all operators a € Mg g/ such
that for all «, 8,

DZDf (a) ()"
extends to be a bounded operator in Ry g/. We call ™ the space of symbols of order m

and write X7 = (1),, ¥ and ¥*° = |, "

A priori it is not clear that the above definition satisfies the properties that 3™ - X" =
%M+ and (™)* = ™. To resolve these questions, we refine the notion of asymptotic
degree introduced in Section 3.
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Definition 4.2. Given two real numbers s and r, we say that an operator a € Mg g is of
bi-degree (s, r) if forall s/, 7 € R
! ’ ’ !

() (E) alx) e

extends to a bounded element in Rg ;. We denote by O°" the set of all elements of bi-
degree (s,r) and write 07" = (g O°" and 077 = [ g O*".

Note that on Rg g/, (x) and (£) commute so the order of the product (x)*(£)" does not
matter. It follows that

oktomn c oktmitn i I mneR. (4.4)
Indeed, for any a € Okl b e O™ ands,r € R,

(x)*{§) ab(x) <) T
= ((x)*(&) alx) O () O b)) )

is bounded. The “bi-degree” gives an alternative characterization of the abstract symbol
classes.

Theorem 4.3. Let m be a real number and a € Mg g. Then a € ™ if and only if for all

ap,
D%DE(a) e 0Om A,

Proof. The sufficiency is clear by the definition. Let a € ¥™. It follows from Lemma 3.4
that for all o, B, D¢ D’3 (a) is of degree O for x and degree m — |B| for £. Because (x) and
(€) commute, we have that D"‘Dﬂ(a) e 00mIBl, n

Recall that we write the transference action on Ry as ¢ = ! ® o2, so that fora € ™,
the notation ! (@) is the function on R? given by the restriction of «(a) — which is a
function on R¥ — to the first d -coordinates and o2 (a) is the restriction of a(a) to the final
d coordinates.

Proposition 4.4. ™ equipped with the seminorms || - |4,p 1= || D% D? ((EVBI=™ | isa
Fréchet space. In particular, for a € ™, Dy, (a) and D¢, (a) are the vector derivatives

1
Dy (a) =i }113}) Z(O‘ille]—(") —a),

cL 1
Dy (@) = Jim (o3, (@) —a),

where the limits converge in the Fréchet topology of ™.

Proof. Let{an}3%, C ™ be a Cauchy sequence in ™ with respect to all the seminorms
| - lle,8- In particular, a, is Cauchy in the norm of Ry ¢/ and hence there exists by g € Rg ¢/
such that

| DEDE (@n)(§)P1" — bag |, >0 asn — oo,
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Denote ¢y, = bo p (g)’”*“f’| and co,0 = bo,0(£)™. Let Ag 9/(f) € Sg,6', then
(carps ()P 20.6/ (1)) = (bap (E)P™" 20,6/ (f)) = (Pap 2o.60(f)
= 1im (D Df (@n)(§)1™" kg0 (f)
= lim (a,(&)™". (&) DY DL ()P Ag.0(/)))
(bo.o. (€)" DEDE ((6)1" 1.0 (1))
= (DEDf (co.0). (6)P 20,0/ (f)).

Because we have an identity of sets (g)‘ﬁl—mse,g, = 8p,¢ by Proposition 3.4, we have
D¢ Dg (co,0) = cq,p Weakly. To see that cg o is again in the multiplier algebra Mg ¢/, it
suffices to show that for any Ag ¢/ (f) € Sg,6/,

|

is bounded for any «, 8, y. Using the Leibniz rule,

peD’ (cO,oke,e/(f))(l +D 7+ EJZ)YH

J

DED (Co org,0'(f))

Z Z (051 Olz) (ﬂlﬁﬂz)Dgl D?l (CO,O)D;[Z Déﬂz (AQ’,G(f))

arter=a Bi+pr=

> X (05 )emieaor o),

ajtox=a Bi+pr=p

Note that for each a1, B1, ca,.g, =ba, p,(£)" 1 and by, p, are bounded. Then, for any y,
Cay,p1 070 (D”Dﬂz(f) (1 + Zx + 5,)

- b 6 0D )1 4 gy

is bounded since Ag, g/ (D3> Dgz f) are in O~°~°°. By again Proposition 3.4, this implies
that o 0Ag,6/(f) € Sg,or and co,0 € Mg,g is a multiplier. The convergence of the vector
derivatives is a consequence of applying Proposition 3.6 to Rg ¢/ |

Corollary 4.5. For all multi-indices o and real numbers m, n,
(i) & ezl (gmesm;
(i) ifa € ™, thena* € ¥™;
(iii) ifa € 2™, b € I, then ab € T,
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Proof. (1) is a direct consequence of Theorem 3.2. (ii) follows from the fact that
DEDf(a%) = (—1)**F(D2Df (a))".

For (iii), by the Leibniz rule

anB _ o B a; nbi a nB2
DD (ab) = > (al,az)(ﬁl,ﬂz)l)x D¢ (@)D DL (h).  (4.5)

ajtar=a,B1+B=B

Using Theorem 4.3,
D;llDfl (a) € 00m=IBil ch‘zD?Z(b) c 0% 1B2l

Using the property (4.4), all summands in (4.5) belong to Q%" +n=1Bil=1B2| — QO.m+n—IB]
Again by Theorem 4.3, ab € X"+™, n
4.2. Comultiplications

One key tool that will be used in the proof of our symbol calculus is the comultiplication
maps of Rg and Ry ¢/. The comultiplication map of R as an abelian group is

0 Loo(RY) > Loo(R? x RY) 2 Loo(RY) ® Loo(RY), o (f)(x.y) = f(X+Y).

Algebraically, o (1(&)) = u(£) ® u(£), where u(£) is the unitary function u (&) (x) = ¢ *.
For Ry, we consider the deformed comultiplication map

091 Rg > Loo(R") ® Ry,  09(Ae(£)) = u(§) ® A9(£),

where ® is the von Neumann algebra tensor product. L, (R") ® Ry can be identified
with Rg-valued functions Lo (R4, Ry), and at a point x € R¥,

o (he(8))(x) = ™ A9 (£) = ax (Ao (8)).

The same co-representation map is used in [19, Corollary 1.4] in the study of WDOs
of Ry with commuting derivatives.

Proposition 4.6. The map

09 : Sg — Loo(RY,Rg),  0p(Ae(f))(x) = ax(Re(f))

(i) extends to an injective normal x-homomorphism from Ry to Loo(R?,Rp);

(ii) extends to an injective algebraic *-homomorphism from Mg to Leo(R?, My).
Moreover, for all a € My, og9(Dja) = Dy;(0g(a)) = Dx;(0g(a));

(iii) extends to a complete isometry Vy right from L,(Rg)€ to Lg(Rd ) Quwn Rg.
Here ®.,), denotes the W*-Haagerup tensor product (see [3]) and Lg(Rd) is
the column space.
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Proof. (i) follows from the fact that at each point x € R?, oy is a *x-automorphism of Ry.
The normality was proved in [19, Corollary 1.4]. (ii) is similar to (i). For the derivatives,
let Dy; denote the j th partial derivatives for Ry and let Dy; denote the partial derivatives
onRy. Forallx € R? anda € My,

DXJ' (Oe(a))(x) = }}]—>mO _%(ax-i-he,- (a) — ax(a)) = ij (le(a)) = aX(DXja)'

For (iii), let b = ) ; bxAg(fx) with by € C and Ag(fi) being an orthonormal set in
L»(Rg). Then ||b||iz(R9) = Y4 |bx|?. The norm of L(RY) ®,,, Ry is given by the Rg-
valued inner product that for f,g € L,(R?) and a,c € Rqg
(f ®a,g®@c)ry = ([ 8),@)a"c. IBllsmaro,r, = | (B BIR, g, -
Note that on the Fourier transform side,
Vo(Re(1))(&) = /(€)As(8).

Therefore,

‘ Vo ( > bk/h;(fk))
3

> bibie / fe®) fi®)Ra(§)2o(8)" dE

k,k’
= |be|? 1‘ =Y b
(S|, =S

Replacing by € C with matrices by € M, in the above argument gives the complete isom-
etry. u

LR Q4R Ry

Let us write Ag g/(7,y) := Ao() ® Ag(y) for the generators of Rg g := Ry ® Ry
The quantization map for Rg g/ is

how (F) = ey [ Fr.phao(ny)dndy.

where
FA(ﬂ,y) — / F(x,g)e_i(x”+EY)dxd§
R2d

is the Fourier transform. By Proposition 4.6, we can dilate the symbols affiliated to Rg g/
to operator-valued symbols,

0g ®o0gr : Rg g — Loo(Rd X Rd,]Rg ® Ry,
(00 ® o) Ao, (F)(X.y) = agal (g, (F)),

where ol (resp. o?) is the transference action on Ry (resp. Rg/). For the WDOs, we con-
sider the comultiplication maps for Rg with ® = [ 19,, _91,” ] Note that Ry and Ry embed

into Rg as the subalgebras generated respectively by

Ry = span {/\@(17,0)}//, Ry = span {/\@(0, y)}”,
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where ” denotes the double commutant, or equivalently the closure in the weak operator
topology. For the ease of notation, we identify Ry, R} with their embedding in Re and
write

Ag() :=Ae(1.0), Ag(y) :=Ae(0.y).

In R, these two families of unitary generators satisfy the commutation relation

oMo (y) = "™ Xg/(y) o ().

We define the following quantization for Re:

ro() =0 [ [ Fowramiewdndy. Fes@! xR,
We have the Hilbert space isometry between two quantizations:
W Ly(Re) = L2(Ree), Wl de(F)) = Ao,/ (F)).

Here and in the following, we will use the “ket” notation |-) to emphasize membership to
the corresponding L,-space.

Proposition 4.7. Define the unitary
ug(y) : L2(Rg) - La(Rg).  va(y)|Ae(f)) = |Aa(ey f))-
The map
06 : Se = B(L2(Rg)) ® Ry
o (F) — (2m)~>¢ /de F(m,y)Xe(mve(y) ® Ao (y)dndy
(i)  satisfies op(Ae(F)) = WAe(F)W?*, by viewing
Se C B(L2(Re)), B(L2(Rp)) ® Rgr C B(L2(Rg) ®2 La(Re));

(ii)  extends to an injective normal *-homomorphism from Rg to B(L,(Rg)) ® Rg.

Proof. By linearity, it suffices to verify that
Wi (n0)Ae (Yo)W™ = Ag(19)ve(Yo) ® Aer(Yo)-
Indeed, for Ag ¢/ (G) € Sp 0/,
W ko (110) e/ (YO) W ™| 19,6/ (G)) = WAg (o) Ae: (o) |Ae(G)) = W|Le(G1)),

where

re(Gr) = /de G (0, y) ko (mo) e  (Yo) ko (M Ae: (y)dy dn

- /R G (1 = 19.y = yo)e ™02 MOMFTIINR 5 () A (y)dy d .

Then
W|re(G1)) = |A6,0(G1)) = (Ao (mo)ve(¥o) ® Ao (¥o))|Ae,6/(G)). "
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Now let us consider the Gelfand—Naimark—Segal (GNS) construction of B(L,(Rg))
with respect to its standard trace. Define for a Schwartz function F on R2¢ the operator

TF = (271)‘2”’[ F(n,y)Ae(n)ve(y)dn dy.
de
For |Ag(f)) € L2(Rp),
Tr|As () = (27)2 / Fn.yremvedn dy|rs (1) =: |26 (2).

where TFr has the kernel representation

Sl — -2d | 7 iyn ,5no& ;

2) = 02 [ For—g.peed ay e as.
Since F € §(R2%), Tr is trace class and

tr(Tr) = 2n) 24 / F(0,y)e"dydy = 2n)~¢ / F.
One calculates that

TiTr = 2m)~* /

([ F(ny,y)F(p+ny,y +yp)e 21m
]de ]de

x e di,y dyl)ke(n)ve(y)dn dy.
Hence
w7 Tr) = @02 [ Py Faydn dy = @0 F I
Up to a scalar we have a Hilbert space isometry
Vi Ly(B(L2(Rg)),tr) — Lo(RY, La(Rp)), V(TF)(x) = Ag(F(x.-)).

Write 7 as the GNS construction of B(L;(Rg)) on L,(B(L2(Ry)), tr). Then 7(-) =
V#(-)V* gives a normal faithful s-homomorphism form B(L(R)) to B(L,(R%)) ® Rg
as follows:

JT(TF) = Vﬁ(TF)V*

= @0 [ Fayumu) © 2amdndy € BLRD) &R0,

where v (1) is translation unitary on L,(R¢). Combining 7 with the co-representation og,
we obtain another representation of Rg.
Proposition 4.8. The map

o : So — B(L2(R?)) ® Rg g

ro(F) > (2m) 24 [ F@.y)(umv) ® oo (.y)dn dy
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(i)  extends to a normal injective x-homomorphism from Re to B (Lz(Rd)) ® Ry,

(ii)  satisfies the intertwining relation (Vo ® idr,, )06 () = 0o (-)(Ve ® idr,, ) for the
isometry

Vo ® idr,, : L5(Rg) ®uwi Rer — LS(RY) @41 (Rg ® Ry).
Proof. (i) We verify that 69 = (7 ® idg,,) © 0. Indeed,
(7 ® idr,,) coe(Ae(F))

=7 ® idr,, ((2n)2d /de F(n,y)Ae()ve(y) ® A (y)d dy)
= (m)? / F(.y)(umv(y) ® Ao(n) ® Lo/ (y))dn dy = Go(he(F)).

For (ii), recall that B(L2(Rgy)) ® Ry is canonically isomorphic to the adjointable R’g-
module map £(L§(Rg) ®yp Rer) and similarly

B(L2(R%)) @Ry ® Ryr == £(L5(Rg) @y Regr)

as an Ry g/-module map (see [27]). The complete isometry Vy in Proposition 4.6 gives an
isometry
Vo ® idg : L5(Rg) Qup Ror — Lg(Rd) ®uwn (Rg ® Ryr).

We verify the intertwining relation (Vy ® id)og () = 6o (-)(Vy ®id). For any Ag(F) € So
and Ag,0/(G) € Sg,¢/, we have og(Ae(F))|Ae,6/(G)) = |Ag,9:(G1)), Where

Gi(n.y) = @m)™ / F@ =11,y —y)G (. y1)e MO0 210m 5300 gy gy,
On the other hand, one verifies that
Go ®id (Ae(F))Va|re,e(G))

/@1(n,y)u(n) ® Ag.or(n.y)dn dy> = Vp ®id (0e(Ae(F))|Ae,e(G))).

We see that the representation (Vy ® id)*0g(-)(Vg ® id) is a restriction of 7. [

4.3. Pseudo-differential operator calculus

Recall that on R¢ the pseudo-differential operator of a symbol a(x, £) is given by the
singular integral form

opg(@)(f)(x) :=

) fR (a8 f©)dE, f SR, @46)

In [19], the ¥DOs on Ry are defined as those operators of the form

0@ (o) = G [ a®o@) 7@k [ eS®D. @)
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where a : R? — Ry is the symbol as an Rg-valued function. The ¥DOs in our setting are
operators densely defined on L>(Rg6/) = L2(Rp) ®2 L2(Rg/). The main idea to define
the operator map “Op” is that for a symbol a1 ® a, witha; € Ry, a, € Ry,

Op(a1 ® az) = oe(aiaz) € B(L2(Rog)). (4.8)

where aja, is the product in Rg by viewing Rg, R; C Rg as subalgebras, and og is the
*-representation of Rg on L,(Rg ¢/) defined in Proposition 4.7. The definition for general
symbol a € ¥™ is given as follows.

Definition 4.9. For a symbol a € X™, we define the operator Op(a) : Sg,¢0 — Sg,¢’ as
follows:

1 ~
Op@ng (F) = oy [ @ P yogtrydndy.

An operator of this form will be called a pseudo-differential operator (¢¥DO). We denote
by op™ the set of all WDOs of order at most m.

We justify the above definition and verify the property (4.8).

Proposition 4.10. For a symbol a € ™, Op(a) is a continuous map from Sg g to Sg g/
and Op(a) is an operator affiliated to cg(Re) C B(L2(Rg,¢/)). In particular, ifa; € Rg
and a; € Ry, Op(a; ® a) = oplaiaz).

Proof. In the calculation below, the normalization constant (277) ¢ will be omitted. Recall
from Proposition 4.7 that

W : Ly(Re) = L2(Rge), W(re(F)) = |Age(F))

is the isometry such that W*og(-)W is the left regular representation of Rg on L, (Rg).
To verify that Op(a) is affiliated to 0g(Rg), it suffices to show that W Op(a) W* com-
mutes with right multiplication of Rg. For any 75, yo € R4,

roPamoo o) = ([ Forpiaminmdndy )it
= /];w F(n,y)e"¥" 2o (Ao (mo) e (¥) 1o (Yo)d 1 dy.
Then W (ko (F)24 (10 Ao (o)) = a2, (o (F)) 2.5 (1. o). We verify that

Op(a)W (Ae(F)Ae(ng)Ae (¥o))
= Op(a)(ay, (Ao,6:(F)) g6/ (o, Y0))

B /2d 024 g (@) F (. y)e¥10e 510100 3Y0%0 ) o, (3 + 9.y + yo)dn dy
R

- ( L., @ean@F .30, (a9} dY)/\o,ef(ﬂo,yO)



L. Gao, M. Junge, and E. McDonald 186

o2 ( | @@Fmyiasmydn dY)/\e,ef(ﬂo, ¥o)

a2, (Op(@)Ag,e(F))A,6: (1. Yo)-

Hence
W* Op(@)W (Ao (F)Ag(n0)Ae (o)) = (W™ Op(a)W 1o (F))Ag(n0)Ae (Yo),
which implies that Op(a) is affiliated to the representation on
0(Re) C B(L2(Rg) ®2 L2(Rg)).

Now we show that Op(a) : $g.9/ — Sg.¢ is continuous. Let us first assume thata € X°
is a 0-order symbol. Then a is bounded in Ry ¢ and ||a||e = ||oz,2,(a)||Oo for all 5. Thus
the singular integral

i

converges in Ry g,. Write the set Q:={Op(a)Ae(F) | FeS§ (R?9), ae X0} CRy,gr. For de-
rivatives, we know that Dy; (Ag (1)) = n;Ae(n), Dg; (Ag/(y)) =y, Ao (y), and sz Dg (a) e
=17l Using product rules in the integral,

/de o2(@)F (1.y) o0 (n.y)dn dyH < | Fllilalloo

oo

Dg; (Op(@)or(F)) = Dy, ( fRZd oy @F () (n) ® Ao (v)dn dY)
- A&zd arz’(Dfia)ﬁ("s Yoo (n,y)dndy
* /RM “i(a)ﬁ(n, Y)YiAee(n.y)dndy

= Op(Dg;a)rg,o (F) + Op(a)rg,g (Dg, F),

which is again in the set £ hence bounded in Ry ¢/. By induction, p? Dg (Op(a)Ag,9:(F))
is in  for any 8, y. On the other hand, let» €« R ande; = (0,...,1,...,0), then

Ao(n)e ™ = es Tkhbikni ) o (y + hey),  Ag(y)el¥h = e T (y  hey).

Taking derivatives at h = 0,

1
Ao(n)x; = Dy, (Re () — 5 Z Ok Ao (1),

A9()§j = Dy, (Ao (y)) — Z iAo (y)
holds weakly. Then

(Op(@)ho.5(F))x; = / o2(@)F (1.y) Dy, (Ro.g(n.y))dn dy

—3 | @Fan( X ben)rowtnndndy
k
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. / 2 (D, @) E (1. ) (Ao.00(n. ¥))dn dy
- / o2(@)(Dy, EY(1.y) (R (1. y))dn dy
1 ~
-3/ A@F 0.9 X on)ias r3)dndy

= —Op(Dg;a)Ag,o(F) —Op(a)roe (&, F)
- % > 0}, Op(a)rg .o (D, F)
k
which is again in the set 2. By induction, €2 is stable under right multiplication of poly-
nomials x#£7. By Proposition 3.4, we know that @ C 89,6 because for all B1, B2, v1, 2
| D2 DY (Op(a)do,o (F))xP2E72 | < oo.

Moreover, one can track that these norms are controlled by the seminorms of a € X°
and Ag ¢/ (F) € Sp,¢-. Thus we proved that Op(a) : Sg,9» — Sg,¢’ is continuous for 0-order
WDO. Now consider b € ™ with m being an even integer, we know that b = b (&)~ (&)™,
b(£)™™ is a 0-order symbol, and (£)™ is a polynomial. Note that for a € X9,

Op(a&j)rg,e (F)

N /Ru o2(a&;)F(n.y)ro,o0(n.y)dn dy
- /de & +n)eg@F (1.9 0,0 (n.y)dn dy

= [ g @Faraoyandy+ [ ai@Fyniasodndy
= £ Op(a)Ag,g/(F) + Op(a)Ae,o (Dx, F)
which is again in ©2. Moreover, the continuity of Op(a&;) follows from the continuity
of Op(a). By induction, we obtain that Op(a) : Sg,¢» — Sg,¢ is continuous for Op(a) €
3™ for all m. Finally, we verify the property that Op(a; ® az) = o(ajaz). It suffices to
consider test functions Ag ¢/ (F) = Ag(f1) ® Ag/(f2) with F(x, &) = f1(x) f2(£§). Then
Op(ar ® az)Ag,o(F) = / (a1 ® 0y (@2)) /1) fo(y) (o (n) ® Ao (v))dn dy
— [ Aaram © (@io(f)dn
= w( [ Aimariotmaesin(fdn)
= (as [ fimasmin(frn)
= W*(a1a22g(f)Ae(f2)) = W (ara2)W (Ao (f1) ® Lo (f2))-
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Here we use the fact that, for a, € Mg/, azAg(n) = Ag(n)ay(az). This property is easily
verified for a, € Sg/ and then extends to Mg. ]

The connection between our setting and WDOs on R4 and Ry can be made explicit
via the commuting diagram

Op
20 C Ry so(Re)

id @og: [
0py ® ing/

Ry ® Loo(RY Rgr) ————— B(L(Rp)) ® Ry Z(L5(Rg) @i Ry)

o0 @1 To()V;
. 6
opo @ id,

Loo(Rd X ]Rd, Rgﬂg/) i(Lg(Rd) ®wh Rg’e/)

Here 0y, 09/, 0@ are the co-representation maps discussed in Section 4.2. The composition
oe o Op gives Definition 4.9. On the second row, the co-representation

id ® 09 (@) (1) = a2(a)

gives Rg/-valued symbol, and Definition 4.9 is then coincides with the R g/-valued operator
map opg ® id on Ry in (4.7). Via the identification B(L2(Rg)) @ Rg: == £(L2(Rp) Qun
Rg/) [27], this also gives operators on Hilbert Rg-module L,(Rg)¢ ®p Rgr. On the
bottom row, we have an Ry g/-valued classical symbol 0y ® o (a)(x, &) = ajaz(a), and
opy ®idg, ¢ is the Ry g/-valued operator map on R4 in (4.6). The ¥DOs are Ry ¢-linear
operators on the Hilbert module L>(R%)¢ Qyun Rg,¢,. By Proposition 4.8, we have the
Hilbert space isometry

Vo ® idr,, : L2(Rg)® ®uwh Rer — L2(RY)® ®y R gr.

Moreover, for a symbol a € %9, the operator Op(a) can be viewed as a restriction of the
Rg,¢/-valued ¥DO op, ® id(0g,e/(a)) as follows:

opy ®id (09 ® 0j(a)) (Ve ® id (A,0(F)))

— 2n) [ 0l o? (@) F (. y)2p 0 (8. y)dE dy
_ ax((zn)d / 2@ E (k.o (. y)dE dy) — ¥, ®id (Op(@)ha (F)).

This enables us to reduce the L,-boundedness to the operator-valued case. For that we
recall the operator-valued Calderén—Vaillancourt theorem proved by Merklen in [33].

Theorem 4.11 ([33, Theorem 2.11). Let A be a C*-algebra and let CB® (R4 x R?, A)
be the set of smooth A-valued functions with bounded derivatives of all orders. Then, for
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any a € CB®(R? x R?, A),

op(a) f(x) =

a0 /R a6 f(®)dg. [ e SR A),

extends to a bounded operator on the Hilbert A-module L,(R?, 4). Moreover, there
exists a constant C independent of a, such that

H op(a)” < Csup{”Dng(a)Hoo |0 <a,B <(1, 1,...,1)}.

Then L,-boundedness theorem in our setting follows from the commuting diagram.

Theorem 4.12 (L,-boundedness). Leta € X0 be a symbol of order 0. Then Op(a) extends
to a bounded operator in 6g(Re) C B(L2(Rg,6/)).

Proof. By definition of X°, a and all its derivatives D;'C‘D? (a) are in Ry g/. Then 0y ®
og/(a) € Loo(R? x R, Rg /) and for any «, B,

| DE DF (0.0 @) | = [[o6.60(DE D (@) |

are bounded. Thus o9 ¢/(a) is an Ry g/-valued symbol with all derivatives bounded. Then,
by Theorem 4.11, we know that op, ® id(0g,¢/(a)) is a bounded element in B(L, R ®
Ryg,¢'. By diagram chasing,

| Op@] = [Vo Op@) V5 | g, @, = 0P (08 ® 0(@) | £, ma o 0
and the norm estimates follow from Theorem 4.11. [

We now discuss the composition formula. Let us first identify the formula by a heuris-
tic argument. Given two classical operator-valued symbols a, b € C°°(]Rd x R4, A), the
composition symbol in the usual Euclidean case is

1 .
c.8) = g [ ate b dyay.

Given symbols a, b affiliated to Rg ¢/, the co-representation 0 ¢/ gives us operator-valued
symbols

00,0 (@)%, £) = alod(@), 060 (b)(x.E) = lad(b).

The operator-valued composition symbol is

A;Zd o) a,2, (a)ozy1 a? (b)e! MY gy gy

1 (=& )-(x—
:a;ag(w /de a%_g(a)ayl_x(b)e’(" §-6=Y) gy dy)

1 .
= o 0f (— / ag(@)ay (b)e™™ dny dY) = 0g,0/(c).
]de
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where ¢ is an My g/-valued singular integral,

"~ @nyd AW ay(@ay(b)e™" dy dy.

We first justify this singular integral and prove its formal series of the following definition.

Definition 4.13. Letm;j, j > 0, be a decreasing sequence of real numbers and a; € X"/
We write an mo-order symbola ~ 3.y a; if forany N,a — 3y _,, a; € =N,

The proof adapts the argument for the classical case by Stein [41] to the operator-
valued setting.

Theorem 4.14 (Composition formula). Let a € ¥™ and b € X". Then there exists a sym-
bol ¢ € ™" such that Op(c) = Op(a) Op(b) and

¢~ Z DE (a)D%(b).

Proof. Let ¢ be a positive function on R? such that ¢(x) = 1 for x| < 1 and ¢(x) = 0
for |x| > 2. For each ¢ > 0, denote by b.(y) = ¢(sy)ay2 (b) as ¥"-valued function. Define
the symbol

1 .
e = e / o2(@)bs(y)e ™" dy dy.

This is a Bochner integral because the integrand function (y,y) — oz%(a)bg(y)e_“"y is
smooth in the Fréchet space " by Proposition 4.4. We split our proofs into three
steps.

Step 1. Forany & > 0, ¢, converges in X" and there exists remainder R, € T +"~N~1
such that

18]
Z ’ DaDfb + R,.
prv P

For the compactly supported b, € C(R?, "), the Fourier transform for functions
valued in the Fréchet space X" is well defined:

be() = / be(¥)e™ M dy, / be(¥)e™ ™ dn dy = (27)by(0) = 2m)?b(0).
Then, for any S,
/ 2Bbemydn = (—1)# / be(y)DE (") dy dy = / DF (p(ey)a} (b)e M dy diy

_ B ) Bl pBi 1 B2y ,—ivn
= E (D7) (ey)ay (D2b)e ™ dydn
ﬂ1+ﬂ2=ﬂ('81”82 [ '

=@en? ). (ﬂ ﬁﬁz)aw”(Dﬂl(p)(O)Df%=(2n)deb. (4.9)
B1+B2=8 ’
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We also have

DD (b.(n) = D¢ D] ( / e (y)ay(b)e ™™ dy)

e (Y)ay (DEDb)e™dy = DY D{b:(n).
By Proposition 4.4, we use the Taylor expansion for functions valued in the Fréchet space
Em
i'8l(D g a)yf

ay(a) = Z B!

IBI=N

1
+(N+1) Z ﬂ, /a,,,(Dfa)a—:)Ndz. (4.10)

[B|=N+1

Using the calculation (4.9), the first part leads to

(zyf)d/ > —nﬂb mdn =Y FDﬂaDﬂb

IBI=N IBI=N

which gives the leading terms. For the second term in (4.10), we have || = N + 1 and

1
H / a2, (Dga)(1 — )V di ()N
0

1

= /0 1- Z)N’|at2n(D§(a)(§)_m+N+l)” . H (& + “l)m_N_l (E)—m+N+1 Hdl
1

< [Ca=nVIDE@IE T e 4 m)m N g

1
—m+N —
S/O (l_t)N(t(n))r m+N+1] dt SAN,m(n>[ m+N+1-|.

Here we used Lemma 3.5 with Ay ,, being some positive constant that only depends on
N, m and [r] as the smallest even integer greater than |r|. On the other hand, for any f,

~ B B
bemn® = > DB g (y)oZ (DB (b))e ™7 dy.
Bi1+B2=8 ﬂ 162! [

For each term,
€)™ D ety (D 0) (6) V|
= [DE @] - o (€)™ DE ) ().

Here we used the assumption that b, sz (b) € X". Because Dﬁ "(pe(y)) is a compactly
supported function of y, we have for any positive integer /,

(€)™ N o) (&) N < Byn (14 )~
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where By, n is a constant depending on (/,n,m, N) and . Thus, by choosing large
enough /,

1 A~
” /R (/0 @m(DEa) (1 - ”N‘“)n"bg(n)dn@)—m—nﬂvﬂ

N —1
s/m“" N1 1 ) dy < oo,

A similar argument applies for derivatives:

l ~
proz( [, ([ atmfama—o® ar)atbnan).

Therefore we obtain that

181

1

Ce = E FDfanb"r‘Rg,
IBI<N

where R, is a remainder term in X" +m~ N1,

Step 2. The limit limg_q ¢ =lim—o =+ [a2(a)be(y)e " "Y d y dy converges in "+,
@mdJ =n g
Now take ¢’ < ¢ and

ba(y) := ber(y) — be(y) = (¢(€Y) — P (ey)) oy (D),

which is supported on 1 /¢ < |y| < 2/¢’. Note that in the above argument, we actually show
that the singular integral [ oy (a)b(y)e'™Y dy dy converges absolutely if b is compactly
supported. Then for each j, we can use integration by parts:

/a"(“)yf|Y|*2bz(Y)e""'ydn dy = /on;(a)lylfzbz(y)Dn,-e""'y dndy
:/Dn,,-(an)(a)|Y|_2b2(y)€i"'ydr]dy
= /O‘rl(DE/a)|Y|_2b2(Y)ei"'ydn dy.

Here we used the property Dy, (ay)(@) =y (Dg;a). Denote Ay =", D,Z,j, Ag=)"; DEZ]_,
and Ay = Zj D‘%. Because A"(oe,l, (a)) = a; (Aga), using integration by parts we have

[ a@paer anay
— [ @l bawe ™ dndy

= [ (@701 + )" (2" ba) 1) 2 .
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Here |y|~2™1b,(y) has no singularity because b, is supported away from y = 0. Because
aeX™ pheXn,

AT (@) € ST (14 A" Iy ba(y)) € B
For the symbol a € ¥™, we have

le(AF @)@ | < g (A ale) ™2 [ (€ — w72 )7 |

= A~m,m1 (77) [=m-+2mi] ,

for some constants gm,ml. For the symbol b € %, because |y| =21 b, (y) is supported on

Tyl <2,

[(E)" 721+ Ay (Iy| 7> ba(y)) (5) 2|

< Bmm . (y) |'m—2m1'|+|'2m1—m—n]—2m1X{%<|y‘<§}

for some constants By m, » and here y is the characteristic function. We first choose 1,
large enough with 2m; — [m —2my| — [2m; —m —n] > 0 and then m, large enough
such that the integral

” / ay(@)ba(y)e ™ dydy - (g) TN

< / <)7>|'—m+2m1'| (7]>_2m2 (Y) [m—2mi1+[2m;—m—n]—2m, dr] dy < 00 4.11)

T Jlapl<2
converges absolutely. The argument for the derivatives is similar. Hence

[an@raeimayay e srems,
which is of lower order of the leading terms. Note that when ¢ — 0, the norm estimates
(4.11) go to 0 uniformly for &’ < ¢. This implies that the remainder R, converges to 0 in
En+m—N—1 .
Step 3. For any Ag o/ (F) € Sg,9/,
Op(a) Op(b)Ae¢r(F) = lim Op(ce)dg,0/(F) = Op(c)Ago (F).

Hence Op(a) Op(h) = Op(c).
Indeed, since the integral in ¢, converges absolutely, then

Op(ce)Aa,o (F)

_ / o ( / pley)a@)al (b)e™ dn dy)F(m,ylm,e/(m,yl)dmdyl

= f¢(8y)e_i"ya$,+nl (a)ayla,z,(b)ﬁ(ﬂp YDAo,0(ny,y1)dn, dyidydy



L. Gao, M. Junge, and E. McDonald 194
= / ¢(ey)e " EMNaG @ayay (B)F (11.y)Aee (1. y)dn, dyy d§ dy
= /gﬁ(sy)e_ieyagz(a)a;(/a,z“ (BYF (ny.y)Ae,0/(n1.y)dn, dyl)dS dy
— [ #evead@ay (OpBIAaa (F)ds dy.
Thus it suffices to show that for Ag ¢/(G) = Op(b)Ag,¢/(F),
lim / $(ev)e 802 (@)} (Ao,0/(G))dn dy = Op(@)ro,0/(G).
Let $ be the Fourier transform of ¢, then

/¢(8y)e*"§yayl(le,9/(G))dy= [¢(8y)e”"§"")y@(n1,yl)le,e/(m,yl)dydyldm

1 ~(&E—1 ~
=/£—d¢( - 1)G(m,yl)ke,ef(m,yl)dyldm-

Here 8+,$ (;) approximates the delta function,
» 1~
[ #enetat@al Gas@)indy = [ 552 ) ovtadarnonGras
B

_ / Eidas(g)a?(Op(a)aiEle,o’(G))d&

Since § — ag (Op(a)aie)tg’el(G)) is continuous in 8y ¢, the above integral converges to
Op(a)re,e(G)in Sg g as e — 0. |
4.4. Integrability and trace formula

In the rest of this section, we discuss the integrability of WDOs whose symbol is integrable
in the first component Ry.

Definition 4.15 (Tame symbols). An element a € Mg ¢ is a tame symbol of order m if
there exists an r > d such that for any «, 8, and y,

(x)” D2 DY (a) (€)1

extends to a bounded element in Ry g. We write X}

tame
—00 . r
order m and X2 1= (), Z{;ne-

as the set of all tame symbols of

Proposition 4.16. A symbol a € X if and only if there exists r > d such that for all

tame

a, B, D;‘C‘Dg (a) € OBl Moreover, if b € ", then ab, ba € spdm

Proof. This is a direct consequence of Theorem 4.3. ]
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Lemma 4.17. Leta € Lo(Ry) and b € L,(Ry/). Then ab € L,(Rg) and

labllL, ko) = llallL,®e) 1PN LRy )-

Proof. Note that, for Ag(n), Ag/(y) € Re,
Xo(MAo(y) = e 220 ((1,0) + (0.y) = "™ Ao (n.y).
where Ag(7,y) is the quantization of Rg as in (2.2). For f € Sy, g € Sg/, we have
Ao (o () = —— ( [, f(n))w(n)dn) ( / g(y)mwdy)
(2m ) Rd
- 5 —iny
o7 L, L, Fge i yandy.

Thus we have

t0(Xe()re () = F(0)£(0) = t9(he(f))ter (Ao (2))-

Therefore,
|26 (A6 @]}, o) = T0lhe (8) A6 (£) 26(/ Ao (2))
= to(Ae (/)" Ae (/Ao (e (8)")
= 19(Aa(f/)* 2o (/))te (Ao (g)Aer ()¥)
= 26D L@ 20 @)L,
The assertion for general a € L,(Rg),b € Ly(Ry/) follows from density. |

In the following and also Section 5, we identify 0g(Rg) with Rg and viewing our
WDOs Op(a) as an operator affiliated to Rg C B(L2(Rg)).
Corollary 4.18. Leta € 277 .. Then

() Op(a) € Ly(Re) if m < —%;

(ii)) Op(a) € L1(Re) ifm < —d.
Proof. We know from the algebraic property that Op(Ag (/1) ® Ag/(f2)) = Ag(f1) Ao (f2)

for fi, f» € S(R?). The Op is an L,-isometry and trace preserving on So,00. Leta € X7
Then for some r > d,

Op(a) = (x)™(§)™(§) ™™ (x)" Op(a) = (x)~"(§)"(§)™" Op ((x)"a)
= ()€™ (&)™ Op ((x)"a)).

By symbol calculus, ()~ Op({x)"a) is a ¥DO of order 0 hence in Rg. Form < —d /2,
€)™ I, @,y < 00 and [[{x)™"[|L,®,) < 00. Then (x)™"(£)™ € L2(Re) and

[ op@]l, = )7 (€)" [, 1(€) ™" Op ((x)"a) | -

tame*
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For m < —d, choose n = %

Op(a) = ({x)"(€)")((§)™" Op ((x)"a)).

(£)7" Op({x)"a) is atame WDO of order less than d /2 hence in L,(Rg) and (x)™"(£)™"
is also in L, (Rg) by the discussion in (i). [ ]

We end this section with the trace formula.

Proposition 4.19. Suppose a symbol a € L1(Rg /) and its operator Op(a) € L1(Reg).
Then

t0(0p(a)) = 19,9/ (a).

Proof. Using the definition of Op(a),
w6 (0p@io(P) = wo( [ Fony@hasrndndy)
= [, P09t (@ @00 (r.9))dn dy
= /de ﬁ(mY)Te,e/(aaz,,(le,of(ﬂ,Y)))dv dy

= /1;2{1 ﬁ(TLy)e_i"y(fO,G’(alo,o/(rl,y)))dndy
= ‘L’g,g/(ake,g/(F/))’

where F’ has the Fourier transform F’ (n,y) = F (n,y)e ™. Here we use the Fubini
theorem because a € L1(Rgg/). Let F,, € § (R24) be a sequence of Schwartz function
in Proposition 3.7. Then Ag(F,) (resp. Ago/(Fy)) is an approximation of identity in
Li(Re) (resp. L1(Rg,g)). Take F,, € S (R24) such that 13,,/(17, y) = 13,,(11, y)e i Note
that ||ﬁn||1 = 1and F, is supported in |(5,y)| < % Whenn — 1,

”AO,G/(Fn) - )to,e/(F,;)Hoo < ” I?,; — F, Hl = [I;Zd E,(n.y)|1 — e ™|dydy — 0.
Therefore,
16(Op(a)) = Jim 10 (Op(@)re(Fn)) = Jim 10,0/ (aro,g (F,))

= lim 199 (ake,g/(Fn)) = t6,9/(a). n
n—>o0

5. Local index formula

In this section, we discuss the spectral triple structure on Ry equipped with noncommuting
partial derivatives. We first recall the definitions of semifinite spectral triple from [9].

We shall show that the noncommuting derivatives in Section 4 give a natural example
of a semifinite spectral triple. The main result of this chapter is a simplified index formula
and we calculate it for the Bott projector as an example.
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5.1. Semifinite spectral triple

Let & be a von Neumann algebra equipped with a normal faithful semifinite trace t. The
T-compact operator K (N, 7) is defined to be the N -norm completion of L (N,7) N N
in M. In our case, K (Rg, 79) = Eg. The following definition of semifinite spectral triple
is from [9, Definition 2.1].

Definition 5.1. A semifinite spectral triple (4, H, D), relative to a semifinite tracial von
Neumann algebra (N, 1), consists of a Hilbert space H on which N is faithfully repre-
sented, a *-subalgebra + of N acting on H, and a densely defined unbounded self-adjoint
operator D affiliated to N such that

(i) a-dom D C dom D for all a € 4, so that da := [D, a] is densely defined.
Moreover, da extends to a bounded operator in N for all a € A;

(i) al+D*)712 e KN 0).
(A, H, D) is even if there is an operator y € N such that for all a € A,

* 2 1
)

Y=y, Vv = ya =ay, and Dy +yD =0.

(s, H, D) is finitely summable if there exists s > 0 such that a(1 + D?)~2 € L1(N, 1)
for all @ € 4. Then

s

p= inf{s >0| foralla € A, a(1 + D*)"2 ¢ Ll(N,r)}

is called the spectral dimension of (4, H, D).

The subalgebra 4 plays the role of smooth functions. A spectral triple is often called
compact if 4 contains the identity operator on H. In this case, the condition (ii) simpli-
fies to the assumption that (1 + D?)~1/2 is compact. We recall the following sufficient
condition for the smooth summability of a semifinite spectral triple and refer to [9] for a
detailed discussion of the definition.

Proposition 5.2 ([9, Proposition 2.21]). Let (A, H, D) be a spectral triple of spectral
dimension p relative to (N, 7). If foralla € AU [D,A], k € NT, and s > p,

(14 D>~ L*¥@)(1 + D*) ™% € Li(N, 1),

then (A, H, D) is smoothly summable. Here L(T) := (1 + D2)"2[D2,T] and L*(T) =
L(L*=Y(T)).

A quantum Euclidean space Ry equipped with its natural partial derivatives D; was
studied as the prototypical example of noncommutative semifinite spectral triple in [9, 18].
The rest of this subsection is to show that a further deformation of R? associated with
noncommuting spatial coordinates and noncommuting derivatives also gives a semifinite
spectral triple structure for Rg. First, we choose the smooth subalgebra +4 to be the non-
commutative Sobolev space

WL (Ry) = {a | D*(a) € L1(Ryp) for all a}.
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In the classical case, W1 (R4) C Ccs° (R?) by Sobolev embedding theorem (cf. [8,
Chapter 4, Corollary 21]). The next lemma is a weaker analog on Rgp.

Lemma 5.3. If D%(a) € L1(Ry) for all o, then D%(a) € L,(Rp) forall 1 < p < oo
and «. In particular, the unitalization W5 (Rg)™~ 1= (WLH®(Rg) + C) is a dense *-
subalgebra of Ky closed under holomorphic functional calculus.

Proof. Denote A = 3 D)zcj. For Ag(f) € Sy,

(1+ M2Ag(f) =2o((1+A)f) = /(n)zf(n)/\e(ﬂ)dﬂ-

Choose an integer 2n > d, then we have that (1 + A)™" : L,(Rg) — Lo (Rp) is bounded
because

(1 +2) " 20()] = H / ()™ fre(mdn| < ™|,

< Im 2] £ 1, = [, 26 ()],

By duality, we also have that (1 + A)™" : L1(Rg) — L,(Rp) is bounded. Indeed, for any
Ag(f).Ag(g) € So,

(Aa(2). (1 + A)"Ag(f)),, = (1 + A)"As(2). Ao (),
< [A+8)"20(0) | o [26 (N, = Cl2e@)], |20

Here we have used the fact (1 + A)™" admits self-adjoint extension when initially defined
on Sg. Thus we have that (1 + A)™ : L1(Ry) = Loo(Rg) is continuous. If D*(a) €
L1 (Ry) forall |a| < 2n, then (1 + A)*(a) € L;(R%) and hence a € Loo(Rg). Therefore
W 1:°(Ry) is closed under product hence a subalgebra of Eg. It is dense because Sy C
W 1:(Rg). To show that W12 (Ry) is closed under holomorphic calculus, it suffices to
consider the resolvent (A —a)~! for A ¢ Spec(a). Indeed, (A — a)~! is bounded and

AT — A= a)_l = /1_1(()\ —a)— /\)(A — a)_l = —)t_la()k - a)_l € L1(Ryp).
For the derivatives,
[Dj, (A - a)_l] =(A- a)_l[Dj,a]()L —a)tel.

For higher-order derivatives D%, we use induction and the Leibniz rule

D*((A—a)™")
=D*((A—a)'A—a)A—a)™")
= > o D ((A—a)')D2(A—a)D* (A ~a)7'). =

oqlaslas!
a1 taztaz=o 128253

The above lemma implies that the inclusion W1 (R4) C E4 induces an isomorphism
on K-groups (cf. [10, p. 292]). In particular, every projection (resp. unitary) in Ej" or
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M, (Ej) can be approximated using projections (resp. unitary) in W12 (Ry)™. To verify
the finite and smooth summability conditions, we need the following lemma.

Lemma 5.4. Leta € WY (Ry). Then (€)"2a(€)~2,a(f)™" € Li(Re) if r > d.

Proof. We write a as a = aya, withay,a, € L>(Rg). Then

(€)72a(®) 75 = (92 (a2(6)7%) € Li(Ro)

because

r

[€)2a1] @, = 1€)2
|az(£)~2

Ly®g) 191 HLZ(RB)’

r

2

Ly(Rg) = ” (&)~ LZ(RO,)HQZHLz(RG)'

Note that (£)7%[a, (§)7%] = (§)"%a(£)™% — a(£)™". To show that (§)"%[a. (§)75] €

L1(Reg), choose n such that 21 > % and write s = ;. Using the fractional power formula,

4n
(&) 2[a. ()77 ]
= Cs(i'_)_

o0

=[a, (t + (€)>") ' ar

(ST
S~

(ST

= C,(€)” /0 (4 (8)2) aor + (6)2](c + (8)*) ar

= CS/O (e (E)2M) ()2 [a, (€2 E) T2 E) (e + () .

Here Cy is some positive constant depending on s. Since [a, (£)2"] is a linear combination
of a’s derivatives, we know that

()" 2[a. (€)*"](€) " € L1(Re).

Then the integral converges in L;-norm,

)72 [a )21,
< [l e o e @26 L0 e 07

Recall that the Clifford algebra Cl is generated by d self-adjoint operators ¢1,...,cq
satisfying the anti-commutation relation c;ci + cxc; = 28; . For d = 2n even, ci? is
isomorphic to the N x N matrix algebra My with N = 2". For d = 2n + 1 odd, CI¢
is isomorphic to Man @& Mon C My with N = 2"+1 When d is even, C1¢ is Z, graded
with the parity element y = (—i )%cl ceecqg.
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Theorem 5.5. (W°>!(Rg). L2(Re) ® CV. Y & ® ¢)) relative to (Re ® My, 7o ® tr)
is a smooth summable semifinite spectral triple with spectral dimension d. Moreover, it is
evenifd =2niseven, andy = (—i)zcy---cq.

Proof. Note that
i
D*=) &t ®cic =) & =) Oxcick.
J.k J J.k

Denote w = ’5 ik
Re, to verify summability it is equivalent to replace 1 + D? by (£)2. Lemma 5.4 shows
thata(¢)™" € L1(Rg) if r > d. For the converse direction, suppose that, for some r > 0,
a(§)™" € L1(Rg) for any a € W1(Rg). We know that (§)™" < 1, (§)™" € Ls(Rg) for
s > d/r. Take e, as the spectral projection of (§)~" on the interval [1/n, 1] and b, :=
en{€)™". We have t(e,,) < 00, t(b,) < 00, and t(by,) is monotonically increasing. For any

nonzero a € Sg andn > 1, by Lemma 4.17

Q}kcjck. Then 1 + D? = (£)2 — w. Since @ € My commutes with

2 1/2¢12 1/22
a7, 1027117y = laba? 117, ko)

= te(abya”™) < to(a(§)"a*) < [a(§)™ || la*lleo < oo.

By Fatou’s lemma, This implies that

“ (g)—r ||L1(]R;) = nlggo Ty (en (g_-)—r) = nlglgo ”brll/z”%,z(]Rg/) < 00.

By Proposition 2.6, this implies that » > d. Thus we prove that the spectral dimension is
d . For smooth summability, we know that [(£)2,a] € L;(Rg) and by Lemma 5.4 again,

s

(14 D273 L(a)(1+ D*7% € L1(Rg)

if s > d. The arguments for L¥ (@) are similar. |

5.2. Local index formula

We briefly recall the local index formula for the even case and refer to [9, 13] for detailed
information. Let (4, H, D) be an even spectral triple relative to (N, t) and y is the parity
element. Denote Hy = XJ1H and H- = 5X H. For p > 0, define D, = [3 5] on

H & H. Write F,, = D,,|D,,|"" and

1+
(Fu)y = (Ty®12)FM:H+®H+ —~ H_®H_. (5.1)

Here and in the following, 7, represents the n-dimensional identity matrix. For a projec-
tione € M, (A~),denote & = [§ . | € Man(A™), where 1, € M, (C) is the rank element
of e. Following [9, Definition 2.12 and Proposition 2.13], the numerical index pairing
between the Ko (+) element [e] — [1.] and the even spectral triple (+4, H, D) is given by

(le] = [1e]. (A, H, D)) = indeX; @, (6(Fu,+ ® In)é).
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Here the numerical index index.(F) = t(ker F) — t(coker F') is defined as the trace of
kernel subtracting the trace of cokernel. Both quantities are invariants under homotopy.
The local index formula express the index pairings by the following residue cocycle for-
mulas.

Definition 5.6. (4, H, D) has isolated spectral dimension if for all ay, ..., a, € A, the
zeta function
t(z) = ‘C()/Clodagkl) . dar(rllcm)(l + D2)—|k|—m/2—z)

has an analytic continuation to a deleted neighborhood of z = 0.

Here we introduce the notation

=[D,a], da® :=[D?[D?...,[D?dd]]].

k-times
Let (A, H, D) be a smoothly summable semifinite spectral triple with spectral dimension
d and let M be the largest integer in [0, d 4 1]. Suppose that 4 has an isolated spectral
dimension. The residue cocycle ¢, : A®™T1 — C is the (m + 1)-linear form given by

¢o(ao) = Resz=o 2 'e(yao(1 + D?)7%), (5.2)
|k|4+m/2
Om(ag,...,am) = Z( l)lk‘(x(k) Z Olk|+m/2,j Res;= 0z/ 71
|k]=0 j=0
x t(yaoda*? ... dalkm) (1 4 D2)~Ikl=m/2=z) (5.3)

where a(k), Ojk|+m/2,j are the constant defined as follows. For a multi-index k =

ki, ... km),
a(k) = kilkp!--km!/(ky + D)(ky + ko +2) -+ (k| + m) (5.4)

on,; are the nonnegative constant given by the equation

]_[(Z+J)—Zon,z’ (5.5)

j=1

In particular, «(0) = m! and 05,1 = (n — 1)!. The terms in ¢, is a linear combination of
residue and higher-order residue of the zeta function

t(z) = T()/aodagkl) . da;ylfM)(l + DZ)—Ikl—m/z—z).
The isolated spectral dimension condition assumes that these residues are well defined.

Theorem 5.7 ([9, Theorem 3.33] (even case)). Let (A, H, D) relative to (N, t) be an
even smoothly summable semifinite spectral triple. Suppose that (A, H, D) has an isolated
spectral dimension. Then the numerical index pairing can be computed by

(le] = [Le]. [(. H. D)]) Z bm(Ch™(e) — Ch™(1,)).

m=0, even
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where for a projection e € My, (A™), Cho(e) = (e) and
2k! 1
Cth(e) = (—l)kﬁ(e — 5) Qe Qe AP

We shall now calculate the local index formula for the spectral triple (W°>!(Ry),
Ly(Rg) ® CN, > & ®c¢j). Recall that o = iy 0ixcick is the analog of curvature
form. Let us denote the super trace on Cl4 as str(a) = tr(ya) and the corresponding super
trace on Rg ® 4 (resp. Rg ® Cld) as Strg = 1@ ® str (resp. Strg = 19 & str).

Theorem 5.8. Let d be even. The spectral triple (W1 (Ry), L,(Rg)®CV, > &i®c)

has an isolated spectral dimension. Moreover, for ay, . . . ,a, € W1 (Rg)™~,
5 Strg (aoda1 mdam‘(‘ﬁ,,—m)), if m even,
¢m(00~-~,am)= ’ 2 !
0, if modd.
(k1) |

Denote ¥y = apda, da,(,],C ) The cocycle ¢y, is a linear combination of residue
of the following zeta functions at z = 0:

Lk (z) = Stre (¥ (1 + D) KI=2-2),
We first show that the residue for nonzero k vanishes.
Lemma 5.9. Fork # 0, Res;—¢ {x(z) = 0.
Proof. Denote A(a) = }; Df(a). Fora € WL (Ry),

[I€1. Dj(@)] = A(Dja) +2) " D D;(a)é € T,
Kk

(D% da) = [16 — @, Y Dj(@) ® ;]
J

=Y [EP.Dj@]®ci + Y Dj@) ®w.c;] € ' @ CI*
J J
is a WDO of order 1. Note that for any j, j»,and js, [cj, ¢j,,cj;] = 0 or of Clifford order 1.
Then da‘™V is of Clifford order 1 and similarly for da®°). Thus ¥; = aodagk‘) . -daf,’f’") IS
¥ with Clifford term of at most order m. Moreover, by using the commutator relation
[€j.a] = Dj(a), Yk = 3 15 <k bﬁé}g ® vp for some bg € WH®(Ry) and v € C1¢ of
Clifford order at most m. Thus it suffices to show that the zeta function
p(z) := Stre (b€ ® v)(1 + D?)7kI=577) (5.6)
has zero residue at z = 0, for any b € WL (Ry), |B| < k, and v of Clifford order at most
m. Recall that 1 + D? = (§)? — w commutes with (£). Then, for any r > 0,
[€) 1+ D372 = &) A+ D)7,
< (1+ llelleo) [ (&) (1+ Ileloo +D?)7E) |
(§)

< (1 + llolloo) [ () (E)(6) [ o = (1 + @lloo) "
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By Theorem 3.2, (£)" 7118 (£)~" is bounded. Combined with Lemma 5.4, we have
bE° @ v)(1+D*)™" = (b§P(5) " @ v)((§)" (1 + D*)7") € L1(Re ® My)

for 2r — |B| > d. This implies that it suffices to consider the nonzero residue of (5.6) at
z =0form + 2|k| < d + |B]|. Applying Cahen—Mellin integral,

m 1 o0 2 m
|4 D2y -z _ —/ eSUHDI kI S+l g (57
( ) Lkl + % +2) Jo .7)

For2r — |B| > d,
66 © e P o < e [ @Ef @ v(1+D2)7 | |14+ DY e
By functional calculus,
-
[(1 4+ D2y em*P|_ < max {1, Z_}

Then the integral

o0
B —s(1+D?) [k|+5 +z-1
106 @ e DI gy E s

converges for |k| + % + Re(z) > (d + |B])/2. Hence by Fubini’s theorem
= 2
p(z) = / Stre ((b{;‘ﬂ ® U)e_s(1+D ))S|k|+m/2+z—1 ds.
0

Using the trace formula from Proposition 4.19,

Strg ((bgﬁ Q v)e—s(1+D2)) = Stre ((bgﬂ ® U)(e—s(1+|§|2) ® €_Sa)))
= rel(gﬂe—s(lﬂélz)) Strg (b ® ve®)

n

E Stry (b ® vw_')sne—stel(gﬂe—slglz).
n:
n

Applying Theorem 3.2 and Proposition 2.6,

Te,(sﬂe—s\élz) < ”sﬂ (E)_"Bl Hoo H (s)—lﬂle—%\ilz Hoom(e—%lé”lz)

B 1B 1B1/2 ¢ i%G i
< - 14+ w)” —sw 2)" 2 det

- ||$ () HOO(S};%( w) ¢ )(S/ ) ¢ (sinh(i%@))

< C,g’g/s_lgls_% = Cﬂ,g/s_dtwl ,

where Cg ¢ is a constant only depending on  and 6’. Then for n > 0, the integral

/Oo o™ " (8 & SIEP Y ghkIEm/ 221 g < /°° o (@B 2k hm /2 Re(2)1 g
0 0
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converges absolutely if Re(z) > (d + |B|)/2 —n — |k| —m/2. Since |B| < |k|, we have
the residue

oo
Resz=0/ Strg (b ® va)”)‘cgr(Eﬂe_slglz)s”_%+|k|+m/2+z_le_x ds =0
0

ifn+|k|/2+m/2—d/2 > 0. On the other hand, vw” contains Clifford elements of
order at most m + 2n, then the super trace Strg(b ® vw™) = 0 for 2n + m < d. Hence
for |k| > 0, the above residue vanishes for every n and hence

o0
Rez,—g p(z) = Rezzz()/ Stre ((béﬂ ® v)e_s(lJFDZ))slli"”/ZJ’Z_1 ds
0
1 ° 2
= Z — Rezzz()/ ZStrg(b R va)s" e tg (EPe ™) ds = 0. m
" n! 0 "

‘We shall now calculate the residue for k = 0.

Proof of Theorem 5.8. We first consider the case m > 0. Denote Wy = aoda; ---day, €
wheRY) @ cl. Using the trace formula from Proposition 4.19,

Str@(\lloe_s(HDz)) = Strg (\IJO(e_S(HlElz) ® e_s“’)) = trg/(e_s(lﬂé‘z)) Strg (Woe®?)
n
= ZStrg (\Pow—')nge_ss”_gh(s).
n!
n

Here we used again the calculation in Proposition 2.6 that

ins®
sinhis6’

1
2
trg/(e_slflz) -5 det( ) = s_%n%h(s),

where

is¢’ Lo As
h(s) =det| ——— | = —
(s) ¢ (sinhis@’) jljl sinhAjs

where iAy, —iAq,...,iA;, —iA; are the nonzero eigenvalues of #’. Using L’ Hospital’s
rule, we know limy_.o s~ (h(s) — 1) = 0. Then we split the residue into two parts:

Res;—g £o(z) = Res,—o Stre (Vo (1 + D?)~™/277)

1 e 2
= R —_) ———————— St \Ij —s(1+D?) m/2+271d
es; 0 T /2+Z)/0 re(Woe )s s
JT% 1 © d
— = n —s n—%+m/24+z—1
=T 2) E,, - Strg (Vow )(Resz:()/() e S5 2 ds

o0
+ ResZ:()/ (h(s) — 1)e_“‘s"_%+m/2+2_1 ds).
0

Since Wow" contains Clifford elements of order at most m + 2, the super trace

Strg(Ypw") =0 for2n+m < d.
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On one hand, for 2n +m > d,
o d
Resz=0[ (h(s) — 1)e Ss"~2gm/2+7=1 g
0

© n(s) — 1
= Res;— / Le—ss"—%“"/”z ds =0 (5.8)
0 N

because the integral converges absolutely for Re(z) > —1 > —n + % —m/2 — 1. For the
other residue

*© d d
ResZ:()/ e ST e M2l o — Res, o F(n -3 +m/2 + z)
0

is zero if n — % + m/2 > 0. Therefore, the only nonzero residue is at 2n +m —d = 0
and it is a simple pole. Then ¢, vanishes for odd m and for even m > 2,

omao,....am) = 01(0)(7%,1 Res;—o o(2)

T(m/2) =% Res,o 1) St g 4T
= = Z —_——
m! T(mj2)  °° o170 dom)

4 (d—m)/2
T2 w
=— Strg (aodal ~~dam—).
m!

d—m
-

For m = 0, we follow the same argument:
po(ao) = Res;—oz~ ' Stre(ao(1 + D?)7%)

1 o0
= Res;—0z ' —— / Str@)(aoe_s(l‘H)z))sZ_1 ds
I'(z) Jo
1o . .
= Res;=9 T(z)/ t9(a0)Te (e~ ) str(e®?)e 571 ds
0

1 o0 str(w™) Y A SR
= 79(00)R352=0m/(; ’;n—!h(s)e w282 ds

d str(w™ o d
= m21g9(ag) Z (@) Res;—g e TITE g
ne0 n! 0

o d
+ ResZZO/ (h(s) — 1)e S~ 21271 ds).
0

The only nonzero residue is the first term with n = d/2 and
& d
Reszzof e ¥s" 217 g = Res,—o I'(z) = 1.
0

Therefore, ¢o(ao) = 742 Strg(ag %). L]
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For compact spin manifolds, the isolated spectral dimension condition always holds
and the only nonzero residues are when j = 0 and k = 0. This simplification recovers
the Atiyah—Singer index theorem for a Dirac operator associated with a spin structure (see
[13,25,37]). The above theorem gives a simplification of the cocycle formula for

(Wl Ro). Lo(Re) @ CY, Y8 @ c; )

to the terms only for |k| = j = 0. As a consequence, the local index formula for Ry
simplifies too. We can see the term w playing the role of the curvature form.

Corollary 5.10. For any projection e € M,(W°'(Ry)) and with F, 4 defined as in
(5.1),

d d d—m
. d w?2 1 w 2
Index (e(FM,Jr ® 1d,,)e) = 72 Stry ((e — 18)@ + Z %e(de)m )

d—m
m=2,even ( 2 )!

5.3. A concrete example for d = 2

We shall now calculate a concrete example in dimension d = 2. In the classical case, a
canonical generator for Ko(Co(R?)) is the Bott projector

1 1 X—1iy
1+x2+y2 |x+iy x>+y?

1eB = [0 0:| S Mz(C)

es(x.5) = ] € Ma(Co(R)™).

0 1

Now let 6 be a real number and Ry is the Moyal plane generated by two self-adjoint ele-
ments x, y with [x, y] = —if. We consider an analog of Bott projection for Rg. Write
z=x+4+1iy, R=(1+ z*z)7!, and u = [;] Then e := u[gg]u* = [2152 ZIE{Z**] is
a projection because u* Ru = 1. The only drawback of e is that it does not belong to

My(W>1(Rg)™). Indeed, by Proposition 2.6 and Theorem 3.2, we know that
R,zZR,zRz* ¢ L1(Ry).

Nevertheless, dede and id @ try(e — 1,) = R + zRz* — 1 do belong to L so that the
cocycle formula in Corollary 5.10 is well defined. The next lemma shows that by approx-
imation the cocycle formula remains valid for e.

Lemma 5.11. There exists a sequence of projection e, € My(W1(Rg)™) such that
le, = le and limy o ||€n — €]loo = 0, limy 00 || id @ tra(en, — e)||1 = 0. As a conse-
quence,

<[e] — (L], (WOO’I(RQ), L,(Re) ® CV, ZS, ® Cj)>

= 7 Strg ((e — 1e)a)) + 7 Strg(edede).
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Proof. Let Ag(¢,) be the approximation identity in Proposition 3.7. Define
&n = (Ao(¢n) ® 1)(e — Le) + 1 € Ma(W! (Ro)).
Becausee — 1, € Eg and id® trp(e — 1) € L1(Rg), we have
|en —ef o = [(Re(dn) ® 1)(e = 1e) = (e = L) ||, = O
|id®tra(@, — 1) —id®@tra(e — 1)||, = 0.

Using holomorphic functional calculus, we can make projections e, € M, (W1 (Ry))
from ¢, which satisfies the same limits above. It is known that if two projections e, f
satisfy that |[e — f|| < 1, then e is homotopic to f and hence [e¢] = [ f] (see, e.g., [39]).
Then by the homotopy invariance of index pairing, we know that for »n large enough

(el = [1e], (A, H, D)) = ([ea] — [1e,]. (A, H, D))
= golen — le,) + ¢z<en - %,en,en)
= 7 Strg(en — lo, ) + 7 Strg ((e - %)dende,,).
Taking the limit n — oo,
Tim Strg ((en — 1o, )0) = Strg (e — 1o)).

For the second term, we first note that Strg(de,de,) = Strg(—dende,) = 0 because
den,y = —ydey,. For the same reason, we have the cyclicity that

Strg(ede,de) = Stry (d(ee,,)de) — Stry (d(e)e,,de) = Stry(epdede),
Strg(endede,) = Strg (d(ene)de,) — Strg (d(en)ede,) = Strg (edend(en)).

Therefore,

Strg(edede) — Strg(e,dendey,)

= Stry(edede — eydede) + Strg(epdede — epdeyde) + Strg(epdeyde — epdepdey,)
= Strg(edede — e,dede) + Strg(edede, — eydeey) + Strg(edeydeyeydeydey)

= Stry ((e - e,,)dede) + Strg ((e — e,,)dede,,) + Strg ((e — en)dende,,).

All the three terms above converge to 0, since ||e — e, ]lco — 0 and dede, dede,,deyde,
are in M, (L1(Ryp)). ]

Theorem 5.12. For any 0, 0’,

(e = 1], (W (Rg). La(Re) ® V. 385 @ 1)) = 4n(1 — 66,

In particular, [e] is a generator of Ko(Eg) = Z.
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Proof. The super trace Strg(edede) is of eight terms:
B R Rz*][ dR  d(Rz*)][ dR  d(Rz%)
Stro(edede) = Strg @ r2 ([ZR sz*} |:d(zR) d(sz*)] [d(zR) d(sz*)D
= Strg (Rd(R)d(R) + Rd(Rz*)d(zR) + Rz*d(zR)d(R)
+ Rz*d(zRz*)d(zR) + zRA(R)d(Rz*) + zRd(Rz*)d(zRz")
+ zRz*d(zR)d(Rz*) + zRz*d(zRz*)d(zRz")).

We will repeatedly use the Leibniz rule and cyclicity of trace (in the strong sense [7,
Theorem 17]) that

d(aaz) = (day)a + ardas, Strg (day(daz)as) = Strg(azdaiday).
Denote t = Stryg in short. For the first and fifth terms,
7(Rd(R)A(R) + zRd(R)d(Rz*))
= t(d(R)d(R)R + d(R)d(Rz*)zR)
= t(d(R)d(R)R + d(R)d(R)z*zR + d(R)Rd(z*)zR)
= 7(d(R)d(R)R + d(R)d(R)(1 — R) + d(R)Rd(z*)zR)
= 7(d(R)d(R) + d(R)Rd(z*)zR).

Similarly, we have for the second and sixth terms, third and seventh terms, fourth and
eighth terms,

t(Rd(Rz*)d(zR) 4+ zRd(Rz*)d(zRz*)) = t(d(Rz*)d(zR) + zRd(Rz*)zRdz*),
t(Rz*d(zR)d(R) 4+ zRz*d(zR)d(Rz*)) = t(z*d(zR)dR + zRz*d(zR)Rdz"),
t(Rz*d(zRz*)d(zR) 4+ zRz*d(zRz*)d(zRz™))

= 1(z*d(zRz*)d(zR) 4+ zRz*d(zRz*)zRdz*).

Recoupling these terms,

t(dRAR + z*d(zR)dR) = t(R"'dRdR + z*(dz)RdR),
t(zR(dR)Rdz* + zRz*d(zR)Rdz*) = t(z(dR)Rdz* + zRz*dzR*dz"),
t(d(Rz*)d(zR) + z*d(zRz*)d(zR)) = t(R"'d(Rz*)d(zR) + z*(dz)Rz*d(zR)),
T(zRd(Rz*)zRdz* + zRz*d(zRz*)zRdz")

= 1(zd(Rz*)zRdz* + zRz*(dz)Rz*zRdz").

On the right-hand side, there are only three terms that still contain derivatives of products.
We again use the Leibniz rule,

t(R7'd(Rz*)d(zR))=7(R™'d(R)z*d(zR) + dz*d(zR))
=1(d(R)z*d(z)+ R 'dR)(R™'—1)dR+dz*d(z)R+dz*zdR),
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t(z*(dz)Rz*d(zR)) =1(z*(dz)(1 — R)dR + z*(dz)Rz*d(z)R),
1(zd(Rz*)zRdz*)=1(z*Rdz*zRdz* + zdR(1 — R)dz"*).

Gathering all the terms we have that

((dR)z*dz + z*dzdR) + (dz*zdR + zdRdz™)
+ (zR(dz*)zRdz* + R™'dRR'dR + (dz)Rz*(dz) Rz*)
+ Rdz*dz + zRz*(dz)Rdz".

Here only the last two terms has nonzero trace. This is because for any a1, a,,as, by, babs

Strg (a1(daz)aszbi(dby)bs) = — Strg (b1(db2)bzay(daz)as),
Strg (a1(daz)azai(daz)as) = 0.
This follows from the fact that a;(das)as has Clifford term of order 1 and hence

ai(das)azy =—yai(day)as. It remains to calculate the trace of Rdz*dz+zRz*dzRdz*.
Notethatzz* =z*z —20 = R~ — 1 —20,dz = —ic1 + ¢3,and dz* = —icq — c». Then

Strg (Rdz*dz + zRz*(dz)Rdz*) = 4t9(R — zRz*R).

Finally, we use the spectrum of quantum harmonic oscillator to compute the above trace.
Assume that d = 2 and det(6) > 0. Denote x; = x and x, = y. By Proposition 2.4, there
is a trace preserving *-isomorphism 7 : Rg — B(L>(R)) such that (up to a factor 277 0)

X = +/det(6)Dy, y i+ 4/det(0)x.

Recall that H = D2 + x? is the Hamiltonian of 1-dimensional quantum harmonic oscil-
lator which has eigenbasis |n),n > 0 with H|n) = (2n + 1)|n). For the creation operator
a* = Dy + ix and the annihilation a = Dy — iXx,

a*|ln) = 2n+2n+1), aln) = +2njn—1).
Now take z = +/0a*, z* = v/Oa,and R™! = 1 +20 + zz* = 0(H + 1) + 1. We have
that

1 B 1 2k6
14204+2k0  1+2k601+20+2k6

479(R —zRz*R) = 20m -4 )
k=0

1 1
n}§)1+2k91+29+2k9 d

For ¢, we have that

Po(e — 1) = Strg ((e — 12)0))
=19(R +zRz* — Dtr(yw) = 20't9(R + zRz* — 1).
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Notethat R"! =1+ z*2 =146+ x>+ y?and [R7!,z] = [x2 + y%, x +iy] = 20z.
Then
R+:zRz*—1=R(1+z%z)—1+[z,Rz*] = [z, Rz¥]

= [z, R]z* + R[z,z*] = R[R™',z]Rz* —26R
=20(RzRz* — R).

We have calculated that 7g(R — RzRz*) = 2m. So Strg((e — 1.)w) = —66’4x. To con-

clude, we have the index pairing

([e] —[1]. W®1(Ryp), L,(Re) ® My, D)) = 1 Strg ((e — le)a)) + 7 Strg(edede)
= —47260' + 47? = 472 (1 — 60).

Recall for d = 2 that

0 0 1 0
-6 0 0 1
® =
1 0 0 ¢
0 1 -6 0

When det ® = (1 — 66’)% # 0, we have that Rg is *-isomorphic to B(L,(R?)) with
the trace differing by a factor tg = (27)?|1 — 6’| tr, which is exactly the normalization
constant we obtained. In other words, if we replace tg with the standard operator trace
tr, Index(eF,,+e) = 1 (or —1). Since for every 6, we can choose 8" such that 66 # 1,
then the index pairing shows that e € M>(E}) is a representative of generator of the
Ko(Eg) = Z. L]
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