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Cyclic Gerstenhaber-Schack cohomology
Domenico Fiorenza and Niels Kowalzig

Abstract. We show that the diagonal complex computing the Gerstenhaber—Schack cohomology
of a bialgebra (that is, the cohomology theory governing bialgebra deformations) can be given the
structure of an operad with multiplication if the bialgebra is a (not necessarily finite dimensional)
Hopf algebra with invertible antipode; if the antipode is involutive, the operad is even cyclic. There-
fore, the Gerstenhaber—Schack cohomology of any such Hopf algebra carries a Gerstenhaber (resp.
Batalin—Vilkovisky) algebra structure; in particular, one obtains a cup product and a cyclic bound-
ary B that generate the Gerstenhaber bracket, and that allows to define cyclic Gerstenhaber—Schack
cohomology. In case the Hopf algebra in question is finite dimensional, the Gerstenhaber bracket
turns out to be zero in cohomology and hence the interesting structure is not given by this ea-
algebra structure but rather by the resulting e3-algebra structure, which is expressed in terms of the
cup product and B.

1. Introduction

1.1. Aims and objectives

Much as Hochschild cohomology for an associative algebra characterises deformations
of the product structure [8], Gerstenhaber—Schack cohomology characterises bialgebra
deformations [9]; that is, it occurs when one wants to simultaneously deform both the
multiplication and the comultiplication, maintaining the compatibility between the two of
them. More precisely, for a bialgebra H over a field of characteristic zero K (assump-
tion that can actually be relaxed), one defines the Gerstenhaber—Schack bicomplex of H
as C4{(H, H) = Homg (H®?, H®?) in degree (p, q), the columns of which are given
by the Hochschild cochain complex which uses products and actions, and the rows by the
coHochschild (or Cartier) cochain complex which, in turn, uses coproducts and coactions.
The Gerstenhaber-Schack cohomology of H, denoted by HS((H, H), is the cohomo-
logy of the total complex associated to this bicomplex. As C53(H, H) is a bicomplex
associated to a bi-cosimplicial K-module via the Dold—Kan correspondence, by the Dold—
Puppe generalisation of the Eilenberg—Zilber theorem the cohomology of the total com-
plex can be computed by the diagonal complex ( (H,H),8%¢) where C"" (H,H)=

L]
diag diag
Homg (H®", H®").
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A classical result tells that the Hochschild cohomology carries a higher structure in
the form of a Gerstenhaber algebra [8], that is, a Lie bracket of degree —1 plus a graded
commutative cup product that are compatible in a graded Leibniz sense. By the above
deformation analogy, it is therefore natural to ask whether such a structure also exists on
Gerstenhaber—Schack cohomology, a question which has been raised several times in the
literature before (see, for example, [6,9,25], and possibly others) but apparently so far no
construction has been found that gives a nontrivial bracket.

In this article, we show that when H is a Hopf algebra, the collection of K-modules
C d'iag(H , H) carries a natural structure of an operad with multiplication whose associated
Hochschild-type complex (that is, originating from its cosimplicial structure) is the diag-
onal complex mentioned above. By a classical result [9,20], this implies in particular that
the cohomology of (Cg,,(H, H), 84i22) (hence, the Gerstenhaber—Schack cohomology of
H) carries the structure of a Gerstenhaber algebra. This bracket is in general nonzero: for
instance, if H = U, the universal enveloping algebra of a Lie algebra g, the Gerstenhaber
bracket between two 1-cocycles f and g reads

{£8}(XY) = [g(X). f)] = [f(X).g(V)]. VX.Y egq. (1.1
while there are no nonzero 1-coboundaries. If moreover the antipode of H is involutive (or,
somewhat weaker, the Hopf algebra is endowed with a modular pair in involution), then
Cgiag(H, H) is actually a cyclic operad with multiplication, and hence the Gerstenhaber
algebra structure on its cohomology is part of a Batalin—Vilkovisky (BV) algebra structure
as then automatically follows by a well-known result of Menichi [21, Theorem 1.4].

On the other hand, when H is finite dimensional, the aforementioned Gerstenhaber
bracket on HSq(H, H) vanishes. Although the respective Gerstenhaber brackets are con-
structed in quite a different manner, this fact somehow mirrors an analogous observation
made by Taillefer [25, Appendix A]. As a consequence, by Theorem 5.7 in [7], one obtains
an induced e3-algebra structure on Gerstenhaber—Schack cohomology.

The different behaviour of the Gerstenhaber bracket in the finite dimensional and infin-
ite dimensional cases may sound surprising, but it actually has a transparent explanation
in terms of Hopf algebra theory: a finite dimensional Hopf algebra exhibits no nonzero
primitive elements. The e3-algebra structure constructed this way on the Gerstenhaber—
Schack cohomology of a finite dimensional Hopf algebra is presumably different from the
ones obtained by higher categorical methods in [13,23,24] as the latter do not rely on the
finite dimensionality of H . Nevertheless, even our approach does not seem to work if
is merely a bialgebra, that is, without an antipode, the necessity of which was conjectured
by Shoikhet in his approach [23, p. 9].

In the general bialgebra case, one gets an affirmative answer to the existence of Ger-
stenhaber algebra structures on Gerstenhaber—Schack cohomologies by considering a vari-
ant of the latter, namely, by replacing C33(H, H) with the (1, 1)-shifted double complex
éég(H, H) having Homg (H®?, H®9) in bidegree (p — 1,q — 1), for p,q > 1. The
question whether this (bi-)shifted bicomplex has a Gerstenhaber-like bracket [—, —] such
that m + A satisfies the Maurer—Cartan equation [m + A, m + A] = 0 if and only if
(m, A) is a bialgebra structure on H and such that the differential of the total complex of
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66; (H, H) is given by [m + A, —] has been solved by Markl [19] by setting the problem
in the more general and flexible context of Liey,-algebras. More precisely, Eég(H ,H)is
endowed in op. cit. with a Liey-algebra structure such that the Lie bracket [—, —] almost
governs the bialgebra structure: the quadratic equation [m + A, m 4+ A] = 0 recovers both
the associativity of the multiplication m and the coassociativity of the comultiplication A,
but not the compatibility between them, which, however, is read off by the “quantum

Maurer—Cartan equation” involving the higher Lie brackets in the Lie,-algebra structure
on C5S(H, H).

1.2. Main results

We refer to the main text for notation, terminology, and all details used in this introductory
presentation.

In Section 3, we obtain a cocyclic structure on the diagonal complex by consider-
ing in the Gerstenhaber—Schack bicomplex first the columns, then the rows, and finally
restricting to the diagonal. The somewhat surprising observation is here that both columns
and rows, that is, the Hochschild resp. coHochschild (Cartier) cochain complexes, are
in general only para-cocyclic (that is, the cyclic operator does not power to the identity
after n 4 1 steps), whereas this restriction disappears on the diagonal. More precisely,
the Hochschild (and likewise the coHochschild) cochain complex for a K-algebra usually
does not admit a cyclic structure (see [16, Theorem 1.3] for a sufficiency criterion) but
the presence of additional structure maps in the Hopf case does allow at least for a para-
cocyclic operator t, (resp. t5), which only in case of cocommutativity of the underlying
coalgebra becomes truly cocyclic. This way, one obtains the structure of a bi-para-cocyclic
K-module on the Gerstenhaber—Schack bicomplex. What is more, a direct computation
yields the additional property

gtlogt =gtlogt! =id (1.2)
in degree n, which does not require cocommutativity any more but only the antipode to
be involutive (or rather equipped with a modular pair in involution). A bi-para-cocyclic
K-module that fulfils (1.2) is called cylindrical in [11, p. 164]. Defining then

Tdiag += Talg © Tcoalg = Tcoalg © Talg

obviously yields a truly cocyclic operator on the diagonal cochain complex and enables
us to prove in Theorem 3.4 the following.

Theorem A. For any Hopf algebra over a field with involutive antipode, the Gersten-
haber—Schack double complex defines a cylindrical K-module and its associated diagonal
complex a cocyclic K-module.

This allows to define cyclic Gerstenhaber-Schack cohomology as in Remark 3.6: the
diagonal of the Gerstenhaber—Schack bicomplex can be made into a mixed complex the
standard way, the total cohomology of which gives cyclic cohomology, and in particular
an operator B : Hs(H, H) — HSs'(H, H) that squares to zero.
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In Section 4, we shall approach the Gerstenhaber—Schack diagonal complex from the
operadic point of view, which as mentioned in Section 1.1 by a classical construction
directly leads to higher structures in cohomology. More precisely, in Theorem 4.1 and
Corollary 4.3, we show the following.

Theorem B. For a not necessarily finite dimensional Hopf algebra with invertible anti-
pode, the diagonal Gerstenhaber—Schack complex carries the structure of an operad with
multiplication, which induces the structure of a Gerstenhaber algebra on Gerstenhaber—
Schack (or deformation) cohomology.

The (unfortunately too naive) idea that the operadic structure deployed in this the-
orem can be simply obtained by intertwining the classical ones for the endomorphism
(resp. coendomorphism) operad of the first column (resp. row) in (2.1), possibly gener-
alised to more general coefficients in the higher columns (resp. rows), does not work:
the precise composition law requires the existence of an antipode and hence, whereas
the Gerstenhaber—Schack bicomplex can be perfectly defined if the underlying object is
merely a K-bialgebra, this does not seem to be the case for the operadic structure on the
diagonal complex.

As a pleasant surprise, the cocyclic operator 74, turns out to be compatible with the
operadic structure in Theorem B as well as with the multiplication element, which leads
to the following result in Theorem 4.9 and Corollary 4.11.

Theorem C. For a not necessarily finite dimensional Hopf algebra with involutive anti-
pode (or with a modular pair in involution), the diagonal Gerstenhaber—Schack complex
carries the structure of a cyclic operad with multiplication which induces the structure of
a BV algebra on Gerstenhaber—Schack cohomology.

As already mentioned above, in case the Hopf algebra is finitely generated as a module
over K, the situation changes substantially as then the Gerstenhaber bracket vanishes in
cohomology. In this situation, the interesting structure is of even higher nature, that is
to say, a degree —2 bracket that is again compatible (in a graded sense) with the degree
zero structure, viz., the cup product. More precisely, in Theorem 5.1 and Corollary 5.2, we
conclude by the following.

Theorem D. Let H be a finite dimensional Hopf algebra over a field of characteristic
zero. Then the Gerstenhaber bracket from Theorem B vanishes on Gerstenhaber—Schack
cohomology, which therefore becomes an es-algebra.

1.3. Notation

In the following, (H,m, A, 7, ¢, S) is most of the time a not necessarily finite dimensional
Hopf algebra over a field K (sometimes merely a ring, most of the times of character-
istic zero) with invertible antipode S unless otherwise specified. Here, m : H @ H — H
denotes the multiplication and 7 : k — H the unit in H, mostly suppressed in notation
as is the specification of K in unadorned tensor products. For the coproduct, we use the



Cyclic Gerstenhaber—Schack cohomology 123

customary Sweedler notation A(u) = u(y) ® () foru € H. For two left H-modules M
and N, we will denote the left diagonal action on M ® N by
u(men):=ugmeupn (1.3)

form € M and n € N, and likewise the right one (m ® n) <u := mu) @ nue) if M
and N were right H-modules instead. The base field K will be considered as an (H, H)-
bimodule via the counit &:

url:=ew)=:1<u.

Furthermore, for the sake of compactness in notation, we often abbreviate a tensor power
u' ® ---@u" € H®" by atuple (u!,...,u"). Quite on the contrary, for a K-linear map
f:H ®r 5 H® for all P, q > 0 we will sometimes use the notation

FOW . up) @@ fDPur,... up) € H®

if we think that this increases comprehension. Also, we often write [¢ ® b][c ® d] to
express the factorwise multiplication ac ® bd on a tensor product.

2. Gerstenhaber-Schack cohomology

2.1. The Gerstenhaber-Schack double and diagonal complex

Whereas the formal deformation theory of an associative K-algebra leads to the Hoch-
schild cochain complex, deforming a bialgebra H, that is, deforming simultaneously the
multiplication and the comultiplication maintaining the compatibility between the two of
them, leads to a double complex with entries

CEL(H, H) := Homy (H®?, H®Y)

for p,q > 0; see [9, Section 8] for all details as well as [23, Section 3] for more inform-
ation. The columns in this bicomplex are given by the Hochschild cochain complex and
Hochschild coboundary §¥ with values in the various tensor powers of H, whereas the
rows are the coHochschild (also known as Cartier) cochain complexes with coHochschild
coboundary §”, equally with values in the various tensor powers of H:

81} SU 81}
h h
Homg (H ®2,K) —~> Homg (H®2, H) —> Homg (H®?, H®?) — > ...
o 5 5 @.1)
h h
Homg (H, K) ——~ Homg (H, H) —~ Homg (H, H®?) — ...

8Y 8v §v

h B
Homg (K, K) _¥ Homg (K, H) ¥, Homg (K, H®?) —— ...
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Here, we start counting by zero; i.e., the leftmost column and the bottom row will be
referred to as the zeroth column and row, respectively. The vertical (resp. horizontal) dif-
ferential explicitly looks as follows. For each column and ¢ > 0, define the cosimplicial
K-module C*(H, H®7) := Homg (H®*, H®?) with the following cofaces and codegen-
eracies: for any f € C"(H, H®9), set

u > ful, .. u) ifi =0,
(Sff)(uo,...,u”) = f(uo,...,u‘ Ll ooou™) ifl<i<n, -
f@®, ... uP~ 1)<1u ifi =n+1, 22
(o}’f)(ul,...,u"_l) = ft, oo T ™Y, 0<j<n—1,

where 1>, < denote the left resp. right diagonal actions (1.3), and where we, as we will often
do, denote tensor chains by tuples; cf. Section 1.3. Observe that when g = 0, the diagonal
action on K is to be understood via the counit €. As usual, put §¥ := Z"H( 1) 7.

Likewise, for each row and p > 0, define another cosimplicial K- module by
C*(H®? H) := Homg (H®?, H®*) along with the following cofaces and codegen-
eracies: for any f € C"(H®P H), set

1 p . .
u(1>...u(1)®f(u%2),...,uf’2)) ifi =0,
(d ' ®A®idI™) fu'.....uP) if1<i<n,
f(u(ll),,u€l))®u%2)u€72) lflzl’l—i-l,
@l H@. .. uP) = (d ®e®id"/ ) fl,... uP), 0<j<n-1.

Gt ... uP):

(2.3)

Analogously as above, we put §” := "+1( 1)! 8h

Definition 2.1. The cohomology of the total complex associated to the Gerstenhaber—
Schack bicomplex is called Gerstenhaber—Schack cohomology and denoted by

H(H,H) := H*(TotCgs(H. H)).

It is a straightforward check that CS5$(H, H) becomes a bi-cosimplicial object by
means of the quadruple (8¢, 0%, 8%, 67); hence, by the Dold—Puppe generalisation [4] of
the Eilenberg—Zilber theorem, one has

HEs(H, H) := H*(Tot Cos(H, H)) ~ H*(Cying(H)).

Here,
C[ﬁag(H) = CE(H, H)

is the diagonal (cochain) complex with coboundary §%2 := Y"*1(—1)/ §%“¢ with cofaces
given as

S?iag =8 o 8{’ = 8;’ 06} 24)
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2 h h

forall 0 <i <n + 1 and codegeneracies by U;-jia = o]’-’ oo} =0j o0 0]’-’ for0<j<n-—1.

In other words, HSg(H, H) can be computed by the cosimplicial K-module
Ciiag(H) = Homy (H®", H®"), 2.5)
where the cofaces and codegeneracies are explicitly given as follows:

GO, um)

0 0 1 e
”(1)"'”?1) ® ugy .> f(u(z), .. .,u’(’z)) ifi =0,
=GP @ A @I f@O, . i u) il <i <n, 26
f(u(()l),...,u?l_)l)<1u2’1)®u%2)-~-u?2) ifi =n+1, '
diag —
(0 !, ... .u")

=0 @ e@id"/ Y fl, .o owl LT u™h, 0<j<n—1.

We will sometimes say Gerstenhaber—Schack complex to mean the diagonal complex
just introduced, in contrast to Gerstenhaber—Schack bicomplex to mean the full bicomplex.

3. Cyclic structures for the Gerstenhaber-Schack complex

In this section, we will show how to obtain a para-cocyclic structure both on the rows and
on the columns of the Gerstenhaber—Schack bicomplex.
For a few details on (para-)cocyclic modules and terminology, see Appendix C.

3.1. Para-cocyclic structures on the columns

The idea of how to obtain a para-cocyclic structure on the columns goes as follows: when
the Hopf algebra H is merely seen as a k-algebra, that is, ignoring the full Hopf structure,
the Hochschild cochain complex (the first column in the Gerstenhaber—Schack bicomplex)
does not carry a cocyclic structure unless certain (Yetter—Drinfel’d type) conditions are
fulfilled (see [16, Theorem 1.3]) as is the case for, e.g., Frobenius or Calabi—Yau algebras.

On the other hand, using the full Hopf structure incorporated in the left adjoint action
H®M — M,u®mi— uqymS(uep)), it is a well-known fact that for any H -bimodule
M there is a cochain isomorphism

Homy (H®®, M) ~ Homy (H®°, ad(M)) 3.1

such that (via the mapping theorem VIII.3.1 in [2]) the Hochschild cohomology of H with
values in the H-bimodule M is isomorphic to its Hopf algebra cohomology with values
in the left H-module ad(M); that is,

Extye (H, M) ~ Exty (k,ad(M)). (3.2)



D. Fiorenza and N. Kowalzig 126

Explicitly, this map is defined as
£ : Homy (H®", M) — Homy (H®",ad(M))
et o ou") e f(uzl), s u?l))S(uEZ) . ~-u’(12))}

in degree n, where we again denoted tensor powers by tuples. It is easy to see that

(3.3)

g {! ") > gy Uy Ul

gives the inverse. As a side remark, we add here that (at least in case M = H or more
generally if M is a braided commutative Yetter—Drinfel’d algebra) this map even induces
a map of Gerstenhaber algebras; see [15, Example 3.5].

On the other hand, by [16, Theorem 1.2] the cochain complex defined by the right-
hand side in (3.1) can be turned into a (para-)cocyclic K-module provided that M is a
so-called anti-Yetter—Drinfel’d (aYD) contramodule over H ; see Section 3.1.2 right below
for more details. Hence, we will check for M := H®4 for q > 0 whether this is the case
and if so, we will transfer the (para-)cocyclic structure from the right-hand side in (3.1)
by means of the cochain isomorphism to its left-hand side, that is, to the columns in the
Gerstenhaber—Schack bicomplex. Afterwards, in Section 3.2 we explain a dual theory the
full details of which will appear elsewhere.

3.1.1. Hopf algebra cohomology. Define for any left H-module M (with action simply
denoted by juxtaposition) the complex (C*(H, M), 6yr) as follows: put

C"(H, M) := Homy (H®", M) (3.4)

in degree n € N and give it the structure of a cosimplicial K-module (C*(H, M), é.,c.)
by means of the following cofaces and codegeneracies: for every f € C"(H, M), set

u® ful, ... u") fori =0,
G, . . u™y = F@O, .. uiThE L u") forl <i <n, is
F@®, .. u"He™) fori =n+ 1, 3-5)
(ajf)(ul,...,u"*l) = ft, o LT Y, 0<j<n—1.

Defining as usual the differential by §3s := Z:l:ol (=1)8;, the complex (C*(H, M), 8x)
then computes the Hopf algebra cohomology EXt;Iu]g (K, M) with values in M, where
K is seen as a left H-module via the counit. The subscript , here indicates for better
distinction (compared to Section 3.2) that this is an Ext in //-Mod, the category of left
H -modules for the K-algebra H.

3.1.2. Cocyclic structures on Hopf algebra cohomology. Following [16, Corollary
4.13], in order to define a cocyclic operator on (C*(H, M), é., 0.), we have to assume
more structure on the coefficients M : beyond being a left H-module, we also need M to
be aright H -contramodule; that is, it comes equipped with a map y : Homg (H, M) - M
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subject to certain (contra)associativity and (contra)unitality conditions (see op. cit. or [1]
for details; in case H is finitely generated as a module over K, think of a right H *-module).
As in [16, Theorem 1.2], a para-cocyclic operator on this complex is now given by

@@ ) =y iy f (Ul ulys Syl - 1) (). (3.6)

The so-defined para-cocyclic K-module (C*(H, M), 8., 0., T) becomes cyclic; that is,
it additionally fulfils 7" ™! = id in degree n only if M is a stable aYD contramodule; that
is, it obeys the following compatibility between left H -action and right H -contraaction:

u(y(f)) = v(ue f(Su@)(-)uw)), Yue H, f € Homg(H, M), (3.7)

as well as the stability condition
y((=)m) =m (3.8)

for all m € M, where we denote (—)m:u +— um as a map in Homg (H, M).

For example, the trivial contraaction y : Homg (H, M) — M, f + f(1), which we
most of the times suppress in notation, obviously fulfils stability in the sense of (3.8), but
it is equally obvious that it is in general not compatible with the H -action in the sense
of the aYD-condition (3.7) unless H is cocommutative (or unless the H -action on M is
itself trivial in the sense of being given by u ® m — e(u)m), and hence for the trivial
contraaction we in general do not have that t"*! = id in degree n.

Nevertheless, we want to examine the case of the trivial contraaction more closely: the
para-cocyclic operator (3.6) here simplifies to

!, ... .u" = u%l)f(ua), A ”?1)’ S(u%z)ué) . "”?2)))7 (3.9)
and if the antipode S is invertible, 7 is equally invertible with inverse
@ Hw, .. u")
= ufy - ugy uly £ (ST gy - uly uly) u gy uiy), (3.10)

which is the operator we shall deal with in what follows and which is why we drop the
superscript ~! from the notation (i.e., we tacitly exchange the roles of T and 77 !).

As our goal in this section is to find a para-cocyclic operator on the columns in the
Gerstenhaber—Schack bicomplex, we will focus on the case in which M is given by the
tensor powers H®4 for ¢ > 0 seen as a left H-module by means of the adjoint action

uc ('@ ®@vP)i=uqy > ' ® - ®v?) 1 Suw),

where 1>, < denote the left resp. right diagonal actions as in Section 1.3. We will refer to
this situation by ad(H ®7). With this, we form the cochain complex C*(H, ad(H®%)) =
Homy (H ®*, ad(H ®7)) for every ¢ > 0 with differential

Gaa )W, u") = udyy o f@ o u") < Suy)
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n—1

D Gt DA A AN T VLR T
i=0

+ (D" WO, u" Dew™),

which computes the groups Ext;l,a]g (K, ad(H ®7)). As above,

(taa ). u™)

1 1 —1,1 -1 1 -1
= (u(zy Uz Uly) & [ (ST gy - uly uiy) ugyy, - uint)  (311)

hence yields a para-cocyclic operator on (the cosimplicial K-module associated to)

(C*(H,ad(H)), 82a)-

3.1.3. Transferring the para-cocyclic structure. The cochain isomorphism (3.3) for
M = H®, g > 0, explicitly looks as follows:

C"(H,H®?) — C"(H,ad(H®7))
S ) > fuyy . uly) Sy - uly))
gl {g(u(ll), () (ugz)mu?z)) <~ ', .. UM} <—g

for all g > 0, where as before 1>, < denote the left resp. right diagonal actions on an element
f(u',... ,u") € H®4. Hence, (3.2) reads as

Extye (H.H®7) ~ Exty (k,ad(H®7)).
alg

By means of this cochain isomorphism, we now transport the para-cocyclic operator T,g
from (3.11) to the para-cocyclic operator

Talg = E_l O Tad OS
on the Hochschild complex for H with coefficients in H®9, that is, to the columns in
the Gerstenhaber—Schack bicomplex (2.1). Explicitly, after a straightforward computation
this comes out as
(Tag )W) = (uggyuly) & (ST - ulpy) ulyy, . uly') <uly.
A tedious but straightforward computation the details of which we also happily omit yields
@ Ot
1 1,1 20,1 -2
= (u(s)---u?s)S (”(2)"'”?2))) > f(S (). S (u2’3)))
1,1 1
(ST gy - ulpugy - uly), (3.12)

which is the identity if H is cocommutative (which in turn implies S 2 = id). Summing
up, we obtain the following.

Proposition 3.1. For all g > 0, the cosimplicial K-module associated to the Hochschild
complex (C*(H, H®9), §V) for a Hopf algebra H seen merely as a K-algebra (that is,
the columns in the Gerstenhaber—Schack bicomplex) can be given the structure of a para-
cocyclic K-module, which is cocyclic if H is cocommutative.
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3.2. Para-cocyclic structures on the rows

This section can be seen as a sort of dual theory to that developed in Section 3.1 with the
underlying idea being very similar: dual to the above, let M be an H -bicomodule and
consider it also as a right H-comodule coad(M ) by means of its right coadjoint coaction.
Similarly to the above, one has a cochain isomorphism

Homy (M, H®*) ~ Homy (coad(M), H®*) (3.13)

between the coHochschild (or Cartier) cochain complex on the left-hand side and the
(what we call since we did not find a better name for it) Hopf coalgebra cohomology such
that
Extye (H.M) =~ Exty; (k, coad(M)),
coalg

where H foalg this time denotes the enveloping coalgebra. This isomorphism is (for certain
coefficients M such as H itself) again one of Gerstenhaber algebras, which will be proven
elsewhere. As above, we are mainly interested in the case M := H ®q q > 0, now seen

as H-comodules, and here the isomorphism (3.13) comes out as

Homy (H®?, H®") — Homy, (coad(H®p), H®")
nef et uP) s Sugy uly) B f gy uly)) (3.14)
nt: {(u(ll) "'”fl)) > g(ugz),...,u(pz)) — ' ... uP)} g

Although this dual theory is somewhat involved, we will be quite brief and defer most
of the details to a separate publication, notably the comments on so-called countermod-
ules; see below.

3.2.1. Hopf coalgebra cohomology. Define for any right H-comodule M (with coaction
denoted by the usual Sweedler notation M — M ® H, m + m) ® m()) the complex
(C*(M, H),8M) as follows: put C"(M, H) := Homy (M, H®") in each degree n € N
and give it the structure of a cosimplicial K-module (C*(M, H), é., 0.) by means of the
following cofaces and codegeneracies: for every f € C"(M, N), set

1® f(m) fori =0,
G f)m) =1 (d'® A®id"™) f(m) forl<i<n, a1s)
f(my) ® mq) fori =n+1, ’
(0; f)(m) == (id @ e ®id" /) f(m), 0<j<n-—1.
Defining again the differential as the sum over all pieces (that is, by ¥ := 7:+01 (=18,

the complex (C*(M, H),§M) then computes EXt;Imalg (K, M), what may be called the
Hopf coalgebra cohomology of H with values in M, where K is seen as a trivial right
H -comodule via the unit in /. The subscript o, here indicates that this is an Ext in
Comod- H , the category of right H-comodules.
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3.2.2. Cocyclic structures on Hopf coalgebra cohomology. In Section 3.1.2, to obtain a
cocyclic operator, we had to assume an extra structure on the left H-modules M given by
aright H -contraaction which can be seen as a map yps : Homg (H, M) — Homg (K, M).
In the picture at hand, one has to equip right H -comodules with a sort of dual contraaction,
more precisely with a map

yM : Homg (M, H) — Homg (M, K),

again subject to a certain associativity condition (which, however, turns out to be more
involved as the Hom-tensor adjunction only works in one direction). One might call these
objects countermodules, but we refrain from spelling out the details here. Whereas con-
traactions can be thought of as right H *-actions in case H is finitely generated as a module
over K, a counteraction might be thought of as a right H -action on Homg (M, K) =: M*
in case M is finitely generated over K instead.

Dual to Section 3.1.2, we will now focus on the case in which the coefficients M are
given by the right H-comodule H®? for p > 0 by means of the coadjoint coaction

H®P N H®P ® H,

(3.16)
Ml ® ® MP — u(lz) ® ® u{z) ® S(M(ll) ...ufl))ué) --.M(p:,’)v

and we will denote H ®? equipped with this right coaction by coad(H ®?). With this, we
obtain the cochain complex C*(coad(H ®?), H) = Homy (coad(H ®?), H®*) for every
p > 0 with differential

Beoad @', u?) = 1@ flu',... uP)
n
+Y (DI @ A®id"T) ful.... uP)
i=1
+ DT gy ) ® Sy ul)ug Uy,
for f € C"(coad(H ®?), H), which computes the groups EXt;icoalg (K, coad(H ©P)).

Adding now the trivial counteraction y™ : Homg (M, H) — Homg (M,K), f +>¢eo f
given by the counit, one obtains a cocyclic operator as in the following lemma.

Lemma 3.2. In the situation above, for f € C"(coad(H®?), H), the operator

(Teoad f) (Y, ... u?)

— 1 1 p

= S(f Py, ... uby)) >

@)1 P ()1 b4 1 Py, 1 b4
(f (u(z)» cees M(Z)) K- ® f ! (u(z)’ s u(z)) ® S(M(l) T u(l))u(3) T M(3)),
(3.17)

where as always > denotes the left diagonal H -action, yields a para-cocyclic operator.
This operator completes the cosimplicial K-module associated to the cochain complex

(C*(coad(H®?), H), 8coad) to a para-cocyclic K-module, which is cyclic if H is cocom-
mutative.
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Proof. That (C*(coad(H®9?), H), 8., 0., Teoad) With the cosimplicial pieces from (3.15)
and the coadjoint coaction (3.16) gives a para-cocyclic K-module is a nasty but straightfor-
ward computation which we omit. The last statement will follow (somewhat backwards)
from Proposition 3.3. |

3.2.3. Transferring the para-cocyclic structure. Analogously to Section 3.1.3, we now
transport the operator 7.,,q to the rows in the Gerstenhaber—Schack bicomplex by means
of the cochain isomorphism (3.14); that is,

Teoalg += 7]_1 O Tcoad © 1. (3.18)

Explicitly, we obtain the following para-cocyclic operator on the coHochschild (or Cartier)
cochain complex C*(H®?, H) = Homy (H®?, H®*):

(Tcoalgf)(ulv SRR up)
1 (1
= (u(l)mufl)S(f( )(u(z), ...,uf’z)))) >
(f(z)(ugz), . u’é)) ® - ® f(”)(uéz), e u‘é)) ® ub) ---u‘é)), (3.19)

forevery f € C"(H®?, H).
In total, and analogously to Proposition 3.1, we obtain the following.

Proposition 3.3. Forall p > 0, the cosimplicial K-module associated to the coHochschild
(or Cartier) cochain complex (C*(H®P, H),§") for a Hopf algebra H seen merely as a
K-coalgebra (that is, the rows in the Gerstenhaber—Schack bicomplex) can be given the
structure of a para-cocyclic K-module, which is cyclic if H is cocommutative.

Proof. This is an immediate consequence of (3.18) and Lemma 3.2. Since we did not show
the statement about cyclicity and cocommutativity there (as we do not need an explicit
expression for T *1 in what follows), we will do this here. One computes (after a while)

coad
(Tc'i)j'lg}f)(ul, coouP)
= (uyy -y Sty - uy)) > ((S* ® - ® ) gy, u)
A(Sugy - ulyy sy - uls), (3.20)

from which the last statement (as well as the one in Lemma 3.2) is then obvious. ]

3.3. The cyclic structure on the diagonal

By a bi-para-cocyclic K-module we mean a double complex in which both the rows and
the columns are para-cocyclic K-modules, and where all vertical structure maps commute
with all horizontal ones.

As in [11, p. 164], we call a cylindrical K-module a bi-para-cocyclic K-module in
which for the respective vertical and horizontal cocyclic operators in degree n additionally
ot = id s satisfied.
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Theorem 3.4. For any Hopf algebra over a field with involutive antipode, the Gersten-
haber-Schack double complex defines a cylindrical K-module. Therefore, the cocyclic
operator

Tdiag += Talg © Tcoalg = Tcoalg © Talg
completes the cosimplicial K-module (C ‘;iag(H ), 84122 gdiag) from (2.5) to a cocyclic K-

module.

Proof. Foran f € C}
tion comes out as

(Tdiagf)(ul,- n)
(1 -1 D (51 (y! -1 1 —1
= (u(yy - uin S(f V(ST gy - uls ulyy) ugays - uiy'))) B
2 n—1 1 -1
(f( )(S (“(3)“'”(3) u?n))’u(Z)""’u?2) )u’(’l) ® -
® f (ST uly - uly ul ), ul ulpyul,_;y ®1) (3.21)
(3) " UE) U Uy Uy Yoy © 1), -

fag (H ), the cocyclic operator Tgi,g after a straightforward computa-

By the very definition of Tgj,, it is already clear from Sections 3.1 and 3.2 that ( dlag(H ),
§diaggdiagy jg a para-cocyclic K-module; it remains to show that

n+1 __ n+l n+1 _ _n+l1 n+1 __ :
ledg leg Tcualg TC()dlg leg id

in degree n: using the expressions (3.12) along with (3.20), we compute for an f €

dlag(H)

(Tiome Tag - /)™
= (vq, "‘”(1)3(”(4) euly))
1
((S?®--- @ S) (i ' )z, - uy)) < (SQuiy - ubyuls) - uls)
1 1
= (ugyy - uy Slugg) -~ ugy)) »
((S2 @+ ®8)((ufzy -+ ufsyS ™ iy -+~ uly)) > F(ST2(ufs)). ... S (uls))
(87 uggy -+ ulg) )z 1(3))) (S gy ulp)uggy - ufy)
= (u(ry 1S gy () S*(Uz) -+ () S (1t gy - ulyy))
(2 ®---® S [ (S (ufs), .. ST2(ufs)))
< (SCuey 1)) S* iz -+ u(z) S (g -+ Uy (o) - ufy)
=(S?®--®SH)f(S2")....52")).
where we used S (u(2))S(u(1)) = S(u(2))S?(u(1)) = e(u). If the antipode is involutive,
the above expression obviously gives the identity on Ccﬁag(H ) and hence T, 5’1;; id =

Remark 3.5. We want to underline that both 7,; and 7.0 Were only para-cocyclic unless
H is cocommutative, but this restriction somewhat surprisingly disappears on the diag-
onal, which is precisely characteristic for a cylindrical K-module. The condition of the
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antipode to be involutive can be replaced by the notion of a modular pair in involution in
the sense of [3], but we shall not pursue this generalisation here as this is not the main
focus of our present considerations.

Remark 3.6 (Cyclic Gerstenhaber-Schack cohomology). The cyclic operator 745 yields
as in (C.1) the cyclic (or Connes’) boundary B =: Bg,. In particular, if S 2 = id, then
one has Biag = 0 and the triple (Cd'iag(H ), %%, Byi,e) becomes a mixed complex. By
the cyclic Eilenberg—Zilber theorem [11, Theorem 3.1], we know that there is a quasi-
isomorphism of “para-chain” complexes between the total complex and the diagonal one
(see op. cit. for all details), and it makes therefore sense to consider the cohomology of
the complex
(Co(EDIDT), 69 + uBuig).

where u is a degree +2 variable, and call it cyclic Gerstenhaber—Schack cohomology.

Remark 3.7. The cocyclic structure on the Gerstenhaber—Schack complex in Theorem
3.4 will later on also automatically follow from Corollary 4.10 implied by the existence
of the structure of a cyclic operad on the family of K-modules underlying the diagonal
complex.

4. Higher structures on the Gerstenhaber-Schack complex

In this section, we will approach the (K-modules underlying the) Gerstenhaber—Schack
complex from a slightly different point of view, i.e., by exhibiting its operadic (resp. cyclic
operadic) structure.

4.1. The Gerstenhaber-Schack complex as an operad with multiplication

One might be tempted to think that the operadic structure on the (K-modules underlying
the) Gerstenhaber—Schack complex can be obtained by somehow composing and gener-
alising the classical ones for the endomorphism (resp. coendomorphism) operad of the
first column (resp. row) in (2.1), but things appear to be much more intricate involving the
antipode; that is, it probably would not work for merely a K-bialgebra.

Theorem 4.1. The collection {Homg (H®", H®")},>0 of K-modules carries the struc-
ture of an operad with multiplication whose associated cochain complex is the Gersten-
haber-Schack complex.

Proof. Recall first the notation for the (left or right) diagonal action > (resp. <) from (1.3).
As in Section 1.3, we also write [a ® b][c ® d] to express the factorwise multiplication
ac @ bd.

Define then the partial operadic composition for f € Homg (H®?, H®?) and g €
Homg (H®?, H®Y) as follows:

(f oi @', ,uP*a™h

 [iqi—1 —1 o :qp—i 1 i—1 i i+g—1 i+q p+q-1
.—[(1d’ QAT @id?) f(u,... u ,u’(l.+2)---u(i+2),u(i+2),...,u(i+2) ]



D. Fiorenza and N. Kowalzig 134

-1 i P q—1 P+q 1 | P+q 1
[S7 o ay - uGED D) > (- uly ™ @ @ug_yy - uf )
® gy, )" 1)<1(u’(,-+)"-- ugyh) 1977, (@.1)

where A? :=id, Al := A, A? := (A ® id)A = (id ® A)A, and so on. If g €
Homg (K, K) ~ K is an element of degree zero, that is, an element in K, this formula
has to be read by putting A™! := &, or rather

(foig', ... .uP ™) ="' ®e®id”™) f(u',....u' " n(g). ... .uP7").

To check that this indeed fulfils the associativity axioms of the partial composition of an
operad is an ordeal but nevertheless straightforward by enhanced Hopf algebra yoga: in
order to avoid panic attacks among our readership, the full proof is moved to Appendix A,
and we exemplify this here by a low degree computation: for example, let f €
Homg (H®?, H®?), g € Homg (H®3, H®3), and h €« Homg (H, H), as well as i = 2,
j = 3. Then for u, v, w,x € H, one computes

((f o28) 03 h)(u,v,w,x)
=[(f 02 9)(u.v. ws). X5))]
[ST w@wx@) > (wa)xa) ® we)xe) ® h(we) <x@) © 197]
= [[Gd ® A?) f(u. vy w)Xs)]
[ST ey wmxm) > (vaywe)xes) © 8(ve). W X@))]]
[S7 w@wx@) > (wayxa) ® weyxe) ® h(we) <x@) @ 1]
= [(i[d ® A?) f(u, vywn x)][S ™ v W Xe) > (1) ® E(Ve). W) X(s) ]
[wayxa) ® S wwx@) > (We)xe) ® h(we) <x@) @ 1]
= [(i[d ® A?) f(u, vywe x)][S ™ (v wie Xee)) >
(oywaxa) ® [ge). we), X)) < (ST wawx@))]
[we)xe) ® h(wa) <x@ © 1])].

On the other hand, we have

(f o2 (goah))(u, v, w,x) =[(id ® A?) f(u. viywwyX@)][S ™ vy we)xa) >
(vaywayxay ® (g 02 1) (V) W), X)) ]

= [(id ® A?) f(u, vy w X)) [T Ve weE)xE) >
(v wmxa) ® [g(ve). we). X))

[STHw@x@) > (we)xe) ® h(wea) < x@3) @ 1])]
= [(id ® A%) f(u, vywenyx7) ][S T vy wie) X(e) >
(vywaxa) ® [gva), W), X)) < (ST Wax@))]
[weyx@) ® h(wea) < x@) @ 1])],

which is the same expression as above.
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To see that we moreover deal with an operad with multiplication, define the multiplic-
ation element 1 € Homg (H ®2, H®?) by

pu,v) = Av) = umva) ® U@)ve), (4.2)

along with the identity 1 := idg € Homk (H, H) and the unit e := 1 € Homg (K, K) ~
K. From the counitality of the underlying coalgebra, one immediately obtains y o; e =
@ oy e = 1 and likewise, for u, v, w € H, we easily compute

(nor w)(u,v,w)
= [(A ® id)u(u@Eve), we)][ST Ueve we) > 1ua), vay) <wa) @ 1]
=[(A®@id)u@v, w)|[1 ®1® 1]
= UDHVMWA) B UR)VR)W(2) B UB)VE)W(S)
=[(d® A)pu@, vw)|[1 ®1® 1]
= (1o w)(u, v, w).

As for the second statement, it is a straightforward check that the differential (2.4) on
the diagonal complex is indeed as in (D.4) given by

5 f = (<7 . f),

for f € Homg (H®?, H®P), where {-,-} is defined as in (D.3). Since to see this nearly
the same computation is required as the one we shall execute in the proof of Lemma 4.7,
we skip it at this point. This completes the proof. ]

Remark 4.2. One can probably relax the condition of the antipode to be invertible and
replace the operadic composition (4.1) by its opposite which would use the antipode itself
instead of its inverse. We do not pursue this generalisation here as in the next section we
are mainly interested in the case of an involutive antipode.

The following is then automatic by a well-known result; see Appendix D.1 and the
references given there.

Corollary 4.3. For any Hopf algebra with invertible antipode, its Gerstenhaber—Schack
cohomology is a Gerstenhaber algebra.

Explicitly, the cup product and the Gerstenhaber bracket are given by (D.2) and (D.3),
respectively, with the operadic composition of (4.1); see also Lemma 4.7 below.

Remark 4.4. The question of the existence of a (nontrivial) Gerstenhaber algebra struc-
ture on Gerstenhaber—Schack cohomology has been asked in the literature several times
before [6,9,25]. In Section 5, we shall show that if H is finitely generated as a module
over K, then the Gerstenhaber bracket from Corollary 4.3 vanishes in cohomology and one
rather obtains an e3-algebra structure, that is, a bracket of degree —2 which is compatible
with the cup product (see, e.g., [22, Definition 5.1] for a definition).
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Example 4.5 (Universal enveloping algebras of Lie algebras). A simple computation for
the enveloping algebra of a Lie algebra in, say, degree one, shows that the Gerstenhaber
bracket from Corollary 4.3 on Gerstenhaber—Schack cohomology does not vanish; see
(1.1). However, if the underlying Lie algebra is abelian, that is, if the enveloping algebra
is both commutative and cocommutative, then the bracket vanishes again.

Remark 4.6. In Section 4.2, we are going to show that this Gerstenhaber structure is
actually part of the stronger notion of a BV structure.

Lemma 4.7. The cup product is explicitly given by the formula
(f v o', ... uP™)
= [y uly)) <@l ul T @ (ulyy - uly) o gl uly ). (43)
for f € Homg (H®?, H®?) and g € Homg (H®?, H®9).

Proof. The cup product that belongs to the Gerstenhaber structure arising from an operad
with multiplication is computed by the customary formula

f~g=(oz2g)or f

Using (4.1) and the expression (4.2) for the multiplication element u, we see by multiple
coassociativity and the antipode identities for a Hopf algebra that

((Moz g) o1 f)(u1 Mp+q)

= [(A77" ®id?) (1 02 @) (s - uly uly ', uly )]
[S7 uyy - uly D o flugy. .. ubly) < @Byt ul T @ 194]
= [(Ar" @id)([(d @ A plugsy - ufyy ufy - ufy )]
(57l el o sy @ gl )]
[ 1(”22)"'”(2) )Df(u%l),...,u(l)) < (ufS_l-- f’l—;q)@l@q]
= [y uly @ @iy gy Ul @z U)W ul )]
[S7 gy - uly ) v flugyy. - udy) < @l ufy ) @ 199]
= Sy, oufy) S Qi ulTD @ gy ufy) v gl ufy .
which is the desired formula. [

Remark 4.8. This formula coincides with the cup product given by Taillefer [25, Propos-
ition 4.1 and Remark 4.2] on the total complex when restricted to the diagonal.

4.2. The Gerstenhaber—Schack complex as a cyclic operad with multiplication

Since we showed in the preceding section that the cosimplicial structure on the family
{Homg (H®", H®")},>0 of K-modules induced by its operadic composition (4.1) coin-
cides with the one of the diagonal complex described in (2.6), we will from now on also
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use the operadic notation
Caing(H)(n) = HomK(H®", H®n)1 Vn = 0.

The aim of this section consists in showing that this operad with multiplication is in fact a
cyclic operad with multiplication by means of the cyclic operator tg;,g introduced in (3.21).
As a consequence, we have by a (by now) well-known theorem that the Gerstenhaber
algebra structure on cohomology mentioned in Corollary 4.3 is in particular BV; that is, it
fulfils the equation

(/g =—(D/Bf v g—f~Bg+(=D'B(f - g).
for f, g € Cyiag(H)(p); see Appendix D.2.

Theorem 4.9. For any Hopf algebra with involutive antipode, the diagonal cochain com-
plex constitutes a cyclic operad with multiplication.

Proof. To check that the cyclic operator (3.21) is defining a cyclic operad with multiplic-
ation w.r.t. the operadic composition in (4.1) is a straightforward computation without any
tricks, but nasty. As before, being merciful with our readers, we will move the full proof
to Appendix A and verify at this point only a nontrivial example in low degrees. More
precisely, in order to illustrate (D.6), let f € Caiag(H)(2) and g € Cgiag(H)(2) and note
first that, for u, v, w € H, one has

S((f o1 9DV, v, w)) & ((f o1 P, v,w)® (f o1 ©)P(u, v, w))
= S(g™ (u@y. vay)wa)) &
(6@ uy, v we ® (v weE S (f @ ve), ww)) & f P e ve), wa)).

Using this, one obtains

(Tdiag(f o1 g))(u,v,w)

= (v S((f o1 V(S uEvewe). ue). ve))) >
((f 01 P (ST U@ v weE): U@, va))way
® (f 01 9P (ST U@ wEe). 1@, ve))we) ® 1)

= (@ Se)S (g (S wevewe)n. ue))) >
(57 e vEewE) ) 1e) V@ wa)
® (S7 e vewE)@uevwS (/P (ST uevewe) et ve))) >
(fP(S™ v wE) @U@ vs)we) ® 1))

= (@S (S uEpewe). um))) > (€2 (S UeEvewe) u@)vnwa
® (S~ e ww)ve S (fP (5 vwwe). ve))) >
(fP (S v@we) ve)we © 1)),
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On the other hand,

(Tdiag& ©2 Tdiag J ) (U, v, W)
= [(id ® A)tgiagg (U, vy w(a)) ]
(ST wewe) > (vaywa) ® - @ ufy_py ® Taie f (V). W) ]
= [(d® 2)((uyS (P (ST v we) uw))) >
(P (ST wErmwe) 1@ vewe ® 1))]
[S7 v we) > (voywa) ® (v S(f P (ST vwwae). ve))) »
(fP(ST vawwe), ve))we) ®1))]
= (@S (S werewe) ue)))
(P (57 w@vEewE) 1@)vawa
® (57 (v w)va S (P (S vwwe). ve))) >
(fP S vwwe), ve)we) 1)),
that is, the same expression as above.
Checking (or rather illustrating at this point) the identity (D.5) is left to the reader and
(D.7) was already checked in Theorem 3.4.

Finally, let us see that the operad is not only cyclic but indeed cyclic with multiplica-
tion, that is, that 7gi,g © 4 = . Indeed,

(Tdiag o I/L) (u, v)
= (u@SEP (S weve) um))) & (1P (ST e ve) ue)va © 1)
= (umS(ST uwre)mum)) > (ST wwre)eue)va) @ 1)
= (U S(S7 u@)veE)u)) > (S™H @ve)uEva) ® 1)
=wv)>(1®1)
= p(u,v),

which is what we wanted. This concludes the proof. ]

Being the structure of a cyclic operad with multiplication given on the diagonal com-
plex that computes Gerstenhaber—Schack cohomology, Theorem 1.4 in [21] then has two
important consequences. Firstly, we immediately reproduce Theorem 3.4 by the follow-
ing.

Corollary 4.10. Together with the cocyclic operator (3.21), the cosimplicial K-module
from (2.5) becomes a cocyclic K-module.

Secondly, we obtain the following.

Corollary 4.11. For any Hopf algebra over a field with involutive antipode, its Gersten-
haber-Schack cohomology groups form a BV algebra.



Cyclic Gerstenhaber—Schack cohomology 139
S. The finite dimensional case

In case the Hopf algebra H is finitely generated as a module over K, a result by Taillefer
[25, Theorem 3.4] implies that

HEs(H. H) ~ Extyp (K. K) ~ Ext} (K. K), (5.1)

where YD denotes the category of (left-left) Yetter—Drinfel’d modules over H and D(H)
denotes the Drinfel’d double of H; see, for example, [14, Chapter IX, Section 4] for a
description. As D(H) is a Hopf algebra as well (the antipode of which is involutive if this
is the case for H), the cohomology groups on the left-hand side in (5.1) can be computed
by the cochain complex C*(D(H), K) from (3.4) with differential obtained from the
cosimplicial pieces in (3.5). In particular, the underlying K-modules in (3.4) constitute
an operad with multiplication (see [16, Equation (5.1)], which is cyclic if the antipode
of H is involutive) but the corresponding Gerstenhaber bracket formed as in (D.3) turns
out to be zero when descending to cohomology [25, Remark 5.4]. On the other hand, the
customary Hom-tensor adjunction induces in each degree n > 0 an isomorphism

C™(D(H).K) ~ Cll,y(H) (5.2)

of K-modules and hence the operadic structure on C" (D (H),K) induces one on Cg,,(H)
as well, which, in general, is different from the one given in (4.1).

On top, the isomorphism (5.2) is in general not one of the cochain complexes and
hence the induced operadic structure on dlag(H ) does not produce the correct differential
§4a¢ obtained from (2.6) to compute HSs(H, H) when seen as an operad with multiplic-
ation in the sense of (D.4). Varying the isomorphism (5.2) by composing it with maps of
the type in (3.3) or (3.13) or combinations thereof does not help.

On the other hand, as both cochain complexes C*(D(H),K) and Chag(H ) do com-
pute the same cohomology, they are quasi-isomorphic; moreover, as H is finitely gener-
ated as a module over K, (5.2) implies that they must actually be isomorphic as cochain
complexes. Cochain complex isomorphisms between C*(D(H), K) and dlag(H ) are,
however, neither unique nor canonical. Although there is a priori no reason why among
various such isomorphisms there should be also a morphism of operads with multiplic-
ation, one nevertheless might be tempted to expect that the Gerstenhaber bracket from
Corollary 4.3 vanishes in cohomology as well in case H is finitely generated as a K-
module.

We prove this by a direct computation.

Theorem 5.1. Let H be a finite dimensional Hopf algebra over a field of characteristic
zero. Then the Gerstenhaber bracket from Corollary 4.3 vanishes in HSq(H, H).

Proof. This can be proven by a direct but annoying computation, which relies on the

following observations: first, if f € dldg(H ) is a cocycle with respect to the differential
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S4iag> One can verify that
SN L Py =0 (5.3)
i=1

and also that £(1,...,1) = 0for p odd and f(1,...,1) = 1®? (or K-multiples thereof)
for p even. From this it follows that

1 P 1 r _ .1 b4 1 P
f(u(l),...,u(l)) ®u(2)---u(2) = Uy U ® f(u(z),...,u(z)), 5.4)

and inserting this into the operadic composition (4.1) one can see (with some patience) that
{f, g} for two cocycles is either zero or a coboundary, hence it vanishes in cohomology.
For the sake of (paper) compactness, we will elucidate here how to do this for the lowest
degree case of two 1-cocycles, which nevertheless makes clear which kind of algebraic
manipulations is used in order to tackle the general case. To give an idea of how the length
of the computation increases while the kind of manipulations occurring in it is basically
unchanged, the detailed computation of the bracket of a 1-cocycle and a 2-cocycle is given
in Appendix B.

So, letboth f, g € C

dliag(H) be 1-cocycles; that is, for u, v in H we have

Flua)vay ® upyve) — A(fuv)) + umvay ® ue) f(v@e) = 0. (5.5

Putting first u = I and then v = 1 in (5.5) and subtracting the two resulting equations one
from another lead to

Su) uey +uay @uey f(1) — f(Dug) @ue) —ua) ® f(ue) =0.  (5.6)

Moreover, putting bothu = v = 1in (5.5)leadsto f(1) ® 1 — A(f (1)) +1® f(1) =0;
thatis, f(1) is a primitive element. However, a finite dimensional Hopf algebra over a field
of characteristic zero does not have any nontrivial primitive elements [5, Example 4.2.16];
hence, f(1) = 0, which is (5.3) in degree one. Putting this back into (5.6), we obtain (5.4)
in degree one. From this, one further obtains

Sy @u@e) @ue) =ua) ® A(f(uw))
=uq) ® f(up) uea
=uq) ®up) ® f(uem), (5.7

where the last two steps again follow from (5.5) evaluated for u = 1 resp. v = 1, along
with f(1) = 0. We then have

Su@)S™ u@)gway) =ml (g ®S™ @id)(um) @ up) ® f(ue))
= m(z)P(g ®S!'® id)(u(l) ® fluw)® u(3))
=m2(d®S™" f ®id)(g(uq)) ®up) ®uga)
= mgp(id ® S_lf ® id)(u(l) Qup) ® g(u(3)))
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=ml (id® ST ® &)ua) ® f(u@) ®ue)
=mg,([d® ST ® g)(f(uqa)) @ u@) ®uew)
= g(u@E) S (u) fuqg)).

Hence, { f, g} = 0, which concludes the proof. L]

From [7, Theorem 5.7], the subsequent corollary follows at once.

Corollary 5.2. For any finite dimensional Hopf algebra over a field of characteristic zero,
its Gerstenhaber—Schack cohomology is an e3-algebra by means of the cup product from
(4.3) and the degree —2 bracket

{{f.g}} :== (=T (Bf) « (Bg). (5.8)

for f,g € HS(H, H), where B is Connes’ cyclic coboundary obtained from the cocyclic
operator (3.21) as in (C.1).

Remark 5.3. The e3-algebra structure on Hgs(H, H) from Corollary 5.2 is presumably
different from the one exhibited in [13, 23, 24] as the latter does not rely on the finite
dimensionality of H. In particular, the constructions in op. cit. would apply to the envel-
oping algebra of a nonabelian Lie algebra, whereas Example 4.5 shows that this is not the
case for the construction in Corollary 5.2.

A. Full proofs of Theorems 4.1 and 4.9

Proof of Theorem 4.1. It remains to show in full generality that the composition defined in
(4.1) indeed is an operadic one; that is, it fulfils the identities in (D.1). To prove the vertical
composition axiom, that is, the middle identity in (D.1), let f € Homg(H ®p HO®P),
g € Homg (H®4, H®?), and h € Homg (H®", H®"), as well as i < j<q+i—1.We
compute

((f o g) o h)(ul ,,,, uP+q+r—2)

=[G/ ' @ AT @idP I (f o; g)

1 j-1 ]+r 1 j+r p+q+r—2
W Ty UGy Wy MGy )]
— p+q+r 2 p+q+r 2 o J p+q+r 2
[$74 w5 o (o oulyy ® @ ug;_gy Uy
w1 jAr o pratr=2 ®p+q—j—-1
® h(uyy. ..l A S @l u ) ) ®1 ]

=[(id/ o AT @idP T ) [d T @ AT @idPTY) ful, .., Vil

ui ~--uj_1 uj z+q+r -2 uz+r+q—1 p+q+r 2)]
(i+2) GADUG+i+3) U G+i+3) CHG+ita) U(j+i+a)

—1,,,i =1 p+q+r2
[S70 0y M Mg Ui )P
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(u’&1)'~-u{131u{f+z) - f]trq;r 2®--~®“ii—1)"'“{i:11)”{f+i) ' 6++q’)+r B
®g(ué,~),~-~“ji;1‘“(j+i+1) i (::Hrll)’ (J++r;+1) l(;r+q;rrl)2)
q(ui;}:?f;)l“ é,]trqlig)z)) 1®P—’]][S—1(u(j+1)..-u(pjﬂ;‘ls-r—z)
(lyy = ufy T @ @y TR @ Gy
S ) g 1o

— [(i¢"" & A2 @ iaP )
. ,,ui_l,uii+2)"’"{i:rlz)"{j+4) l(j—_'q—z-)r 2 ui;i:—)q—l,___,u{j:qg’—l)]

[S_l(uiiﬂ) mu{’:rll)u{fﬂ) (pftq;)rr %> (”(1) ”fl_)1 Q- ® uéi*l)"'u{i_—ll)
® (i~ @ A1 @id il

(8Gays sty sy ) iy )

QT TT) @ 1977

[y uly T @ @y u I

ST G gy Gy T @ @y gy I

N R PYVRE)
= [(id"~! @ AT 2 @ iaP =)

S, "’”i_l’“iiJrz)"'”{i:rlz)”{jﬂ) l(;rjrlr)r ’ ”i;ri;r)q_l*""”{/:qstr_z)]

[Sil(uéiﬁ»l)'”u{iji—ll)u{j+3)'”uz:r—;—)q Z“I(;rlj)q 1"'“6T4J)rr_2)

(”él) ...ué’lij*’*z Q- ® uéi—l) ...ugt‘li)“ﬂ

® (0~ @ A7 g ideH =)

g0y oty sy G

< ( Z‘rl;r)q_l"'”(pjtqz;ﬁ ST (”(j+1) (pj-:-ql_;—r 2))]

Jj p+q+r 2 J p+q+r 2 J j+r 1
[6sy ¥ ® - ®u_yy vy gyt

‘ %t’ Gy @ (BT i ) @197
= [(idi_l Q AdTT—2 ®idp—i)
Ol A5
[Sil("l&iﬂ)"'”(fi;ll)"{jﬂ) ' Z(Jt:;r)q Zul(;ij)q = 'uaﬁziriz)b
(uél) é’l‘)HI‘Fr 2. ul(i—l) mu(pittf)ﬂ—z
® [/ @ AT @idd i/
g(uii),...,u{igl,u{j+2) f,t:z)ly f;:z) ‘(;rjg)’ 2)
a8~ l(u(jﬂ) ui;“zsrf2)][u{i)...uz;rq+r 2g .. ®u(] 1)"'”1(!)j+—ql;rr72
oy 2 g

& (19 G ) @197
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where in case i = j we read this by means of u; ---
On the other hand, one has

uj—1 = 1land {y,,...

143

,Mj_l} = 0.

(f oi (g 0j—ig1 W) (', ... uPTItr=2)
= [(d~! ® ATTT2 g id?~)
e AT )
(57" @y gry - Zi‘gr 2)'>(”l(1) ff)rﬁr 2®“'®“§i—1)'“”§t‘f)+r_2
® (g 0j—itt MYy, . u T2y @ T BT @ 1807 ]
_ [(idifl ® AITT2 g idP )
f(ul""’ui_l’u€i+2)”'u{i:—lz)u{j+4) l(;rijtr)r ~ é;rf;;r_l*"” S
[Sil(uléiJrl)“'u{i;ll)u{j+3) ’ l(;ri;)r ’ l(f-fltr - Zi‘{fﬂw
(wy - uly T @ @y G T
®[(d/ ™ ® AT @id? T/
80yl sy oy g )
(s~ (“(/+1) : “Uﬂ)r %) e gy u T @ @y
S BT T e RN
< (uix‘ﬁr_l ~~-ug;rq+r_2)) ®19777]
_ [(idi—l ® AdTT2 ®idp—i)
Sl T gy gy Gy Gy )]
[Sil(u€i+1)“.u'(iilll)u'(ij+3) ’ l(ﬁ:)q ~ l(;t:;)q b ﬁiqzj;riz)b
(-l T @ @y uf T
® [(id/ 7 ® A1 @iddFi—IiTy
g(“ii)"“’“{igl’“flﬁz) : (1++rz)l’ (]]++r2)""’ i;ﬁ;r)riz)
ST 0y gy NGy T @ @y ul T
® hul;y. o ufy ) @ @A w5
® (1®q—j+i—1 4 (ui;r_-li—)q—l muﬁﬂ_—'_ql-)kr—z))]) ® 1®p—i]’

and by staring on this for a (probably not so) little while, one sees that this indeed coincides

with the expression obtained above.

The remaining identities in (D.1) that amount to the parallel composition axiom for an
operad are left to the reader. Hence, the family of K-modules

Ciiag(H)(n) := Homg (H®", H®"),

defines an operad in K-Mod.

forn > 0,
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Proof of Theorem 4.9. It remains to prove that (D.5)—(D.7) are fulfilled with respect to
the operadic composition (4.1) and the cocyclic operator (3.21). To start with, let us check
(D.6). Note first that, for f* € Cyiag(H)(p) and g € Caing(H )(g), one has

S((for P!, uPtr ) b
((f o1 P, uPTIY R ® (for g)PTI VWL, ... P+l

= 5(sW sy, ufy iyt gy v
(D @l uful - ul T @ @ gDy Sl
®("%2)"‘"?2)”?;J:1) f;trql)l (f(l)(”é)"'"‘(13)*"?q+2)"" {qiqz)l)))
(f(Z)(uE3)...ué),u?‘ﬁ_z)“” &Tz)l)@'”@f(p)(uéa)"'”?3)’“(q+2)~-- (pq-:—q2)1)))'
Using this, one has
(taiag (f 01 @), uPTI71)
= (uyy {;)rq S((f o g)(l)(s_l("gz)" ”f;)rq - {pt—qq 11)) Uiz {ZJ)rq %) e
((f o1 @ (57l ulF 2l ) uly Tl
® (f o1 P (ST by - ul I PuP O D BTl 1)
= (4@ (lJ)rq 2S(“((Iz) {;)rq %)
S(g(l)(S* (u(s)--~uq_) u(q+4) . &4:14)2 (pp++q 1))(1),u%2),...,u?2_)1)))|>
(g@ (S ulsy - uln ul - ul A2y bl BT g
® 8PS sy 1fs) gy UGy W gyl Iy o G
®(S_l(“(s>"'”?5 Wgray Uiy Wprgon) @Gy Uy Wy Uy
S(f'(l)(sfl(u%s)...uf(lsf)lu?qH)...u&tq4)2u1(z)p++q 1))(3)14(4) (5 ,u‘(Iq+3),... ;;tqe’)z)))
(DS sy ulsy iy w0 G ) oty -l g ysy G T @
® /(s (”<5)"'"?5_)1”((]q+4> A A IO AR A R AR €p++qq__12)

® 1))
(1 q—1 (1) - p+q -2 p+q 1 1 gq—1
= (ufyy - ulyy SV ST sy - uly gy u G ) by iy D))

(e@ (™ aulsy v ulsy gy o u fp+fq+11)) gyl Wy uly T
® g V(ST ugyy uly) ulypay u G UG ) ey -y Dy G
® (S_l(ul(lq+3) é;-:q3)2 gfq)l)u(q) g]—;—q -

S(res (4g+2) "'”&trqz;zuf;fq_—ll))’ Uig+1y qtrql)z)))

(/(2)(S 1("(q+2) ’ ﬁziqz)z f)p+-fq 11)) ”?q+1)* (p+-lf1q 21)) fgq 1

® L PUST ly + Uy Ht) Wry - W g W gy ® 1)
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On the other hand, one equally tediously computes

(Tdiag€ Og Tdiag f) (', ..., uPT41)
- 1g— — — 1
=[(d?7" ® AP Nrgeg ... ud l,u‘(Iq+2) f;-:-qz) )]
—1,.4 P+q 1 P+q 1 P+q 1
[$7 @y iy ) o (o ul T @ @y uf I @t Syl

= [(idq—l ® Ap—l)((uzl)

ufy' (g (s 71(“(13)"'”((17)1"?2%3) U a1y ) >
(e@ (ST sy rulsy ulyg iz (pz:i; f)p++‘12q1>) ”(2)""'”?2_)1)”?%4) : <’;++"4>2“€”p+fq+ln®“'
® g (S gy - (_) Gaas) " Ulagtm Mo ag) Moy ey Wag iy + o2yl g1y
® 1))][‘S‘_l(”‘(lcﬁﬂ) fq:q3)2 f)ptfq)l) > (1] ON ﬁ;rq lg...® ”((Iq—l) fq+ql)l
®(“‘(lq)"'“(’gq725(f(l)( AP “fqiquufpiqt:l))’“‘(1q+1>’"' (Ziql)z)))
(r@(s AR &142)2 f’p++qq 11)) Uiggryse oot (qiql)z)”fqtqq@‘“
® f(p) (S_l(u(q+2) f;-:.qz)z fp+-fq 11)) u?q+1)’ e é;-:ql)z)uf:fq—lZ) ® 1))]

= (ugyy "'“?Bls(g(l)(sil(ués) "'”?331“gq+4) &iq4)2”(pp++qq+ll))’”%2)’""”?51))) >
(82 (™ tugsy - ulsy "l sy f;++q4)2 (ptan) oyl Dy = ulyy ™ @

(q) — q—1 p+q -2 P+q 1 1 q—1 q P+q 1
® V(ST gy sy Uy yy U lpsey Wlprgan) My Uy Migony UG

® (57" uly gy uyihy u f;fq)l)”(q) gy

N e A TN S TN NI AT AR o)) B

(O ST gy Uy M) Wy - Wl gty ®
®f(p)(s_l(u((lq+2) ’ &TZ)Z f:rfq 11)) ut(lq+1)"" (p+fq 21)) {qu_—lZ) ® 1))

which by half an hour staring on it hopefully without getting mad one can realise that this
is the same expression as above.

Checking the identity (D.5) is left to the reader and (D.7) was already checked in
Theorem 3.4. This concludes the proof. ]

B. Addendum to the proof of Theorem 5.1

In this appendix, we illustrate how the computational complexity increases if one passes
to the next simple situation: we show that { f, g} = 0 in Gerstenhaber-Schack cohomo-
logy for a finite dimensional Hopf algebra over a field of characteristic zero, where f €

dldg(H ) is a 1-cocycle and g € C2,_(H) a 2-cocycle. The cocycle condition in degree
two explicitly reads

iag

g(u(l), v(l)) <QwW() Q@ U@R)V(2)W(2) — (A® id)g(uv, w)
+ (1d ® A)g(u, vw) —umyvmwa)  uwe) > g(w), we)) =0, (B.1)
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for u,v,w € H. Putting v = v = w = 1 in (B.1) and applying either (id ® ¢ ® ¢) or
(¢ ® £ ®1id) to it yield the equations g (1, 1)e(g@ (1,1)) = e(gM(1,1))e(g@(1,1)) =
e(gM(1,1)g@(1,1);hence g(1,1) =1 ® 1 (or a K-multiple thereof). Putting v = w = 1
in (B.1) and applying (id ® ¢ ® ¢) to it give g (u, 1e(g@ (u, 1)) = u((e ® £)g(1, 1)),
whereas with u = v = 1, one obtains (g™ (1,u))g® (1,u) = u((s ® £)g(1, 1)). Setting
again v = w = 1 resp. u = v = 1 in (B.1), applying (id ® id ® ¢) to it, and using the
identities just obtained yield

gu, 1) = ((e®e)g(1,1))Au = g(1,u),

which is (5.3) in degree two. With similar manipulations one can even show that
um ® guwy, 1) = [Au]lg(1,1)] = [g(, D][Au] = g(1,uqa)) ® u( and from this

(A®id)gu,v) = (1d® A)g(u,v). (B.2)

In (B.1), choose the variables to be cyclic permutations of (u, v, 1). Operating subtractions
between the resulting equations and inserting all of the above into their outcome, one
finally ends up with
gy, vy @ u)ve) = umva) ® gUw). V@) (B.3)
which is (5.4) in degree two. Written in components g(u,v) = gV (1, v) ® ¢@ (u,v) €
H ® H, this means that
gy, v1) ® g @y, vay) ® ue)ve)
= umva ® g e ve) ® 8P (). ve). (B.4)

which is the crucial identity we are going to repeatedly use now: the Gerstenhaber bracket
of fand greadsas{f,g} = f o1 g—go1 f —go2 f,where

(f 01 ). v) = [AfuaveE) |[ST Ueve) > ). vay)].
(g o1 /. v) = [gu@). ve)][S ™ ueve) > fuam) <va) @ 1], (B.5)
(g o2 ), v) = [g,v)][S™ (vi) & (vay ® fv))]-

Using (5.4) for f, the last one of these equations becomes

(g o2 ), v) = [gu, va)][S™ (@) > (f(v) ® v(2))]
= [g(u, va)][S™ () f(va)) ® 1],

whereas using the cocycle condition (5.5) for f along with (5.7) and (B.4), the first equa-
tion in (B.5) becomes

(f o1 8)(u,v)
= [f(u@)vE) @ u@yv@) + uEve) © uw f(v@)]
[S7T w@ve) > . vay)]
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fu@)ve) ® u@ve + u@ve) ® uw f(ve)]
ST eP e v@)) > (mvay ® 8V (), ve))]
fu@)ve) ® u@ve + u@ve ® uw f(ve)]
ST g® W) ve)) > (ayva) ® £ W) ve))]
= [Au@ e[S (g? @), ve) > (fum)va ® ¢V e, v@))]
+[AwEeE)][ST(gP e, ve)) > (o) ) © ¢V W), ve)]-
From this it is now clear that for having { f, g} = 0 it is enough to show that
[A@ve)][ST (P @y, vay) > (1© ¢V way. vay))]
= [g(u@). ve)][S T mmva)) ® 1],

which is seen using repeatedly (B.2), (B.3), and the two-sided counitality of the underlying
coalgebra, that is, e(u(1))u2) = u@)e(U)):

[Aweve)][ST (g? @a). vay) > (1 ® eV way vay)]
= [Aueve)][STHEe® @y, vay @) ® STHeP (ua), vay) ) g™ ay, vay)]
= [Aee)][S7H (P @), va)) ® e(eP ). vay)]
= [A(g®P @, v@)][S 7 (g @) ve) ® eayv)]
= [A(e® @, )][S (g, v) ®1]
=
=
=

=1
[
=1
[

(g
A(g® way, vay)eve) ][ (g way. vay) @ 1]
A(g™ (). v2)) (e ). v)) [S ™ yvay) ® 1]
gV @) ve) ® g?we). ve)mea(e® U ve)@)][S ™ Mayva) © 1]
= [gue). ve)][S™ (@) ® 1].

Hence, we have { f, g} = 0 for a 1-cocycle f and a 2-cocycle g, as claimed.

C. Cocyclic and para-cocyclic modules

Para-cocyclic K-modules [11, p. 164] generalise cocyclic K-modules by dropping the
condition that the cyclic operator implements an action of Z/(n + 1)Z on the degree n
part. Thus, a para-cocyclic K-module is a cosimplicial K-module (C*, §., 0.) together
with K-linear maps t, : C" — C" subject to

5 81'_1 oty ifl1<i<n,
Ty ©0; =
e 8 ifi =0,

{Oi—10Tn+1 ifl1<i=<n,

On 0 T2, ifi =0.

Ty © 0
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These relations imply that 7! commutes with all the cofaces and codegeneracies. If one
additionally has
ot = id,

the para-cocyclic module is called cyclic. As common [17], we also introduce the cyclic
coboundary
B := No_i(1 = (—=1)"tu+1), (C.1)

where

n
0_1:=0uty+1 and N := Z(—l)””r,’;
i=0

are the extra degeneracy and the norm operator, respectively.

D. Algebraic operads

D.1. Operads and Gerstenhaber algebras

By a non-X operad O in the category of K-modules we mean a sequence {O(n)},>0
of K-modules equipped with K-bilinear operations o; : O(p) ® O(g) — O(p +q — 1),
i =1,..., p, that respect the following compatibility (or associativity) relations (see, for
example, [18, Definition 1.1]):

oy =0 ifp<iorp=0,

(poj y)Civr—1 ¥ if j <i,
(poiv)ojx=q@poi(Woj—iv1y) ifi <j<q+i,
(poj—g+1ix)0i ¥ ifj>q+i.

(D.1)

An operad is called unital if there is an identity 1 € O(1) suchthatp o; 1 =103 p = ¢
forall p € O(p) and i < p, and the operad is with multiplication if there exist elements
called the multiplication u € O (2) and the unit e € 9 (0) such that yt oy . = @ o5  and
L o1 e = poye = 1. Wedenote such an object by the triple (O, u, e).

An operad with multiplication (@, u, e) naturally defines a cosimplicial K-module
[20] given by O? := @ (p) with faces and degeneracies ¢ € O (p) given by §pp := L 03 @,
Sio:=¢po;ufori=1,...,p,and §p41¢ := o, ¢,along witho;(¢) :=¢@ojiq efor j =
0,..., p — 1. Hence (by the Dold—Kan correspondence), one obtains a cochain complex,
which we will denote by the same symbol @, with @ (n) in degree n, with differential
§:0(m)— 0O+ 1)givenby s := Zf:ol (—=1)!8;, and cohomology defined by H*(©9) :=
H(O,$).

The cup product, on the other hand, is defined as

Ywp:i=(uory)orp € 0(p+q)), (D.2)
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for ¢ € O(p) and ¥ € O(q), and then (O, -, §) yields a dg algebra. One also defines the
Gerstenhaber bracket by means of

{p. v} = @iy} — (=P D@Dy (1 (D.3)

where p{y} := 3°7_ (=) DDy o, ¢ € O(p + g — 1) is the brace [8, 10], the sum
over all possible partial compositions. Notice that one has {u, u} = 0 as well as

S = (=), o} (D.4)

Descending to cohomology, it is not too difficult to verify that (H*(@), -, {,-}) forms a
Gerstenhaber algebra [8,9,20].

D.2. Cyclic operads and BV algebras

A cyclic operad (O, T), probably first introduced in [12], is an operad (@ in the sense of the
preceding paragraph that comes with a degree-preserving linear map 7 : O(p) — O(p)
for p € N such that

(oY) =tpo_1 Y, forp>2,4>0,2<i=<p, (D.5)
t(por¥) =t ogte, forp>1,q>1, (D.6)
o = idoy). (D.7)

for each ¢ € O(p) and ¥ € O(q). A cyclic operad with multiplication (O, u, e, ) as
introduced in [21] is both an operad with multiplication and a cyclic operad, such that

Tw=_yu.

Again, descending to cohomology, it is a not too easy check that the (H*(0), -, {-,-}, B)
forms a BV algebra [21], that is, a Gerstenhaber algebra whose bracket is “generated” by
the cyclic coboundary B in the sense of

{p. ¥} =—(-1)Bo vy —¢ ~ BY + (-1)?B(p « ¥).
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