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Abstract. In this two-paper series, we prove the invariance of the Gibbs measure for a three-
dimensional wave equation with a Hartree nonlinearity. The novelty lies in the singularity of the
Gibbs measure with respect to the Gaussian free field.

In this paper, we focus on the dynamical aspects of our main result. The local theory is based
on a paracontrolled approach, which combines ingredients from dispersive equations, harmonic
analysis, and random matrix theory. The main contribution, however, lies in the global theory. We
develop a new globalization argument, which addresses the singularity of the Gibbs measure and its
consequences.
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Continuation of the series

This paper is the second part of a two-paper series and we refer to the first part [12] for a
more detailed introduction to the series.

We study the renormalized wave equation with a Hartree nonlinearity and random
initial data given by´

�@2ttu � uC�u D W.V � u
2/uW; .t; x/ 2 R � T3;

ujtD0 D �0; @tujtD0 D �1:
(a)

Here, the three-dimensional torus T3 is understood as Œ��; ��3 with periodic boundary
conditions. The interaction potential V W T3 ! R satisfies V.x/ D cˇ jxj

�.3�ˇ/ for all
x 2 T3 close to the origin, where 0 < ˇ < 3, satisfies V.x/ & 1 for all x 2 T3, is even,
and is smooth away from the origin. The nonlinearity W.V � u2/uW is a renormalization of
.V � u2/u and defined in (1.16) below.

The nonlinear wave equation (a) is corresponding to the Hamiltonian H given by

HŒu; @tu�.t/ D
1

2

�
ku.t/k2

L2x
C kru.t/k2

L2x
C k@tu.t/k

2

L2x

�
C
1

4

Z
T3
W.V � u2/.t; x/u.t; x/2W dx;

where L2x D L
2
x.T

3/. The formal Gibbs measure �˝ corresponding to the Hamiltonian
has been rigorously constructed in the first paper of this series. All necessary properties
of this construction will be recalled in Theorem 1.1 below.
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The main result of this series is the invariance of the Gibbs measure �˝ under the
flow of the nonlinear wave equation (a). We first state a formal version of our main result
and postpone a rigorous version until Theorems 1.1 and 1.3 below.

Main result (Global well-posedness and invariance, formal version). The formal Gibbs
measure �˝ exists and, for 0 < ˇ < 1=2, is singular with respect to the Gaussian free
field g˝. The renormalized wave equation with Hartree nonlinearity (a) is globally well-
posed on the support of �˝ and the dynamics leave �˝ invariant.

1. Introduction

The second paper in this series deals with the dynamical aspects of our argument. As a
result, it is inspired by recent advances in random dispersive equations. The interest in
random dispersive equations stems from their connections to several areas of research,
such as analytic number theory, harmonic analysis, random matrix theory, and stochastic
partial differential equations (cf. [49]). In fact, much of the recent progress have been
fueled through similar advances in singular stochastic partial differential equations, such
as Hairer’s regularity structures [40] or Gubinelli, Imkeller, and Perkowski’s paracon-
trolled calculus [36].

The most classical problem in random dispersive equations is the construction of
invariant measures for (periodic and defocusing) nonlinear wave and Schrödinger equa-
tions. This has been an active area of research since the 1990s, and we refer the reader to
Figure 1 for an overview of some of the most important contributions.

The first results in this direction were obtained in one spatial dimension by Friedlander
[35], Zhidkov [75] and Bourgain [4]. Friedlander [35] and Zhidkov [75] proved the invari-
ance of the Gibbs measure for the one-dimensional nonlinear wave equation. Inspired by
earlier work of Lebowitz, Rose, and Speer [46], Bourgain [4] proved the invariance of the
Gibbs measure for the one-dimensional nonlinear Schrödinger equations

i@tuC @
2
xu D juj

p�1u; .t; x/ 2 R � T :

Dimension & nonlinearity Wave Schrödinger

d D 1, jujp�1u [35, 75] [4]

d D 2, juj2u
[58]

[5]

d D 2, jujp�1u [28]

d D 3, .jxj�.3�ˇ/ � juj2/ � u
ˇ > 1W [55]
ˇ > 0W this paper

ˇ > 2W [6]
2 � ˇ > 1=2W feasible
1=2 � ˇ > 0W open

d D 3, juj2u open open

Fig. 1. Invariant Gibbs measures for defocusing nonlinear wave and Schrödinger equations.
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In this seminal paper, Bourgain introduced his famous globalization argument, which will
be described in detail below. Even though Friedlander [35], Zhidkov [75] and Bourgain [4]
consider random initial data (drawn from the Gibbs measure), the local theory is entirely
deterministic. The reason is that the Gibbs measure is supported at spatial regularity 1=2�,
which is above the (deterministic) critical regularities sdet D

1
2
�

1
p

(cf. [15]) and sdet D

1
2
�

2
p�1

for the one-dimensional wave and Schrödinger equations (in H s), respectively.
The first result in two spatial dimensions was obtained by Bourgain [5]. He proved

the invariance of the Gibbs measure for the renormalized cubic nonlinear Schrödinger
equation

i@tuC�u D Wjuj
2uW; .t; x/ 2 R � T2: (1.1)

In (1.1), the renormalized (or Wick-ordered) nonlinearity is given by juj2u � 2kuk2
L2
u.

In this specific case, the renormalized equation (1.1) is related to the cubic nonlinear
Schrödinger equation through a gauge transformation. In contrast to the one-dimensional
setting, the Gibbs measure is supported at spatial regularity 0�, which is just below the
(deterministic) critical regularity sc D 0. To overcome this obstruction, the local theory
in [5] exhibits probabilistic cancellations in several multi-linear estimates. Very recently,
Fan, Ou, Staffilani, and Wang [34] extended Bourgain’s result from the square torus T2

to irrational tori.
The situation for two-dimensional nonlinear wave equations is easier than for two-

dimensional nonlinear Schrödinger equations. While the Gibbs measure is still supported
at spatial regularity 0�, this is partially compensated by the smoothing effect of the
Duhamel integral. In [58], Oh and Thomann prove the invariance of the Gibbs measure
for

�@2t u � uC�u D Wu
p
W; .t; x/ 2 R � T2; (1.2)

where p � 3 is an odd integer. The renormalized nonlinearity WupW in (1.2) is the Wick-
ordering of up; see e.g. [58, (1.9)]. In contrast to the nonlinear Schrödinger equation (1.1),
it cannot be obtained from the original equation via a gauge transformation. However,
the renormalization is likely necessary to obtain nontrivial dynamics for random low-
regularity data (see e.g. [54,57]). We emphasize that their argument for the cubic (p D 3)
and higher-order (p � 5) nonlinearity is essentially identical. Due to its clear and detailed
exposition, we highly recommend [58] as a starting point for any beginning researcher in
random dispersive equations.

In a recent work [28], Deng, Nahmod, and Yue proved the invariance of the Gibbs
measure for the nonlinear Schrödinger equations

i@tuC�u D Wjuj
p�1uW; .t; x/ 2 R � T2; (1.3)

where p � 5 is an odd integer. In contrast to the situation for the two-dimensional nonlin-
ear wave equations, this result is much harder than its counterpart for the cubic nonlinear
Schrödinger equation (1.1). The main difficulty is that all high�low�� � ��low interactions
between the random initial data with itself or smoother remainders only have spatial reg-
ularity 1=2�, which is strictly below the (deterministic) critical regularity sdet D 1�

2
p�1

.
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To overcome this difficulty, Deng, Nahmod, and Yue worked with random averaging oper-
ators, which are related to the adapted linear evolutions in [10]. Their framework was
recently generalized through the theory of random tensors [30], which will be further
discussed below.

Unfortunately, much less is known in three spatial dimensions. The reason is that the
Gibbs measure is supported at spatial regularity �1=2�, which is far below the determin-
istic critical regularity sdet D

3
2
�

2
p�1

. In fact, the invariance of the Gibbs measure for
both the cubic nonlinear wave and Schrödinger equation are famous open problems. Pre-
vious research has instead focused on simpler models, which are obtained either through
additional symmetry assumptions, a (slight) regularization of the random initial data, or a
(slight) regularization of the nonlinearity.

In the radially-symmetric setting, the invariance of the Gibbs measure for the three-
dimensional cubic wave and Schrödinger equation has been proven in [8, 23, 74] and [7],
respectively. The radially-symmetric setting was also studied in earlier work on the two-
dimensional nonlinear Schrödinger equation [26, 68, 69].

In [56], Oh, Pocovnicu, and Tzvetkov studied the cubic nonlinear wave equation with
Gaussian initial data. While the Gaussian initial data in [56] does not directly correspond
to a Gibbs measure, the local theory in [56] still yields partial progress towards the (local
aspects of) the Gibbs-measure problem. The Gaussian initial data in [56] has regularity
s > �1=4 and, as a result, is more than 1=4 derivatives smoother than the Gibbs measure.
Using some of the methods in this paper, Oh, Wang, and Zine [60] very recently improved
the regularity condition from s > �1=4 to s > �1=2. In particular, the Gaussian data in
[60] is only � derivatives smoother than the support of the Gibbs measure.

In [6], Bourgain studied the defocusing and focusing three-dimensional Schrödinger
equation with a Hartree nonlinearity given by

i@tuC�u D ˙W.V � juj
2/uW; .t; x/ 2 R � T3; (1.4)

where the interaction potential V behaves like Cjxj�.3�ˇ/. He proved the invariance of
the Gibbs measure for ˇ > 2, which corresponds to a relatively smooth interaction poten-
tial. In the focusing case, this is optimal (up to the endpoint ˇ D 2), since the Gibbs
measure is not normalizable for ˇ < 2 (cf. [55]). From a physical perspective, the most
relevant cases are the Coulomb potential jxj�1 (corresponding to ˇ D 2) and the New-
tonian potential jxj�2 (corresponding to ˇ D 1). Since the cubic nonlinear Schrödinger
equation formally corresponds to (1.4) with the interaction potential V given by the Dirac
measure, it is also interesting (and challenging) to take ˇ close to zero. After the first ver-
sion of this manuscript appeared, Deng, Nahmod, and Yue [29] used random averaging
operators (as in [28]) to cover the regime ˇ > 1 � � in the defocusing case, where � > 0
is a small unspecified constant. As discussed in [29], it is likely possible to use the more
sophisticated theory of random tensors from [30] to cover the regime ˇ > 1=2. In the
regime 0 < ˇ D 1=2, the Gibbs measure becomes singular with respect to the Gaussian
free field (see Theorem 1.1). As described in [29, Section 1.2.1], the extension of the the-
ory of random tensors to singular Gibbs measures remains a challenging open problem
(see also Remark 1.6).
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After the completion of this series, the author learned of independent work by Oh,
Okamoto, and Tolomeo [55]. The authors study (the stochastic analogue of) the focusing
and defocusing three-dimensional nonlinear wave equation with a Hartree nonlinearity
given by

�@2t u � uC�u D ˙�W.V � u
2/uW; .t; x/ 2 R � T3;

where � > 0. The main focus of [55] lies on the construction and properties of the Gibbs
measures, which are discussed in the first part of the series (cf. [12, Remark 1.2]). Regard-
ing the dynamical results of [55], the authors prove the invariance of the Gibbs measure
in the following cases:

(i) focusing (�): ˇ > 2 or ˇ D 2 in the weakly nonlinear regime.

(ii) defocusing (C): ˇ > 1.

In light of the nonnormalizability of the focusing Gibbs measure for ˇ < 2 and ˇ D 2 in
the strongly nonlinear regime (cf. [55]), the result is optimal in the focusing case. In the
defocusing case, however, the restriction ˇ > 1 excludes all Gibbs measures which are
singular with respect to the Gaussian free field. In contrast, Theorem 1.3 below covers the
complete range ˇ > 0, which includes singular Gibbs measures. In fact, this is the main
motivation behind our two-paper series.

In the preceding discussion, we have seen several examples of invariant Gibbs mea-
sures supported at regularities even below the deterministic critical regularity. In [28,
30], Deng, Nahmod, and Yue describe a probabilistic scaling heuristic, which takes into
account the expected probabilistic cancellations. We denote the critical regularity with
respect to the probabilistic scaling by sprob and the spatial regularity of the support of the
Gibbs measure by sG. Based on the probabilistic scaling heuristic, we then expect prob-
abilistic local well-posedness as long as sG > sprob. We record the relevant quantities for
nonlinear wave and Schrödinger equations in Figure 2. For comparison, we also include
the deterministic critical regularity sdet. The probabilistic scaling heuristic, however, does

Dimension Wave Schrödinger

& nonlinearity sG sprob sdet sG sprob sdet

d D 1, jujp�1u 1
2� �

1
2p

1
2�

1
p

1
2� �

1
p�1

1
2�

2
p�1

d D 2, jujp�1u 0� �
3
2p 1� 2

p�1 0� �
1
p�1 1� 2

p�1

d D 3, .V �juj2/�u �12� �min.2Cˇ3 ; 32 / max.1�2ˇ2 ; 0/ �12� �min.1Cˇ2 ; 1/ max.1�2ˇ2 ; 0/

d D 3, juj2u �
1
2� �

2
3

1
2 �

1
2� �

1
2

1
2

Fig. 2. Relevant spatial regularities for the invariance of the Gibbs measure: sG (support of the Gibbs
measure), sprob (probabilistic scaling), sdet (deterministic scaling). The value of sprob for power-type
nonlinearities can be found in [28]. The probabilistic critical regularity sprob for the wave equa-
tion with a Hartree nonlinearity is a result of high�high�high!low and (high�high!low)�high
!high interactions. For the Schrödinger equation with a Hartree nonlinearity, sprob is a result of
(high�high!high)�high!high and (high�high!low)�high!high interactions.
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not address any obstructions related to the global theory, renormalizations, or measure-
theoretic aspects. As a result, it does not capture some of the difficulties for dispersive
equations with singular Gibbs measures, such as the cubic nonlinear wave equation in
three dimensions.

Our discussion so far has been restricted to invariant Gibbs measures for nonlinear
wave and Schrödinger equations. While this is the most classical problem in random
dispersive equations, there exist many more active directions of research. Since a full
overview of the field is well beyond the scope of the introduction, we only mention a few
directions and refer to the given references for more details.

(1) Invariance of white noise [44, 52, 62].

(2) Invariant measures (at high regularity) for completely integrable equations [31,
71, 72].

(3) Quasi-invariant Gaussian measures for non-integrable equations [39, 59, 70].

(4) Non-invariance methods related to scattering, solitons, and blow-up [9,11,32,43,61].

(5) Wave turbulence [13, 17, 18, 27].

(6) Stochastic dispersive equations [21, 22, 24, 37, 38].

After this overview of the relevant literature, we now turn to a more detailed descrip-
tion of the most relevant methods. Our discussion will be split into two parts, separating
the local and global aspects. As a teaser for the reader, we already mention that our
contributions to the local theory will be of an intricate but technical nature, while our
contributions to the global theory will be conceptual.

As mentioned above, the first local well-posedness result for dispersive equations rely-
ing on probabilistic methods was proven by Bourgain [5]. He considered the renormalized
cubic nonlinear Schrödinger equation´

i@tu � uC�u D Wjuj
2uW; .t; x/ 2 R � T2;

ujtD0 D �:
(1.5)

The additional �u-term has been introduced for convenience, but can be easily removed
through a gauge transformation. The random initial data � is drawn from the correspond-
ing Gibbs measure, which coincides with the (complex) ˆ42-model. Since the ˆ42-model
is absolutely continuous with respect to the Gaussian free field and the local theory does
not rely on the invariance of the Gibbs measure, we can represent � through the random
Fourier series

� D
X
n2Z2

gn

hni
eihn;xi: (1.6)

Here, hni def
D
p
1C jnj2 and .gn/n2Z2 is a sequence of independent and standard complex-

valued Gaussians. The independence of the Fourier coefficients, and more generally the
simple structure of (1.6), is an essential ingredient for many arguments in [5]. A direct
calculation shows that almost surely � 2 H s.T2/ n L2.T3/ for all s < 0. Since (1.5)
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is mass-critical, � lives below the (deterministic) critical regularity. To overcome this
obstruction, Bourgain decomposed the solution by writing

u.t/ D eit.�1C�/� C v.t/:

This decomposition is commonly referred to as Bourgain’s trick, but is also known in the
stochastic PDE literature as the Da Prato–Debussche trick [20]. Using this decomposition,
we see that the nonlinear remainder v satisfies the evolution equation

i@tv � v C�v D Wje
it.�1C�/� C vj2.eit.�1C�/� C v/W; .t; x/ 2 R � T2:

Through a combination of probabilistic and PDE arguments, Bourgain proved that the
Duhamel integral

I ŒWjeit.�1C�/�j2eit.�1C�/�W�

lives at spatial regularity 1=2� (see also [19]). This opens the door to a contraction argu-
ment for v at a positive (and hence subcritical) regularity. The contraction argument
requires further ingredients from random matrix theory to handle mixed terms, but can
in fact be closed. We emphasize that the nonlinear remainder v is treated purely determin-
istically and is not shown to exhibit any random structure.

We now discuss the more recent work of Gubinelli, Koch, and Oh [37], which covers
the stochastic wave equation´

�@2t u � uC�u D Wu
2W C �; .t; x/ 2 R � T3;

uŒ0� D 0:

Here, � denotes space-time white noise. Inspired by a (higher-order version of) Bourgain’s
trick, we decompose

u D C C v:

The linear stochastic object solves the forced wave equation

.�@2t � 1C�/ D �:

The black dot represents the stochastic noise � and the arrow represents the Duhamel inte-
gral. An elementary arguments shows that has spatial regularity �1=2�. The quadratic
stochastic object is the solution of the forced wave equation

.�@2t � 1C�/ D W
� �2
W:

Based on similar arguments for stochastic heat equations, one may expect that has

spatial regularity 2 � .�1=2�/C 1 D 0�, where the gain of one spatial derivative comes
from the Fourier multiplier hri�1 in the Duhamel integral. Using multi-linear dispersive
estimates, however, Gubinelli, Koch, and Oh proved that has spatial regularity 1=2�.
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Using the definition of our stochastic objects, we obtain the evolution equation

.�@2t � 1C�/v D 2
�

C v
�
� C

�
C v

�2
for the nonlinear remainder v. In the following discussion, we let � and D be the
low�high and high�high paraproducts from Definition 2.1. Due to low�high interactions
such as v � , we expect v to have spatial regularity at most .�1=2�/C 1 D 1=2�. We
emphasize that, unlike high�high to high interactions, the low�high interactions are not
affected by multi-linear dispersive effects. However, this implies that the spatial regulari-
ties of v and do not add up to a positive number, which means that the high�high term
v D cannot even be defined (without additional information on v). This problem cannot
be removed through a direct higher-order expansion of u and persists through all orders of
the Picard iteration scheme. Instead, Gubinelli, Koch, and Oh [37] utilize ideas from the
paracontrolled calculus for singular stochastic PDEs [36]. We write v D X C Y , where
X and Y solve

.�@2t � 1C�/X D 2
�

CX C Y
�
� (1.7)

and
.�@2t � 1C�/Y D 2

�
CX C Y

�
� C

�
CX C Y

�2
: (1.8)

The paracontrolled component X only has spatial regularity 1=2�, but exhibits a random
structure. In the analysis of the high�high interactions X D , this random structure can
be exploited by replacing X with the Duhamel integral of the right-hand side in (1.7).
Since this leads to a double Duhamel integral in the expression for Y , this approach is
often called the “double Duhamel trick”. In contrast to X , Y lives at a higher spatial
regularity and can be controlled through deterministic arguments. The local theory in this
paper will follow a similar approach, but relies on more intricate estimates, which will be
further discussed below.

After this discussion of the local theory, we now turn to the global theory. We discuss
Bourgain’s globalization argument [4], which uses the invariance of the truncated Gibbs
measures as a substitute for a conservation law. We first recall the definition of the differ-
ent modes of convergence for a sequence of probability measures, which will be needed
below.

Definition (Convergence of measures). Let H be a Hilbert space and let B.H/ be the
Borel � -algebra on H. Furthermore, let .�N /N�1 and � be Borel probability measures
on H. We say that

(i) �N converges in total variation to � if

lim
N!1

sup
A2B.H/

j�.A/ � �N .A/j D 0;

(ii) �N converges strongly to � if

lim
N!1

�N .A/ D �.A/ for all A 2 B.H/;
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(iii) �N converges weakly to � if

lim
N!1

�N .A/ D �.A/ for all A 2 B.H/ satisfying �.@A/ D 0:

To isolate the key features of the argument, we switch to an abstract setting. Let Hbe
a Hilbert space and let ˆN WR �H! Hbe a sequence of jointly continuous flow maps.
Let �N be a sequence of Borel probability measures on H. Most importantly, we assume
that �N is invariant under ˆN for all N , i.e.,

�N .ˆN .t/
�1A/ D �N .A/ for all t 2 R and A 2 B.H/:

In our setting, ˆN will be the flow for a frequency-truncated nonlinear wave equation
and �N will be the corresponding truncated Gibbs measure. Our main interest lies in the
removal of the truncation, i.e., the limit of the dynamics ˆN and measure �N as N tends
to infinity. Let � be a limit of the sequence �N , where the mode of convergence will be
specified below. In order to construct the limiting dynamics on the support of �, we need
uniform bounds on ˆN on the support of �. At the very least, we require an estimate of
the form

lim sup
N!1

�
�

sup
t2Œ0;1�

kˆN .t/�kH � �
�1
�
� 1 � o�.1/; (1.9)

where 0 < � < 1 and o is the small Landau symbol. Bourgain’s globalization argument
[4] proves (1.9) in two steps.

In a first measure-theoretic part, we use the inequalityˇ̌̌
�
�

sup
t2Œ0;1�

kˆN .t/�kH � �
�1
�
� �N

�
sup
t2Œ0;1�

kˆN .t/�kH � �
�1
�ˇ̌̌

� sup
A2B.H/

j�.A/ � �N .A/j:

As long as �N converges in total variation to �, we can reduce (1.9) to

lim sup
N!1

�N

�
sup
t2Œ0;1�

kˆN .t/�kH � �
�1
�
� 1 � o�.1/; (1.10)

In a second dynamical part, we use the invariance of �N under ˆN and the probabilistic
local well-posedness. Let J � 1 be a large integer and define the step size � D J�1. Then

�N

�
sup
t2Œ0;1�

kˆN .t/�kH > �
�1
�
�

J�1X
jD0

�N

�
sup

t2Œj�;.jC1/��

kˆN .t/�kH > �
�1
�

D

J�1X
jD0

�N

�
sup
t2Œ0;��

kˆN .t/ˆN .j�/�kH > �
�1
�
:

Using the invariance of �N under ˆN .j�/, we obtain

�N

�
sup
t2Œ0;1�

kˆN .t/�kH > �
�1
�
� ��1�N

�
sup
t2Œ0;��

kˆN .t/�kH > �
�1
�
: (1.11)
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The right-hand side of (1.11) can then be controlled through an appropriate choice of �
and the local theory (as well as tail estimates for �N ).

In (this sketch of) Bourgain’s globalization argument, the convergence in total varia-
tion played an essential role. In all previous results on the invariance of (defocusing) Gibbs
measures [4–6, 28, 55, 58, 75], the truncated Gibbs measures converge in total variation,
so that this assumption does not pose any problems. In our case, however, the truncated
Gibbs measures �N only converge weakly to the Gibbs measure �. The weak mode of
convergence is related to the singularity of the Gibbs measure � with respect to the Gaus-
sian free field g, which necessitates softer arguments in the construction of �. Using the
weak convergence of �N to �, we can only reduce (1.9) to

lim sup
N!1

h
lim sup
M!1

�M

�
sup
t2Œ0;1�

kˆN .t/�kH � �
�1
�i
� 1 � o�.1/; (1.12)

In (1.12), we will typically haveM >N , and hence we cannot (directly) use the invariance
of the truncated Gibbs measures.

In [50], Nahmod, Oh, Rey-Bellet, and Staffilani prove the invariance of a Wiener
measure for the periodic derivative nonlinear Schrödinger equation. The truncated Wiener
measures in [50] are defined using a frequency-truncation not only in the interaction but
also in the Gaussian free field (cf. [50, (5.13)]. As a consequence, the truncated Wiener
measures only converge weakly (cf. [50, Proposition 5.13]). In order to prove (1.12), the
authors rely on the (quantitative) mutual absolute continuity of the (truncated) Wiener
measure with respect to the (truncated) Gaussian free field (cf. [50, (6.7)]). Unfortunately,
the singularity of the Gibbs measure in this work (as stated in Theorem 1.1) prevents us
from using a similar approach.

1.1. Main results and methods

Before we can state our main results, we need to define the renormalized and frequency-
truncated Hamiltonians, wave equations, and Gibbs measures. For any dyadic N � 1, we
define the renormalized and frequency-truncated potential energy by

1

4

Z
T3
W.V � .P�N�/

2/.P�N�/
2
W dx

def
D
1

4

Z
T3

�
.V � .P�N�/

2/.P�N�/
2
� 2aN .P�N�/

2

� 4.MNP�N�/P�N� C yV .0/a
2
N C 2bN

�
dx C cN :

Here, the renormalization constants aN , bN , cN are given by Definition 2.6, Definition
2.8, and Proposition 3.2 in the first paper of this series [12], but their precise values are
not needed in this paper. The renormalization multiplier MN is defined by

1MNf .n/
def
D

�X
k2Z3

yV .nC k/

hki2
�N .k/

2

�
yf .n/; (1.13)
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where �N is a truncation to frequencies of size .N . The HamiltonianHN is then defined
as

HN Œ�0; �1�
def
D
1

2
.k�0k

2
L2
C khri�0k

2
L2
C k�1k

2
L2
/

C
1

4

Z
T3
W.V � .P�N�/

2/.P�N�/
2
W dx: (1.14)

The renormalized and frequency-truncated nonlinear wave equation corresponding toHN
is given by´

.�@2t � 1C�/u D P�N
�
W.V � .P�Nu/

2/P�NuW
�
; .t; x/ 2 R � T3;

ujtD0 D �0; @tujtD0 D �1;
(1.15)

where the renormalized nonlinearity is given by

W.V � .P�Nu/
2/P�NuW

def
D .V � .P�Nu/

2/P�Nu � aN yV .0/P�Nu � 2MNP�Nu:

(1.16)

We remark that frequencies much larger thanN are not affected by the nonlinearity (1.16).
As a result, the nonlinear component of the solution of (1.16) is always smooth. For a fixed
N � 1, the coercivity of HN implies the global well-posedness of (1.15). We also define
the renormalized square

W.P�Nu/
2
W

def
D .P�Nu/

2
� aN ; (1.17)

which will simplify the notation below. The Gibbs measure �˝N corresponding to HN is
given by �˝N D �N ˝ .hri/#g, where �N is defined in [12, (1.10)] and .hri/#g is the
pushforward of the three-dimensional Gaussian field (defined in the introduction of [12])
under hri. Before we state the properties of the truncated Gibbs measures �˝N , we recall
the assumptions on the interaction potential from the first paper of the series. In these
assumptions, 0 < ˇ < 3 is a fixed parameter.

Assumptions A. We assume that the interaction potential V satisfies

(1) V.x/ D cˇ jxj�.3�ˇ/ for some cˇ > 0 and all x 2 T3 satisfying kxk � 1=10,

(2) V.x/ &ˇ 1 for all x 2 T3,

(3) V.x/ D V.�x/ for all x 2 T3,

(4) V is smooth away from the origin.

The following properties of the Gibbs measures �˝N are a direct consequence of [12,
Theorem 1.1], which is phrased in terms of �N . For notational reasons related to the weak
convergence instead of convergence in total variation, we use a second parameter M for
the frequency-truncation. Our notation for the random variables, which is based on dots,
will be discussed below the theorem.

Theorem 1.1 (Gibbs measures). Let � > 0 be a fixed positive parameter, let 0<ˇ <3 be a
parameter, and let the interaction potential V be as in Assumptions A. Then the truncated
Gibbs measures .�˝M /M�1 weakly converge to a limiting measure �˝1 on H

�1=2��
x .T3/,
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which is called the Gibbs measure. If in addition 0 < ˇ < 1=2, then the Gibbs measure
�˝1 is singular with respect to the Gaussian free field g˝. Furthermore, there exists a
sequence .�˝M /M�1 of reference measures on H

�1=2��
x .T3/ and an ambient probability

space .�;F ;P / satisfying the following two properties:

(1) (Absolute continuity andLq-bounds) The truncated Gibbs measure�˝M is absolutely
continuous with respect to the reference measure �˝M . More quantitatively, there exists
a parameter q > 1 and a constant C � 1 independent of M such that

�˝M .A/ � C�
˝

M .A/
1�1=q

for all Borel sets A � H
�1=2��
x .T3/.

(2) (Representation of �˝M ) Let  D min.1=2C ˇ; 1/. Then there exist two random vari-
ables ; MW .�;F /! H

�1=2��
x .T3/ and a large integer k D k.ˇ/ � 1 such that,

for all p � 2,

�˝M D LawP . C M/; g˝ D LawP . /;
�
EPk Mk

p

H
��
x .T3/

�1=p
� pk=2:

Remark 1.2. After the completion of this series, the author learned of independent work
by Oh, Okamoto, and Tolomeo [55], which yields an analogue of Theorem 1.1. We refer
to [12, Remark 1.2] for a more detailed comparison.

We will require that the ambient probability space .�;F ;P / is rich enough to con-
tain a family of independent Brownian motions, which is clear from the definition of
.�;F ;P / in [12] and detailed in Section 4.5.

Let us further explain the notation in Theorem 1.1. We use dots to represent the
random data, since they can be used as building blocks in more complicated stochastic
objects. We already saw this graphical notation in our discussion of [37] and we refer the
reader to [48] for a detailed discussion of similar diagrams. We use the blue dot for the
Gaussian random data, since it lives at low spatial regularities and is primarily viewed as
a high-frequency term. We use the red dot M to denote the more regular component of
the random data, since we primarily view it as a low-frequency term. Furthermore, the
blue dot is filled while the red dot M is not filled. The reason is that the manuscript
should be accessible to colorblind readers and also readable as a black and white copy.

In the following, we often write for a generic element � 2 H
�1=2��
x .T3/. The

purple diamond will be used as a building block for further stochastic objects. When
working with the reference measure �˝M , we have

Law
�
˝
M

. / D LawP . C M/:

Naturally, we chose the color purple since it is a mixture of blue and red. The change in
shape, i.e., from a dot to a diamond, is primarily made for colorblind readers. We also
only use diamonds for intrinsic objects in H

�1=2��
x .T3/, while dots are used for objects

defined on the ambient probability space .�;F ;P /. The significance of this distinction
will be further discussed in Sections 2 and 3.



B. Bringmann 14

While Theorem 1.1 already contains the measure-theoretic results of this series, we
now state the dynamical results.

Theorem 1.3 (Global well-posedness & invariance). There exists a Borel-measurable set
� �H�1=2��.T3/ satisfying�˝1.�/D 1 and such that the following two properties hold:

(1) (Global well-posedness) Let ˆN be the flow of the renormalized and frequency-
truncated wave equation (1.15). Then the limit

ˆ1Œt �
def
D lim
N!1

ˆN Œt �

exists in H�1=2��.T3/ for all t 2 R and 2 � .

(2) (Invariance) The Gibbs measure �˝1 is invariant under ˆ1, i.e., for all t 2 R,

ˆ1Œt �#�
˝

1 D �
˝

1:

Remark 1.4. In the proof of Theorem 1.3, we restrict ourselves to the case ˇ 2 .0; 1=2/.
The purpose of this restriction is purely notational. The same argument also works for
ˇ 2 Œ1=2; 3/, as long as ˇ in each estimate is replaced by min.ˇ; 1=2/.

Remark 1.5. While Theorem 1.3 shows that the limiting dynamics ˆ1Œt � are well-
defined, we have not been able to show thatˆ1Œt � satisfies the group property. The author
believes that the estimates in this paper (from Sections 5–8) are strong enough to prove
the group property, but the stability theory (Sections 2.4 and 3.3) would need to be mod-
ified. Instead of working with a single flow ˆN Œt �, one needs similar statements for the
mixed flowsˆN1 Œt1�ˆN2 Œt2�. We refer the reader to [65] for a more detailed discussion of
the group property and its relation to the recurrence properties of the flow.

We now describe individual aspects of our argument. As in our discussion of the
previous literature, we separate the local and global aspects. As mentioned above, our
contributions to the local theory are of an intricate but technical nature, whereas our con-
tributions to the global theory are conceptual.

In the local theory, we use the absolute continuity �˝M � �˝M and the representation
of �˝M from Theorem 1.1. As a result, the reference measure �M serves the same purposes
as the Gaussian free field in earlier results on invariant Gibbs measures. We then follow
the paracontrolled approach of [37] and decompose the solution uN .t/ of (1.15) as

uN D C
�

N CXN C YN ; (1.18)

where the stochastic objects and
�

N , the paracontrolled component XN , and the

smoother nonlinear remainder YN are defined in Section 2. The smoother component M

in the representation of �˝M will be placed inside YN . In comparison to [37], however,
there is an increase in the complexity of the evolution equation for YN . We split the terms
into four different categories, which correspond to the methods used in their estimates.
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� Stochastic objects: These terms are explicit and include

�
N

�
N

and
�

N
�

N
�

N
:

In contrast to the previous literature, we use multiple stochastic integrals for the non-
resonant/resonant decompositions, which significantly decreases the algebraic com-
plexities. We also use counting estimates related to the dispersive symbol of the wave
equation.

� Random matrix terms: The terms include

.V �
N
/P�NYN :

They will be controlled through a recent random matrix estimate of Deng, Nahmod,
and Yue [30, Proposition 2.8], which is based on the moment method.

� Contributions of paracontrolled terms: These terms include

V � .P�N D P�NXN /P�NYN :

We use the double Duhamel trick to exploit stochastic cancellations between andXN .
In our definition of XN , we use the paradifferential operators É and É É& intro-
duced in Section 2, which form a technical novelty.

� Physical terms: These terms include

V � .P�N � P�NYN /P�N
�

N and .V � .P�NYN /
2/P�NYN :

The first term should be viewed as a random operator in YN , but is mainly treated
through physical-space arguments. We believe that our approach is of independent
interest, since it provides an alternative to the more Fourier-analytic estimates in [5,
28, 30, 37]. The second term is treated deterministically and we rely on the refined
Strichartz estimates of Klainerman and Tataru [45].

As we mentioned before, all stochastic objects have been based on , and the smoother
component M is simply placed inside YN . This approach yields the convergence of the
flows ˆN on the support of �˝1 for a short time interval (see Corollary 2.12). The struc-
tural information in the decomposition (1.18), however, cannot (directly) be carried over
to the support of �˝1, since is only defined on the ambient probability space .�;F ;P /.
This defect will be addressed below, since the structural information is required for the
global theory.

Remark 1.6. As was already mentioned in our overview of the literature, Deng, Nahmod,
and Yue recently developed a theory of random tensors [30], which forms a comprehen-
sive framework for the local theory of random dispersive equations. The theory of random
tensors (and its precursor [28]) rely more intricately on the independence of the Fourier



B. Bringmann 16

coefficients than the paracontrolled approach. Even under the reference measure �˝M , how-
ever, the random data D C M has dependent Fourier coefficients. This presents a
challenge for the theory of random tensors, which was already mentioned in [30, Sec-
tion 9.1]. In addition, there are further technical problems related to the switch from
Schrödinger to wave equations, which are described in Section 4.4. As a result, the author
views the extension of the theory of random tensors to a local theory even for singular
Gibbs measures and/or nonlinear wave equations as an interesting open problem.

After this discussion of the local theory, we turn to the global dynamics on the support
of the Gibbs measure �˝1. As we have seen in our earlier discussion of Bourgain’s glob-
alization argument, its original version requires the convergence of the truncated Gibbs
measures in total variation. Unfortunately, Theorem 1.1 only yields the weak convergence
of the truncated Gibbs measures �˝M to �˝1. We now give an informal description of our
new globalization argument, but postpone a rigorous discussion until Section 3.

We let T � 1 be a large time, B � 1 be a large parameter describing the size of the
evolution,K � 1 be a large frequency scale, and � > 0 be a small step size. For any j � 1,
we let EK.B; j�/ � H�1=2��.T3/ be the set of initial data such that, for all t 2 Œ0; j��
and N � K,

ˆN .t/ D .t/C
�

N .t/C wN .t/; (1.19)

where wN has size at most B in “structured high-regularity” norms. In our rigorous argu-
ment,B will depend on j , but we ignore this during our informal discussion. We also omit
a smallness condition for the difference of ˆN .t/ and ˆK.t/ . The goal is to prove by
induction over j � T=� that

lim sup
M!1

�˝M . 2 EK.B; j�//

is close to 1 as long as B , K, and � are chosen appropriately. The proof relies on four
separate ingredients:

(i) (Structured local well-posedness) This is the base case j D 1. Using our local the-
ory, we only have to convert the stochastic objects in (1.18), which are based on ,
into stochastic objects based on .

(ii) (Structure and time-translation) Using the induction hypothesis, we now assume
that the probability �˝M . 2 EK.B; .j � 1/�// is close to 1. In order to increase the
time interval, we let def

DˆM Œ� � . Using the invariance of �˝M underˆM , we obtain

�˝M . 2 EK.B; .j � 1/�// D �
˝

M .ˆM Œ� � 2 EK.B; .j � 1/�//

D �˝M . 2 EK.B; .j � 1/�//;

which is close to 1. After unpacking the definitions, we obtain information on the
mixed flow ˆN Œt � ��ˆM Œ� � for t 2 Œ�; j��. It therefore remains to analyze the
difference between ˆN Œt � ��ˆM Œ� � and ˆN Œt � ��ˆN Œ� � .
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(iii) (Structure and the cubic stochastic object) The lowest regularity term in ˆN .�/ �
ˆM .�/ is given by a portion of the cubic stochastic object. In this step, we add the
linear evolution of this portion to the mixed flow ˆN Œt � ��ˆM Œ� � , which yields a
function zuN . It is then shown that zuN .t/ is an approximate solution of the nonlinear
wave equation (1.15) for t 2 Œ�; j��.

(iv) (Stability theory) We develop a paracontrolled stability theory and construct a solu-
tion uN close to the approximate solution zuN , which also accounts for the remaining
portion of ˆN .�/ �ˆM .�/ . Since our stability theory preserves the structure of
zuN , this yields (1.19) on the time interval Œ�; j��. Since the base case already yields
the desired structure on Œ0; ��, this completes the induction step.

As is evident from this sketch, the proof of global well-posedness is much more involved
than in Bourgain’s original setting [4,5]. While not perfectly accurate, the author finds the
following comparison with the deterministic global theory of dispersive equations illustra-
tive. Bourgain’s globalization argument [4,5] is the probabilistic version of a deterministic
global theory using a (subcritical) conservation law. The conservation law is replaced by
the invariance, which implies that t 7! �N .ˆN .t/� 2 E/ is constant. In both cases, the
global well-posedness is obtained by iterating the local well-posedness, but the estimates
used in the local theory are no longer needed. In contrast, the new globalization argument
is the probabilistic version of a deterministic global theory using almost conservation
laws (cf. [16]). The place of the almost conserved quantities is taken by the functions
t 7! �M .ˆN .t/� 2 E/, which should be close to a constant function. In addition, the
proof of global well-posedness often intertwines the local estimates and the choice of
the almost conserved quantities. For entirely different reasons, the similarity with almost
conserved quantities also appears in the globalization argument of [50], which proves the
invariance of a Wiener measure for the periodic derivative nonlinear Schrödinger equa-
tion. The truncated dynamics in [50, (3.1)] only approximately conserve the energy (cf.
[50, Theorem 4.2]). Even with the same truncation parameter in the measure and the
dynamics, the truncated Wiener measure is then only almost invariant (cf. [50, proof of
Lemma 6.1]).

Our globalization argument for the nonlinear wave equation also differs from the glob-
alization argument for the parabolic stochastic quantization equation as in [42]. While the
invariant measure is singular in both situations, the dependence on the initial data in the
parabolic setting is continuous even at spatial singularity �1=2�. As a result, it is pos-
sible to iterate the local theory over the time intervals ¹Œ.j � 1/�; j��ºjD1;:::;J using only
bounds in the C�1=2�.T3/-norm. As can be seen from the sketch above, iterating the
local theory for the nonlinear wave equation (1.15) requires more detailed information on
the solution.

Once the global well-posedness has been proven, the proof of invariance is essentially
the same as in [4].

Remark 1.7. A paper of this length creates both mathematical challenges and different
options for the exposition. The author does not claim to have found the perfect solutions
or made the best expository choice in every single instance. While we postpone a more
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detailed discussion to Remarks 1.6, 2.3, 3.4, 4.43, 8.2, and 9.11, the author wanted to
make this point in a central location of the paper. The author hopes that this encourages
the reader to think more about our result and related open problems.

1.2. Overview

Due to the excessive length of this paper, we include a few suggestions for the reader. We
also display the (main) relationship between the sections in Figure 3.

Theorem 1.3:
Global well-posedness and invariance

Local Theory

Section 2.1:
Paracontrolled ansatz

Section 2.2:
Multi-linear master

estimate

Section 2.3:
Local well-posedness

Section 2.4:
Stability theory

Global Theory

Section 3.1:
Global well-posedness

Section 3.2:
Invariance

Section 3.3:
Structure and stability

theory

Main estimates

Section 4:
Tools

Section 5:
Stochastic objects

Section 6:
Random matrix theory

Section 7:
Paracontrolled estimates

Section 8:
Physical-space methods

Structural change

Section 9:
From free to Gibbsian

random structures

Fig. 3. This figure illustrates the main dependencies between the different sections. The heart of the
paper lies in the local and global theory (Sections 2 and 3), which, as long as the reader believes
certain estimates, can be read independently of the rest of the paper. A few minor dependencies
between the different sections are not included in this illustration. For instance, basic properties of
Xs;b-spaces, which are recalled in Section 4, will also be used in Sections 2 and 3.
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The local and global theory are described in Sections 2 and 3, respectively. These
sections contain the main novelties of this paper and should be interesting to most readers.
As long as the reader believes several estimates, these sections are also self-contained. We
therefore encourage the expert to focus on these sections.

Section 4 contains a collection of tools from dispersive equations, harmonic analysis,
and probability theory. The reader should be familiar with the content of each subsection
before moving on, but the expert should be able to only skim most content.

Sections 5–8 contain the main technical aspects of this paper. They are concerned with
separate terms in the evolution equation and rely on different methods. As a result, they
can (essentially) be read independently.

In Section 9, we extend the multi-linear estimates from Sections 5–8, which have been
phrased in terms of the Gaussian initial data , to random initial data drawn from the
Gibbs measure. Each proof consists of a concatenation of previous results, and hence this
section can safely be skipped on first reading.

1.3. Notation

We recall and introduce notation that will be used throughout the rest of the paper.

Dyadic numbers: Throughout this paper, we denote dyadic integers by K;L;M , and N .
In limits or sums, such as limM!1 or

P
N , we implicitly restrict ourselves to dyadic

integers.

Parameters: We first introduce several parameters which are used in our function spaces,
in the paradifferential operators, and our estimates. We fix

� > 0; ı1; ı2 > 0; � > 0; �; �0 > 0; bC > b > 1=2 > b� > 0: (1.20)

We use � > 0 in our paradifferential operators, � > 0 to capture small losses in probabilis-
tic estimates, �;�0 > 0 to capture gains in the highest frequency scale, and ı1; ı2; bC; b; b�
in the definition of our function spaces. We impose the condition

1=2 � b� � b � 1=2� bC � 1=2� �0 � �� � � ı2 � � � ı1: (1.21)

In (1.21), the implicit constant in each “�” is allowed to depend on all parameters appear-
ing to its right. We also define

s1 D 1=2 � ı1 and s2 D 1=2C ı2:

In several statements of this paper, we will also use 0 < � < 1 and C � 1 as parameters.
However, they may change their values between different lines and are allowed to depend
on all parameters in (1.20).

Wave equation and flows: We denote the solution of the nonlinear wave equation (1.15)
by uN .t/. We also write

uN Œt �
def
D .uN .t/; @tuN .t//;
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which is standard in the literature on nonlinear wave equations. If 2 H
�1=2��
x .T3/, we

also write ˆN .t/ and ˆN Œt � for the solution with initial data . When working with
the flows ˆN Œt � and the Gibbs measures �˝M , we write ˆN Œt �#�˝M for the pushforward
of �˝M under ˆN Œt �.

Furthermore, we denote the Duhamel integral operator of the wave equation by I.
More precisely, we define

IŒF �.t/ def
D

Z t

0

sin..t � t 0/hri/
hri

F.t 0/ dt 0:

Fourier transform: With a slight abuse of notation, we write dx for the normalized
Lebesgue measure on T3 D R3=.2�Z/3, i.e., we require thatZ

T3
1 dx D 1:

We then define the Fourier transform of a function f WT3 ! C by

yf .n/
def
D

Z
T3
f .x/e�inx dx: (1.22)

For any k 2 N and any n1; : : : ; nk 2 Z3, we define

n12:::k
def
D

kX
jD1

nj :

For example, n12 D n1 C n2 and n123 D n1 C n2 C n3.

Interaction potential: For a given interaction potential V satisfying Assumptions A, we
define

yVS .n1; n2; n3/
def
D
1

6

X
�2S3

yV .n�1 C n�2/:

Truncations and Littlewood–Paley operators: For each t � 0, we let �t WZ3 ! Œ0; 1� be
the same truncation to frequencies n 2 Z3 satisfying jnj . hti as in [12, Section 1.3]. For
each dyadic N � 1, we define the Littlewood–Paley multiplier P�N by

2P�Nf .n/ D �N .n/ yf .n/:
We further set

P1f D P�1f and PNf D P�Nf � P�N=2f for all N � 2:

The corresponding Fourier multipliers are denoted by

�.n/ D �1.n/ D �1.n/ and �N .n/ D �N .n/ � �N=2.n/ for all N � 2:

We also define fattened Littlewood–Paley multipliers by

zPN D
X

N=16�K�16K

PK :



Invariant Gibbs measures for the three-dimensional wave equation 21

Function spaces: For any s 2 R, the C sx.T
3/-norm is defined as

kf kCsx.T3/
def
D sup
N�1

N s
kPNf kL1x .T3/: (1.23)

We then define the corresponding space C sx.T
3/ by

C sx.T
3/

def
D

°
f WT3

! R
ˇ̌̌
kf kCsx <1; lim

N!1
N s
kPNf kL1x .T3/ D 0

±
: (1.24)

We letH s
x.T

3/ be the usualL2-based Sobolev space. More precisely, for any f WT3!C,
we define the corresponding norm by

kf kH sx.T3/
def
D khnis yf .n/k`2n.Z3/:

Furthermore, we define Hs
x.T

3/
def
D H s

x.T
3/ �H s�1

x .T3/. In this paper, we will also use
the Bourgain spaces Xs;b.J/ and the low-frequency modulation space LM.J/, which are
defined in Definitions 4.1 and 7.1, respectively.

2. Local theory

In this section, we show that the truncated and renormalized nonlinear wave equations´
.�@2t � 1C�/uN D P�N

�
W.V � .P�NuN /

2/P�NuN W
�
;

uN Œ0� D �;
(2.1)

are locally well-posed on the support of the Gibbs measures �˝M uniformly in M . It is
important in the definition of the limiting dynamics and the globalization argument that
the truncation parameter N in the dynamics and the truncation parameter M in the Gibbs
measure �˝M are allowed to be different.

Due to the truncation, a soft argument based on the coercivity of the Hamiltonian
shows that (2.1) is globally well-posed for a fixed truncation parameter N . We denote the
corresponding flow by ˆN .t/.

2.1. Paracontrolled ansatz

We now introduce our paracontrolled approach. As discussed in the introduction, we will
use a graphical notation for the several stochastic objects appearing in this paper. We
denote the random initial data by . In the local theory, we can work with the reference
measure �˝M and, more precisely, the representation of the reference measure with respect
to the ambient measure P .

Based on Theorem 1.1, we find that �˝M D LawP . C M/, where is the Gaus-
sian low-regularity component and M is has regularity min.1=2C ˇ; 1/�. Naturally, we
chose the color purple for the random initial data since it is a mixture of the blue and red
random initial data. We emphasize that and M are probabilistically dependent! Fortu-
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nately, this does not introduce any major difficulties in our treatment of the wave equation
with a Hartree nonlinearity. We believe, however, that the proof of the invariance of the
Gibbs measure for both the cubic wave equation and the three-dimensional Schrödinger
equation with cubic or Hartree nonlinearity will require a more detailed understanding of
the relationship between and M. This additional information is provided in the first part
of the series [12].

Before we introduce our stochastic and paracontrolled objects, we discuss the follow-
ing question: Should we define our stochastic objects based on or based on ? Due to
the independence of the Fourier coefficient under P and its simple structure, it is much
more convenient to work with . However, the decomposition D C M of the samples

of �˝M is based on the ambient measure P . It cannot be performed intrinsically on the
samples of �˝M and has no meaning for the Gibbs measure �˝M . In particular, if we want
to examine the probability of an event under �˝M , we must phrase the event in terms of
the full initial data . Fortunately, there is a convenient solution to our conundrum: We
first carry out most of our (local) analysis in terms of and with respect to the ambient
measure P . Once all the estimates in terms of are available, we can convert the stochas-
tic objects and paracontrolled structures from into (see Section 9). Then the absolute
continuity of �˝M with respect to the reference measure �˝M allows us to obtain the same
stochastic objects and paracontrolled structures on the support of the Gibbs measure �˝M .

We now begin with the construction of the stochastic objects and paracontrolled struc-
tures, which were briefly discussed in the introduction. We define as the linear evolution
of the random initial data . More precisely, solves the evolution equation

.�@2t � 1C�/ D 0; Œ0� D : (2.2)

The black line in the stochastic object reflects the linear propagator of the wave equation.
For future use, we define the frequency-truncated and renormalized square of by

N

def
D W.P�N /2W: (2.3)

The multiplication is reflected by the joining of the two lines and the frequency-truncation

is reflected in the subscript N . We then define the renormalized nonlinearity �
N

by

�
N

def
D P�N

�
W.V � .P�N /2/.P�N /W

�
: (2.4)

The orange asterisk reflects the convolution with the interaction potential. The color
orange has no significance and we only chose it for aesthetic reasons. As before, the
nonlinearity is reflected in the joining of the three lines and the truncation parameterN in

the nonlinearity appears as a subscript. Finally, we define the Duhamel integral of �
N

by

.�@2t � 1C�/
�

N D
�

N
;
�

N Œ0� D 0: (2.5)

The line with an arrow reflects the integration in the Duhamel operator. In contrast to ,

we note that the distribution of
�

N is not stationary in time. Naively, one may expect
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that
�

N has spatial regularity �1=2C ˇ�. Namely, one would expect spatial regularity

3 � .�1=2/� from the cube of the random initial data , a gain of one spatial derivative
from the multiplier hri�1 in the Duhamel operator, and a gain of ˇ derivatives from the
convolution with the interaction potential. In Proposition 5.1, however, we will see that
�

N actually has spatial regularity ˇ�, which is half of a derivative better. The additional

gain is a result of multi-linear dispersive effects. We now decompose our solution uN by
writing

uN D C
�

N C wN : (2.6)

The remainder wN has initial data wN Œ0� D M and solves the forced nonlinear wave
equation

.�@2t �1C�/wN

D P�N

h
W

�
V �

�
P�N

�
C
�

N CwN

��2�
P�N

�
C
�

N CwN

�
W�
�

N

i
D P�N

h
2
�
V �

�
P�N �P�N

�
�

N CwN

��
P�N �MNP�N

�
�

N CwN

��
(2.7)

C

�
V �

�
P�N

�
�

N CwN

��2�
P�N (2.8)

C2V �
�
P�N �P�N

�
�

N CwN

��
P�N

�
�

N CwN

�
(2.9)

C.V �
N
/P�N

�
�

N CwN

�
(2.10)

C

�
V �

�
P�N

�
�

N CwN

��2�
P�N

�
�

N CwN

�i
: (2.11)

If we intend to construct (or control) wN via a “direct” contraction argument, we would
need the following conditions on the regularity of wN (uniformly in N ):

(1) Due to the high�high!low interactions in factors such as P�N � P�NwN , the reg-
ularity of wN needs to be greater than 1=2.

(2) Due to “deterministic” nonlinear terms such as .V � .P�NwN /2/P�NwN , the regu-
larity of wN needs to be greater than or equal to the deterministic critical regularity,
which is given by 1=2 � ˇ.

Clearly, the first regularity condition is more restrictive. Unfortunately, the contribution of
the first two summands (2.7) and (2.8) has regularity at most 1=2�. The low�low�high
interaction gains one derivative from the multiplier hri�1 in the Duhamel operator, but
does not benefit from the convolution with V and does not experience any multi-linear
dispersive effects. Thus, we are “�-away” from a working contraction argument. As was
observed in [36, 37], the term responsible for the low regularity exhibits a paracontrolled
structure. Even though P�N � P�NwN is not well-defined for a general wN at spatial
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regularity 1=2�, we will see in Proposition 7.8 below that it is well-defined for a para-
controlled wN at the same regularity! We therefore decompose the solution wN into two
components: a paracontrolled component XN at regularity 1=2� and a smoother nonlin-
ear remainder YN at a regularity greater than 1=2.

Before we can define the decomposition, we need to introduce our paraproduct oper-
ators.

Definition 2.1 (Paraproduct operators). Let � > 0 be the fixed parameter from Section 1.3
and let f;g;hWT3!R. We define the low�high, high�high, and high�low paraproducts
by

f < g
def
D

X
N1�N2=8

PN1f � PN2g;

f D g
def
D

X
N2=4�N1�4N2

PN1f � PN2g;

f > g
def
D

X
N1�8N2

PN1f � PN2g:

We also define

f � g
def
D f > g C f D g and f � g

def
D f < g C f D g:

In most of this paper, it will be convenient to replace “low” frequencies by “very low”
frequencies. To this end, we define the bilinear operator

f É g
def
D

X
N1;N2W
N1�N

�
2

PN1f � PN2g (2.12)

and the trilinear operator

É É& .V � .fg/h/
def
D

X
N1;N2;N3W
N1;N2�N

�
3

V � .PN1f � PN2g/PN3h: (2.13)

Furthermore, we define the negations of É and É É& by

f É:. / g
def
D fg � f É g;

É É&:
� �

.V � .fg/h/
def
D V � .fg/h � É É& .V � .fg/h/:

Remark 2.2. The notation “É” is seldom used in the mathematical literature, which is
precisely the reason why we use it in Definition 2.1. Its meaning would otherwise easily
be confused with projections to N1 � N2; N1 . N2, or N1 � N2, which are again more
common, but less suitable in our situation than N1 � N �

2 . Comparing our notation for the
operators É and É É& , it may seem more natural to write

V � .fg/ É É& h
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instead of (2.13). We found, however, that the notation in (2.13) is much cleaner once it is
combined with the stochastic objects. We also point out that the negation of É is not Ê .

We are now ready to defineXN and YN . We define the paracontrolled componentXN
by XN Œ0� D 0 and

.�@2t � 1C�/XN D P�N

h
2 É É&

�
V �

�
P�N � P�N

�
�

N CXN

��
P�N

�
C 2

�
V � .P�N � P�N .YN // É P�N

�
C

�
V �

�
P�N

�
�

N C wN

��2�
É P�N

i
: (2.14)

Remark 2.3. As far as the author is aware, the operator É É& has not been used in
previous work on random dispersive equations. The reason for introducing the operator
lies in the first term in (2.14), which contains P�N �P�NXN . In order to define this term
(uniformly in N ), the spatial regularity of XN alone is not sufficient. It is also difficult to
use the structure ofXN , since this term appears in the evolution equation forXN (and not
for YN ), and hence one may run into a circular argument. By using É É& , however, this
problem does not occur, since we can borrow a small amount of regularity from the third
argument in É É&

�
V � .P�N � P�NXN / P�N

�
. We mention, however, that using

É É& has a small drawback, which is explained in Remark 9.11.
We also did not include any component of MNP�NYN in the second term of (2.14). It

turns out that the contribution coming from the É -portion of the renormalization can be
controlled at regularities bigger than 1=2 and is therefore placed in the evolution equation
for YN below.

As determined by our choice ofXN , the nonlinear remainder YN satisfies YN Œ0�D M

and

.�@2t � 1C�/YN

D 2P�N

h
É É&:

� ��
V �

�
P�N � P�N

�
�

N CXN

��
P�N

�
�MNP�N

�
�

N CXN

�i
(2.15)

C P�N

h
2
�
V � .P�N � P�N .YN // É:. / P�N

�
�MNP�N .YN / (2.16)

C

�
V �

�
P�N

�
�

N C wN

��2�
É:. / P�N (2.17)

C 2V �
�
P�N � P�N

�
�

N C wN

��
P�N

�
�

N C wN

�
(2.18)

C .V �
N
/P�N

�
�

N C wN

�
(2.19)

C

�
V �

�
P�N

�
�

N C wN

��2�
P�N

�
�

N C wN

�i
: (2.20)
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To facilitate the analysis in the body of this paper, we further organize the terms in the
evolution equation for YN . We write

.�@2t � 1C�/YN D SoCCParaCRMTCPhy; (2.21)

where the stochastic objects So, the contributions of the paracontrolled terms CPara, the
random-matrix terms RMT, and the physical terms Phy are defined as follows:

We define the individual stochastic objects by

�
N

�
N

def
D

�
V �

�
P�N � P�N

�
�

N

��
P�N

�
�MNP�N

�
�

N

�
;

(2.22)

É É&:
� � � N

�
N

def
D É É&:
� ��

V �
�
P�N � P�N

�
�

N

��
P�N

�
�MNP�N

�
�

N

�
; (2.23)

�

N�

N

def
D .V �

N
/P�N

�
N ; (2.24)

�

N
�

N
�

N

def
D V �

�
P�N

�
N � P�N

�
P�N

�
N ; (2.25)

�

N

�
N

�

N

def
D

�
V �

�
P�N

�
N

�2�
P�N ; (2.26)

É:. / �

N

�
N

�

N

def
D V �

�
P�N

�
N

�2
É:. / P�N : (2.27)

We then define

So D SoN

def
D P�N

�
2 É É&:
� � � N

�
N
C

�

N�

N
C É:. / �

N

�
N

�

N
C 2

�

N
�

N
�

N

�
:

(2.28)

In works on singular SPDEs, such as [48], the paradifferential operators are usually placed
at the joints of the different lines. The advantage is that it works for arbitrary “trees” and
can accommodate multiple paradifferential operators. Since this level of generality will
not be needed here, we prefer our notation, since it is slightly easier to read.

We define

CPara D CParaN .XN ; wN /
def
D 2P�N

h�
É É&:

� ��
V � .P�N � P�NXN /P�N

�
�MNP�NXN

�i
C 2P�N

�
V � .P�N D P�NXN /P�NwN

�
C 2P�N

h
V � .P�N D P�NXN /P�N

�
N

i
: (2.29)
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In our analysis of CPara, we will use the double Duhamel trick, i.e., we will replace XN
by the Duhamel integral of the right-hand side in (2.14).

The random matrix term is defined as

RMT D RMTN .YN ; wN /
def
D P�N Œ.V � N

/P�NwN � (2.30)

C 2P�N
��
V � .P�N � P�N .YN // É:. / P�N

�
�MNP�N .YN /

�
: (2.31)

Our reason for calling (2.30) the random matrix term lies in the method used in its esti-
mate. We will view the summands as random operators in wN and YN , respectively, and
estimate the operator norm using the moment method (as in [30, Proposition 2.8]).

Finally, we define the physical term by

Phy D PhyN .XN ; YN ; wN /
def
D P�N

h
2V �

�
P�N � P�N

�
N

�
P�NwN (2.32)

C 2
�
V �

�
P�N

�
N � P�NwN

�
É:. / P�N (2.33)

C 2V � .P�N ¤ P�NwN /P�N
�

N (2.34)

C 2V � .P�N D P�NYN /P�N
�

N (2.35)

C 2V � .P�N ¤ P�NwN /P�NwN (2.36)

C 2V � .P�N D P�NYN /P�NwN (2.37)

C .V � .P�NwN /
2/ É:. / P�N (2.38)

C

�
V �

�
P�N

�
�

N C wN

��2�
P�N

�
�

N C wN

�i
: (2.39)

Similarly to RMT, we call Phy the physical term due to the methods used in its esti-
mate. We point out, however, that (2.33) and (2.34) are “hybrid” terms and their estimates
rely on both random matrix techniques and physical methods. In the estimates of the
other terms in Phy, we also make use of the refined Strichartz estimates by Klainerman–
Tataru [45].

2.2. Multi-linear master estimate

In this subsection, we combine all multi-linear estimates from Sections 5–8 into a single
proposition, which we refer to as the multi-linear master estimate (Proposition 2.8). In
particular, the multi-linear master estimate will include estimates of So, CPara, RMT,
and Phy, even though the proofs of the individual estimates are quite different. Before we
can state the multi-linear master estimate, however, we require additional notation. For
the definition of the function spaces Xs;b and LM, we refer to Definitions 4.1 and 7.1.
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Definition 2.4 (Types). Let J � Œ0;1/ be a bounded interval and let 'W J � T3 ! R.
We say that ' is of type

� if ' D ,

�
�

if ' D
�

N for some N � 1,

� w if k'kXs1;b.J/ � 1 and
P
L1�L2

kPL1 � PL2wkL2tH
�4ı1
x .J�T3/

� 1,

� X if 'DP�N IŒ1J0 PCtrl.H;P�N /� for a dyadic integerN � 1, a subinterval J0�J,
and a function H 2 LM.J0/ satisfying kHkLM.J0/ � 1,

� Y if k'kXs2;b.J/ � 1.

Let '1; '2; '3WJ � T3 ! R and T1; T2; T3 2 ¹ ;
�

; w;X; Y º. We write

.'1; '2/
type
D .T1; T2/

if either '1 is of type T1 and '2 is of type T2 or '1 is of type T2 and '2 is of type T1.
Furthermore, we write

.'1; '2I'3/
type
D .T1; T2I T3/

if .'1; '2/
type
D .T1; T2/ and '3 is of type T3.

Remark 2.5. The types w, X , and Y are designed for the functions wN , XN , and YN
from Section 2.1. Our notation for the type of .'1; '2I '3/ respects the symmetry in the
first two arguments of the nonlinearity .V � .'1'2//'3. We also mention that the types w
and X implicitly depend on . In Section 9, we will therefore refer to the types w and X
as w and X , respectively.

In the next lemma, we show that functions of type X and Y are multiples of func-
tions of type w. This allows us to prove several estimates for functions of type X and Y
simultaneously.

Lemma 2.6. Let A � 1, T � 1, and let � D �.�; s1; s2; �; �; �0; bC; b/ > 0 be sufficiently
small. Then there exists a Borel set ‚type.A; T / � H

�1=2��
x .T3/ satisfying

P . 2 ‚type
blue.A; T // � 1 � �

�1 exp.��A� /

and such that the following holds for all 2 ‚type
blue.A; T /: If 'WJ � T3 ! R is of type X

or Y , then T �4A�1' is of type w.

Proof. We treat the types X and Y separately. First, we assume that ' is of type X ,
and hence there exists a dyadic integer N � 1, a subinterval J0 � J, and a function
H 2 LM.J0/ satisfying kHkLM.J0/ � 1 such that ' D P�N IŒ1J0 PCtrl.H; P�N /�.
Using the inhomogeneous Strichartz estimate (Lemma 4.9) and Lemma 7.3, we obtain

kP�NXkXs1;b.J/ . k1J0 PCtrl.H;P�N /k
L2bt H

s1�1
x .J�T3/

. T kHkLM.J/k kL1t H
s1�1C8�
x .J�T3/

. T k k
H
�1=2��
x .T3/

:
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This is bounded by TA on a set of acceptable probability. Using Proposition 7.8, we find
that, on a set of acceptable probabilityX

L1�L2

PL1 � PL2'L2tH�4ı1x .J�T3/
� T 4AkHkLM.J0/ � T

4A:

By combining both estimates, we see that T �4A�1' is of type w.
Second, we assume that ' is of type Y . Then we have k'kXs1;b.J/ � k'kXs2;b.J/ � 1.

This impliesX
L1�L2

kPL1 � PL2'kL2tH
�4ı1
x .J�T3/

. T 1=2
X

L1�L2

L
��ı2
1 kPL1 kL1t C

�1=2��
x .J�T3/

kPL2'kL1t H
s2
x .J�T3/

. T 1=2k k
L1t C

�1=2��
x .J�T3/

As above, this is bounded by T 1=2A on a set of acceptable probability. By combining
both estimates, we see that T �1=2A�1' is of type w.

In order to state the multi-linear master estimate, we need to introduce a multi-linear
version of the renormalization in (1.16).

Definition 2.7 (Renormalization). Let J be a compact interval, let '1; '2; '3 be as in
Definition 2.4, and let N � 1. Furthermore, assume that

.'1; '2I'3/
type

¤ . ; ; /:

Then, we define the renormalized and frequency-truncated nonlinearity by

WV � .P�N'1 � P�N'2/P�N'3W

def
D

8̂̂̂̂
<̂
ˆ̂̂:
.V �

N
/P�N'3 if .'1; '2/

type
D . ; /,

V � .P�N � P�N'2/P�N �MNP�N'2 if .'1; '3/
type
D . ; /,

V � .P�N'1 � P�N /P�N �MNP�N'1 if .'2; '3/
type
D . ; /,

V � .P�N'1 � P�N'2/P�N'3 else.

(2.40)

If .'1;'2/
type

¤ . ; /, we define the action of the paradifferential operators É and É É&

on the renormalized and frequency-truncated nonlinearity by

WV � .P�N'1 � P�N'2/ É P�N'3W
def
D V � .P�N'1 � P�N'2/ É P�N'3;

É É&
�
WV � .P�N'1 � P�N'2/P�N'3W

� def
D É É&

�
V � .P�N'1 � P�N'2/P�N'3

�
;

which does not involve a renormalization. We also define the negated paradifferential
operators by
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WV � .P�N'1 � P�N'2/ É:. / P�N'3W

def
D WV � .P�N'1 � P�N'2/P�N'3W � WV � .P�N'1 � P�N'2/ É P�N'3W;

É É&:
� ��

WV � .P�N'1 � P�N'2/P�N'3W
�

def
D WV � .P�N'1 � P�N'2/P�N'3W � É É&

�
WV � .P�N'1 � P�N'2/P�N'3W

�
;

which contains the full renormalization.

Equipped with our notion of types and the renormalization, we can now state and
prove the multi-linear master estimate.

Proposition 2.8 (Multi-linear master estimate). Let � D �.�; s1; s2; �; �; �0; bC; b/ > 0 be
sufficiently small, let A � 1, and let T � 1. Then there exists a Borel set ‚ms

blue.A; T / �

H
�1=2��
x .T3/ satisfying

P . 2 ‚ms
blue.A; T // � 1 � �

�1 exp.��A� / (2.41)

and such that for all 2 ‚ms
blue.A; T / the following hold:

Let J � Œ0; T � be an interval and let N � 1. Let '1; '2; '3W J � T3 ! R be as in
Definition 2.4 and let

.'1; '2I'3/
type

¤ . ; I /; . ; wI /:

(i) If .'1; '2I'3/
type
D . ;

�
I /; . ; X I /, then

 É É&:
� ��

WV � .P�N'1 � P�N'2/P�N'3W
�

X
s2�1;bC�1.J/

� T 30A:

(ii) If .'1; '2I'3/
type
D . ; Y I / or '1; '2

type

¤ and '3
type
D , then

kWV � .P�N'1 � P�N'2/ É:. / P�N'3WkXs2�1;bC�1.J/ � T
30A:

(iii) In all other cases,

kWV � .P�N'1 � P�N'2/P�N'3WkXs2�1;bC�1.J/ � T
30A:

Remark 2.9. The frequency-localized versions of each estimate in Proposition 2.8 gain

an �0-power in the maximal frequency scale. Furthermore, functions of the type
�

can

be replaced by
�

�
as defined in (3.4). For more details on these minor modifications,

we refer the reader to the proof of the individual main estimates (Sections 5–8).

Proof of Proposition 2.8. It suffices to prove the estimates with A on the right-hand side
replaced by CAC , where C D C.s1; s2; b; bC; �/. Then the desired estimate follows by
replacing A with a small power of A and adjusting the constant �. In the following, we
freely restrict to events with acceptable probabilities.
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Proof of (i). If .'1; '2I'3/ has type

� . ;
�
I /, we use Proposition 5.7,

� . ; X I /, we use Proposition 7.9.

Proof of (ii). If .'1; '2I'3/
type
D . ; Y; /, this follows from Proposition 6.3. Using Lem-

ma 2.6, we may assume in all remaining cases that '1 and '2 have type
�

or w, as

long as we obtain the estimate with T 18 instead of T 30. If .'1; '2I'3/ has type

� .
�

;
�
I /, we use Lemma 7.4 and Proposition 5.10,

� .w;
�
I /, we use Lemma 7.6 and Proposition 8.12,

� .w;wI /, we use Lemma 7.6 and Proposition 8.6.

Proof of (iii). Using Lemma 2.6, we may assume that all functions 'j are of type ,
�

, or w, as long as we prove the estimate with T 18 instead of T 30. If no factor is of

type , the desired estimate follows from Propositions 5.1 and 8.10. The remaining cases
can be estimated as follows: If .'1; '2I'3/ has type

� . ; I
�

/, we use Proposition 5.8,

� . ; Iw/, we use Proposition 6.1,

� . ;
�
I
�

/, we use Proposition 5.10,

� . ;
�
Iw/, we use Proposition 8.12,

� . ; wI
�

/, we use Lemma 8.8 and Proposition 8.12,

� . ; wIw/, we use Proposition 8.7 and Lemma 8.8.

2.3. Local well-posedness

In this subsection, we obtain our first local well-posedness result. It is phrased in terms of
the ambient measure P and the random structure is based on the Gaussian initial data .

Proposition 2.10 (Structured local well-posedness with respect to the ambient measure).
Let M � 1, let A � 1, let 0 < � � 1, and let � D �.�; s1; s2; �; �; �0; bC; b/ > 0 be suffi-
ciently small. Denote by Lamb

M .A; �/ the event in the ambient space .�;F / defined by the
following conditions:

(i) For any N � 1, the solution of (2.1) with initial data D C M exists on Œ0; ��.

(ii) For all N � 1, there exist wN 2 Xs1;b.Œ0; ��/, HN 2 LM.Œ0; ��/, and YN 2

Xs2;b.Œ0; ��/ such that
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ˆN .t/ D .t/C
�

N .t/C wN .t/;

wN .t/ D P�N IŒPCtrl.HN ; P�N /�.t/C YN .t/

for all t 2 Œ0; ��. Furthermore, we have the bounds

kwN kXs1;b.Œ0;��/; kHN kLM.Œ0;��/; kYN kXs2;b.Œ0;��/ � A;X
L1�L2

kPL1 � PL2wN kL2tH
�4ı1
x .Œ0;���T3/

� A:

(iii) For all N;K � 1,

kˆN Œt � �ˆK Œt � kL1t H
ˇ��
x .Œ0;���T3/

� Amin.N;K/��
0

:

We further require that

kHN �HKkLM.Œ0;��/; kYN � YKkXs2;b.Œ0;��/ � Amin.N;K/��
0

:

If A�bC�b � 1, then Lamb
M .A; �/ has a high probability and

P .Lamb
M .A; �// � 1 � ��1 exp.��A� /: (2.42)

Remark 2.11. The superscript “amb” in Lamb
M .A; �/ emphasizes that the event lives in

the ambient probability space. The first item (i) is only stated for expository purposes.
Indeed, since (i) is a soft statement and does not contain any uniformity in the frequency-
truncation parameter, it follows from the global well-posedness of (2.1) (which is also not
uniform in N ). The interesting portions of the proposition are included in (ii) and (iii),
which contain uniform structural information about the solution and allow us to locally
define the limiting dynamics.

By combining Theorem 1.1 and Proposition 2.10, we easily obtain the local well-
posedness of the renormalized nonlinear wave equation on the support of the Gibbs
measure.

Corollary 2.12 (Local well-posedness for Gibbsian initial data). Let 0< � <1 and let �D
�.�; s1; s2; �; �; �

0; bC; b/ > 0 be sufficiently small. Then there exists a Borel set L.�/ �

H
�1=2��
x .T3/ such that ˆN Œt � converges in C 0t H

�1=2��
x .Œ0; �� � T3/ as N !1 and

�˝1.L.�// � 1 � �
�1 exp.����� /: (2.43)

Corollary 2.12 shows that the limiting dynamics ˆ.t/ D limN!1 ˆN .t/ are
locally well-defined on the support of the Gibbs measure. However, it does not contain
any structural information about the solution, which will be essential in the globalization
argument (Section 3). The main difficulty, which was described in detail in Section 2.1, is
that the free component of the initial data is only defined on the ambient space. Never-
theless, in Proposition 3.3 below, we obtain a structured local well-posedness theorem in
terms of .
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We first use the structured local well-posedness result for the ambient measure (Propo-
sition 2.10) to prove the unstructured local well-posedness for Gibbsian random data
(Corollary 2.12). Then we present the proof of Proposition 2.10.

Proof of Corollary 2.12. Let M � 1 and let A satisfy A�bC�b � 1. We define a closed
set zL.A; �/ � H

�1=2��
x .T3/ by requiring that 2 zL.A; �/ if and only if

(a) for any N � 1, the solution of (2.1) with initial data exists on Œ0; ��,

(b) for all N;K � 1,

kˆN .t/ �ˆK.t/ kL1t H
ˇ��
x .Œ0;���T3/

� Amin.N;K/��
0

:

It is clear from the definition that L.�/ � zL.A; �/. We emphasize that zL.A; �/ is defined
intrinsically through and does not refer to the ambient probability space .�;F ; P /.
From the definition of Lamb

M .A; �/ in Proposition 2.10, it follows that

Lamb
M .A; �/ � ¹ C M 2

zL.A; �/º:

By using the representation of the reference measure in Theorem 1.1, we deduce that
LawP . C M/ D �

˝

M . This yields

�˝M .
zL.A; �// D P . C M 2

zL.A; �// � P .Lamb
M .A; �// � 1 � ��1 exp.��A� /:

By using the quantitative version of the absolute continuity �˝M � �˝M in Theorem 1.1,
we obtain

�˝M .H
�1=2��
x .T3/ n zL.A; �// . �˝M .H

�1=2��
x .T3/ n zL.A; �//1�1=q

. ��1 exp.��.1 � q�1/A� /:

After adjusting the value of �, this yields the desired estimate (2.43) with �˝1 replaced
by �˝M . Since zL.A; �/ is closed in H

�1=2��
x .T3/ and a subsequence of �˝M weakly con-

verges to �˝1, we obtain the same probabilistic estimate for the limiting measure �˝1.

Proof of Proposition 2.10. As discussed in Remark 2.11, (i) follows from a soft argument.
We now turn to the proof of (ii), which is the heart of the proposition. We let B D cAc ,
where c D c.�; s1; s2; bC; b/ is a sufficiently small constant.

Using Theorem 1.1, Lemma 2.6, Proposition 2.8, and Proposition 5.1, we may restrict
to the event

¹ 2 ‚ms
blue.B; 1/º

T
¹ 2 ‚

type
blue.B; 1/º

T
¹k k

L1t C
�1=2��
x .Œ0;1��T3/

� Bº

T °
sup
N

 � N


L1t C

ˇ��
x .Œ0;1��T3/

� B
± T
¹k MkH1=2Cˇ��x .T3/

� Bº: (2.44)

We now define a map

�N D .�N;X ; �N;Y /WX
s1;b.Œ0; ��/ �Xs2;b.Œ0; ��/! Xs1;b.Œ0; ��/ �Xs2;b.Œ0; ��/
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by

�N;X .XN ; YN /
def
D P�N I

h
2 É É&

�
V �

�
P�N � P�N

�
�

N CXN

��
P�N

�
C 2

�
V � .P�N � P�N .YN // É P�N

�
C

�
V �

�
P�N

�
�

N C wN

��2�
É P�N

i
and

�N;Y .XN ; YN /
def
D C I

�
SoN CCParaN .�N;X .XN ; YN /; wN /

C RMTN .YN ; wN /C PhyN .XN ; YN ; wN /
�
;

where wN D XN C YN . We emphasize our use of the double Duhamel trick, which is
manifested in the argument �N;X .XN ; YN / of CParaN . Our goal is to show that �N is
a contraction on a ball in Xs1;b.Œ0; ��/ � Xs2;b.Œ0; ��/, where the radius remains to be
chosen.

Using Lemmas 7.4 and 7.6, it follows that there exists a (canonical) HN D
HN .XN ; YN / satisfying the identity

�N;X .XN ; YN / D P�N IŒPCtrl.HN ; P�N /�

and the estimate

kHN kLM.Œ0;��/ . B2 C kXN k
2

Xs1;b.Œ0;��/
C kYN k

2

Xs2;b.Œ0;��/
: (2.45)

Using the energy estimate (Lemma 4.8), the inhomogeneous Strichartz estimate (Lemma
4.9), Lemma 7.3, and s1 � 1C 8� < �1=2 � �, we obtain

k�N;X .XN ; YN /kXs1;b.Œ0;��/ . kPCtrl.HN ; P�N /kXs1�1;b�1.Œ0;��/

. kPCtrl.HN ; P�N /k
L2bt H

s1�1
x .Œ0;���T3/

. �
1
2b kPCtrl.HN ; P�N /k

L1t H
s1�1
x .Œ0;���T3/

. �
1
2b kHN kLM.Œ0;��/k kL1t H

s1�1C8�
x .Œ0;���T3/

. �
1
2bB.B2 C kXN k

2

Xs1;b.Œ0;��/
C kYN k

2

Xs2;b.Œ0;��/
/:

(2.46)
Using the multi-linear estimates from Proposition 2.8, which are available due to our
restriction to the event (2.44), and the time-localization lemma (Lemma 4.3), we similarly
obtain

k�N;Y .XN ; YN /kXs2;b.Œ0;��/

. k kXs2;b.Œ0;��/ C kSoCCParaCRMTCPhykXs2�1;b�1.Œ0;��/

. B C �bC�bkSoCCParaCRMTCPhyk
X
s2�1;bC�1.Œ0;��/

. B C �bC�b.B3 C kXN k
3

Xs1;b.Œ0;��/
C kYN k

3

Xs2;b.Œ0;��/
/: (2.47)
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By combining (2.46) and (2.47), we obtain, for a constant C D C.�; s1; s2; bC; b/,

k�N .XN ; YN /kXs1;b.Œ0;��/�Xs2;b.Œ0;��/

� CB C C�bC�b.B3 C kXN k
3

Xs1;b.Œ0;��/
C kYN k

3

Xs2;b.Œ0;��/
/: (2.48)

Since C 4�bC�bB2 � 1=100, which follows from �bC�bA � 1 and our choice of B , we
see that �N maps the ball in Xs1;b.Œ0; ��/�Xs2;b.Œ0; ��/ of radius 2CB to itself. A minor
modification of the above argument also shows that �N is a contraction, which implies
the existence of a unique fixed point .XN ; YN / of �N satisfying

kXN kXs1;b.Œ0;��/; kYN kXs2;b.Œ0;��/ � 2CB: (2.49)

Using (2.45), we obtain

XN D P�N IŒPCtrl.HN ; P�N /�

with HN satisfying kHN kLM.Œ0;��/ . B2. Finally, using the triangle inequality and the
condition 2 ‚

type
blue.B; 1/ from (2.44), we find that wN D XN C YN satisfies

kwN kXs1;b.Œ0;��/ � 4CB;X
L1�L2

kPL1 � PL2wN kL2tH
�4ı1
x .Œ0;��/

. B2: (2.50)

Since B D cAc , (2.49) and (2.50) yield the desired estimates in (ii).
We now turn to (iii). This is a notationally extremely tedious but mathematically minor

modification of the arguments leading to (ii). Similar modifications are usually omitted
in the literature and we only outline the argument. In the frequency-localized versions of
our estimates leading to (ii), we always had an additional decaying factor N��

0

max , where
Nmax was the maximal frequency scale (see Remark 2.9 and Sections 5–8). So far, this
was only used to sum over all dyadic scales, but it also yields the smallness conditions in
(iii). Indeed, one only has to apply the same estimates as above to the difference equation

.XN �XK ; YN � YK/ D �N .XN ; YN / � �K.XK ; YK/:

2.4. Stability theory

In this subsection, we prove a stability estimate (Proposition 2.14) on large time intervals.
Strictly speaking, the stability estimate is part of the global instead of the local theory, but
the argument is closely related to the proof of local well-posedness (Proposition 2.10).
While the stability estimate in this section is phrased in terms of , it can be used to
obtain a similar estimate in terms of (Proposition 3.8). This second stability estimate
will then be used in the globalization argument.

In order to state the stability result, we introduce the function space Z, which captures
the admissible perturbations of the initial data.
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Definition 2.13 (Structured perturbations). Let T; N; K � 1 and t0 2 Œ0; T �. For any
2 H

�1=2��
x .T3/ and ZŒt0� 2 H

s1
x .T3/, we define

kZŒt0�kZ.Œ0;T �; It0;N;K/ D inf
Zı;Z�

max
�
kZ�Œt0�kHs1

x .T3/; kZ
ıŒt0�kHs2

x .T3/;X
L1�L2

kPL1 � PL2ZkL2tH
�4ı1
x .Œ0;T ��T3/

;

kWV � .P�N � P�NZ
ı/ É:. / P�N WkXs2�1;bC�1.Œ0;T �/;

k É É&:
� ��

WV � .P�N � P�NZ
�/ P�N W

�
k
X
s2�1;bC�1.Œ0;T �/

�
;

where the infimum is taken over all Z�Œt0� 2H
s1
x .T3/ and ZıŒt0� 2H

s2
x .T3/ satisfying

the identityZŒt0�DZ�Œt0�CZıŒt0� and the Fourier support condition suppbZ�Œt0�.n/�
¹n 2 Z3W jnj � 8max.N;K/º. Furthermore, we wroteZ�,Zı, andZ for the correspond-
ing solutions to the linear wave equation.

The notation ZıN and Z�N is motivated by the paradifferential operators used in their
treatment. The contributions ofZıN andZ�N are estimated using É and É É& , respec-
tively.

It is clear that, for fixed parameters T; t0;N , andK, the maximum is jointly continuous
in ZıŒt0� 2 H

s1
x .T3/ (satisfying the frequency-support condition), Z�Œt0� 2 H

s2
x .T3/,

and 2 H
�1=2��
x . This is the primary reason for including the frequency support con-

dition, since the sum in L1 and L2 would not otherwise be continuous in ZıŒt0�. In
particular, the norm kZŒt0�kZ.Œ0;T �; It0;N;K/ is Borel-measurable inZŒt0� 2H

s2
x .T3/ and

2 H
�1=2��
x .

Proposition 2.14 (Stability estimate). Let T;A� 1, and let � D �.�; s1; s2; �; �; �0; bC; b/
> 0 be sufficiently small. There exists a constant C D C.�; s1; s2; bC; b�/ and a Borel set
‚stab

blue.A; T / � H
�1=2��
x .T3/ satisfying

P . 2 ‚stab
blue.A; T // � 1 � �

�1 exp.��A� /

such that the following holds for all 2 ‚stab
blue.A; T /:

LetN;B � 1 and 0 < � < 1, let J � Œ0;T � be a compact interval, and t0
def
Dmin J. Let

zuN WJ � T3 ! R be an approximate solution of (2.1) satisfying the following assump-
tions:

(A1) (Structure) We have the decomposition

zuN D C
�

N C zwN :

(A2) (Global bounds) We have

k zwN kXs1;b.J / � B and
X

L1�L2

kPL1 � PL2 zwN kL2tH
�4ı1
x .J�T3/

� B:
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(A3) (Approximate solution) There exist HN 2 LM.J/ and FN 2 Xs2�1;bC�1.J/ sat-
isfying the identity

.�@2t � 1C�/zuN D P�N W.V � .P�N zuN /
2/P�N zuN W

� P�N PCtrl.HN ; P�N / � FN

and the estimates

kHN kLM.J/ � � and kFN kXs2�1;bC�1.J/ � �:

Furthermore, let ZN Œt0� 2 H
s1
x .T3/ be a perturbation satisfying the following assump-

tion.

(A4) (Structured perturbation) There exists a K � 1 such that

kZŒt0�kZ.J; It0;N;K/ � �:

Finally, assume that

(A5) (Parameter condition) C exp.C.AC B/
2

bC�b T
40

bC�b /� � 1.

Then there exists a solution uN WJ �T3!R of (2.1) satisfying the initial value condition
uN Œt0� D zuN Œt0�CZN Œt0� and the following conclusions:

(C1) (Preserved structure) We have the decomposition

uN D C
�

N C wN :

(C2) (Closeness) The difference uN � zuN D wN � zwN satisfies

kuN � zuN kXs1;b.J/ � C exp
�
C.AC B/

2
bC�b T

40
bC�b

�
�;X

L1�L2

kPL1 � PL2.uN�zuN /kL2tH
�4ı1
x .J�T3/

�C exp
�
C.ACB/

2
bC�b T

40
bC�b

�
�:

(C3) (Preserved global bounds) We have

kwN kXs1;b.J/ � B� and
X

L1�L2

kPL1 � PL2wN kL2tH
�4ı1
x .J�T3/

� B� ;

where B�
def
D B C C exp.C.AC B/

2
bC�b T

40
bC�b /� .

As mentioned above, the proof of Proposition 2.14 is close to the proof of local well-
posedness. The most important additional ingredient is a Gronwall-type argument in Xs;b-
spaces, which is slightly technical due to their nonlocal nature in the time variable.

Proof of Proposition 2.14. Let N;B; �;J; t0; zuN ; zwN ;HN ; FN ; ZN ; Z�N , and ZıN be as
in the statement of the proposition and assume that (A1)–(A5) are satisfied. We make the
Ansatz

uN .t/ D zuN .t/C vN .t/CZN .t/;

where the nonlinear component vN .t/ will be decomposed into a paracontrolled and
a smoother component below. Based on the condition uN Œt0� D zuN Œt0� C ZN Œt0�, we
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require that vN Œt0� D 0. Using assumption (A3) and the fact that ZN solves the linear
wave equation, we obtain the evolution equation

.�@2t � 1C�/vN D P�N W
�
V � .P�N .zuN C vN CZN /

2/
�
P�N .zuN C vN CZN /W

� P�N W.V � .P�N zuN /
2/P�N zuN W

C P�N PCtrl.HN ; P�N /C FN :

Inserting the structural assumption (A1) and using the binomial formula, we obtain

.�@2t � 1C�/vN

D P�N

h
2 WV �

�
P�N

�
C
�

N C wN

�
� P�N .vN CZN /

�
P�N W

C V �
�
.P�N .vN CZN //

2
�
P�N

C PCtrl.HN ; P�N /

C 2V �
�
P�N

�
C
�

N C wN

�
� P�N .vN CZN /

�
P�N

�
�

N C wN

�
C P�N

�
V � .WP�N .zuN C vN CZN /

2
W/
�
P�N .vN CZN /

i
C FN :

We then decompose vN D XN C YN , where XN is the paracontrolled component and
YN is the smoother component. Since vN Œt0� D 0, we impose the initial value conditions
XN Œt0� D 0 and YN Œt0� D 0. Similarly to Section 2.1, we define XN and YN through the
evolution equations

.�@2t � 1C�/XN D P�N

h
2 É É&

�
V � .P�N � P�N .XN CZ

�
N // P�N

�
C 2V � .P�N � P�N .YN CZ

ı
N // É P�N

C 2V �
�
P�N

�
�

N C wN

�
� P�N .XN C YN CZN /

�
É P�N

C V �
�
.P�N .vN CZN //

2
�

É P�N C PCtrl.HN ; P�N /
i

(2.51)

and

.�@2t � 1C�/YN D P�N

h
2 É É&:
� � �

WV � .P�N � P�N .XN CZ
�
N // P�N W

�
C 2WV � .P�N � P�N .YN CZ

ı
N // É:. / P�N W

C 2 V �
�
P�N

�
�

N C wN

�
� P�N .vN CZN /

�
É:. / P�N

C V �
�
.P�N .vN CZN //

2
�

É:. / P�N

C 2V �
�
P�N

�
C
�

N C wN

�
� P�N .vN CZN /

�
P�N

�
�

N C wN

�
C
�
V � .WP�N .zuN C vN CZN /

2
W/
�
P�N .vN CZN /

i
C FN : (2.52)
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Since the nonlinearity in (2.51) and (2.52) is frequency-truncated, a soft argument yields
the local existence and uniqueness of XN and YN in C 0t H

s1
x and C 0t H

s2
x , respectively.

Since Xs;b.J/ embeds into C 0t H
s
x.J � T3/ for all s 2 R, the solutions exist as long as

the restricted Xs1;b- and Xs2;b-norms stay bounded.
In order to prove that XN and YN exist on the full interval J and satisfy the desired

bounds, we let T� be the maximal time of existence ofXN and YN on J. We now proceed
through a Gronwall-type argument in Xs;b-spaces. We first define

fN W Œt0; T
�/! Œ0;1/; t 7! kXN kXs1;b.Œt0;t�/ C kYN kXs2;b.Œt0;t�/:

We emphasize that we neither rely on nor prove the continuity of fN . By Lemmas 4.4
and 4.8, there exists an implicit constant CEn D CEn.s1; s2; b/ such that

gN .t/
def
D CEn

�
k1Œt0;t�.�@

2
t � 1C�/XN kXs1�1;b�1.R/

C k1Œt0;t�.�@
2
t � 1C�/YN kXs2�1;b�1.R/

�
satisfies fN .t/� gN .t/ for all t 2 Œt0; T�/. Due to Lemma 4.4, gN .t/ is continuous. Now,
let � > 0 be a step size which remains to be chosen and assume that t; t 0 2 Œt0; T�/ satisfy
t� t 0� tC� . Using Lemma 4.3, we find that for an implicit constant CDC.s1; s2; b; bC/,

gN .t
0/

� CEn
�
k1Œt0;t�.�@

2
t �1C�/XN kXs1�1;b�1.R/Ck1Œt0;t�.�@

2
t �1C�/YN kXs2�1;b�1.R/

�
CCEn

�
k1.t;t 0�.�@

2
t �1C�/XN kXs1�1;b�1.R/Ck1.t;t 0�.�@

2
t �1C�/YN kXs2�1;b�1.R/

�
� gN .t/CC�

bC�b
�
k.�@2t �1C�/XN kXs1�1;bC�1..t;t 0�/

C k.�@2t � 1C�/YN kXs2�1;bC�1..t;t 0�/

�
� gN .t/C C�

bC�b
�
k.�@2t � 1C�/XN kXs1�1;bC�1.Œt0;t 0�/

C k.�@2t � 1C�/YN kXs2�1;bC�1.Œt0;t 0�/

�
:

Similarly to the proof of local well-posedness (Proposition 2.10), we can use Lemma 2.6,
Proposition 2.8, and Proposition 5.1 to restrict to the event

¹ 2 ‚ms
blue.A; T /º \ ¹ 2 ‚

type
blue.A; T /º \ ¹k kL1t C

�1=2��
x .Œ0;1��T3/

� Aº

\

°
sup
N

 � N


L1t C

ˇ��
x .Œ0;1��T3/

� T 3A
±
: (2.53)

By combining assumptions (A2)–(A4), and the multi-linear master estimate, a similar
argument to the proof of Proposition 2.10 yields

�bC�b
�
k.�@2t � 1C�/XN kXs1�1;bC�1.Œt0;t 0�/

C k.�@2t � 1C�/YN kXs2�1;bC�1.Œt0;t 0�/

�
. T 30�bC�b..AC B/2 C fN .t

0/2/.� C fN .t
0//:
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Altogether, we have proven for all t; t 0 2 Œt0; T�/ satisfying t � t 0 � t C � the estimate

f .t 0/ � g.t 0/ � g.t/C CT 30�bC�b..AC B/2 C fN .t
0/2/.� C fN .t

0//:

Using g.t0/ D 0 and a continuity argument (Lemma 4.13), iterating the resulting bounds,
and assuming the conditions

C.AC B/2eT=�� � 1=2 and 2CT 30�bC�b..AC B/2 C 6/ � 1=4; (2.54)

we obtain
sup

t2Œt0;T�/

f .t/ � sup
t2Œt0;T�/

g.t/ � C.AC B/2eT=��: (2.55)

Using the case of equality in the second condition in (2.54) as a definition for � , the first
condition follows from assumption (A5). Recalling the definition of f , we obtain

sup
t2Œt0;T�/

.kXN kXs1;b.Œt0;t�/ C kYN kXs2;b.Œt0;t�// � C exp
�
C.AC B/

2
bC�b T

40
bC�b

�
:

This estimate rules out finite-time blowup on J and implies that T� D sup J. Together
with a soft argument, which is based on the integral equation for XN and YN as well as
the time-localization lemma (Lemma 4.3), we obtain

kXN kXs1;b.J/ C kYN kXs2;b.J/ � C exp
�
C.AC B/

2
bC�b T

40
bC�b

�
: (2.56)

With this uniform estimate in hand, we can now easily obtain the desired conclusions
(C1)–(C3). In order to obtain (C1), we (are forced to) choose

wN D zwN CXN C YN CZN :

The conclusions (C2) and (C3) follow from (A4), (2.56), and the condition 2‚type
blue.A;T /

in our event (2.53).

3. Global theory

In this section, we prove the global well-posedness of the renormalized nonlinear wave
equation and the invariance of the Gibbs measure. As mentioned in the introduction, the
heart of this section is a new form of Bourgain’s globalization argument. In Section 3.1,
we prove the global well-posedness for Gibbsian initial data. We focus on the overall
strategy and postpone several individual steps to Section 3.3 below. In Section 3.2, we
prove the invariance of the Gibbs measure. Using the global well-posedness from Section
3.1, the proof of invariance is similar to that in Bourgain’s seminal paper [4].

3.1. Global well-posedness

We now prove the (quantitative) global well-posedness of the renormalized nonlinear
wave equation for Gibbsian initial data. In particular, we show that the structure

ˆN Œt � D C
�

N C wN
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from the local theory (see Proposition 3.3) is preserved by the global theory. Here, the
linear and cubic stochastic objects are defined exactly as in (2.2) and (2.5), but with
replaced by .

Proposition 3.1 (Global well-posedness). LetA;T � 1, letC DC.�;s1; s2;�;�;�0;bC;b/
� 1 be sufficiently large, and let � D �.�; s1; s2; �; �; �0; bC; b/ > 0 be sufficiently small.
Assume that B;D � 1 satisfy

B � B.A;T /
def
D C exp.C.AC T /C / and D �D.A;T /

def
D C exp.exp.C.AC T /C //:

(3.1)
Furthermore, let K � 1 satisfy the condition

C exp.C.AC B C T /C /K��
0

� 1: (3.2)

Then the Borel set

EK.B;D; T / D
\
N�K

�°
2 H�1=2��x .T3/WwN .t/ D ˆN .t/ � �

�
N satisfies

kwN kXs1;b.Œ0;T �/ � B and
X

L1�L2

kPL1 � PL2wN kL2tH
�4ı1
x .Œ0;T ��T3/

� B
±

T
¹ 2 H�1=2��x .T3/W kˆN Œt � �ˆK Œt � kC0t H

ˇ��
x .Œ0;T ��T3/

� DK��
0

º

�
satisfies the estimate

inf
M�K

�˝M .EK.B;D; T // � 1 � T �
�1 exp.��A� /: (3.3)

In the proof below, we need two modifications of the cubic stochastic object. We
define

�
N

�

def
D IŒ1Œ0;��.t/

�
N
� and

�
N nM

�

def
D IŒ1Œ0;��.t/.

�
N
�
�

M
/�: (3.4)

Proof of Proposition 3.1. We encourage the reader to review the informal discussion of
the argument in the introduction before delving into the details of this proof.

Let � 2 .0; 1/ be such that 1=2 � A�bC�b � 1 and J def
D T=� 2 N. We let Bj ; Dj ,

where 1 � j � J , be increasing sequences which remain to be chosen. We will prove
below that our choice satisfies Bj � B and Dj � D for all 1 � j � J . We then have

EK.Bj ;Dj ; j�/ D
\
N�K

�°
2 H�1=2��x .T3/WwN .t/ D ˆN .t/ � �

�
N satisfies

kwN kXs1;b.Œ0;j��/ � Bj and
X

L1�L2

kPL1 � PL2wN kL2tH
�4ı1
x .Œ0;j���T3/

� Bj

±
\ ¹ 2 H�1=2��x .T3/W kˆN Œt � �ˆK Œt � kC0t H

ˇ��
x .Œ0;j���T3/

� DjK
��0
º

�
:
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We now claim that for all M � K, under certain constraints on the sequences Bj and
Dj detailed below,

�˝M .EK.B1;D1; �// � 1 � �
�1 exp.�A� / (3.5)

and

�˝M .EK.Bj ;Dj ; j�// � �
˝

M

�
EK.Bj�1;Dj�1; .j � 1/�/

�
� ��1 exp.�A� /: (3.6)

We refer to (3.5) as the base case and to (3.6) as the induction step. We split the rest of
the argument into several steps.

Step 1: The base case (3.5). We set B1
def
D A and D1

def
D A. If L.A; �/ is as in Proposition

3.3, we obtain L.A; �/ � EK.B1;D1; �/. This implies

�˝M .EK.B1;D1; �// � �
˝

M .L.A; �// � 1 � �
�1 exp.�A� /:

Step 2: The induction step (3.6). We first restrict to the event

�gwp.A; T; �/
def
D L.A; �/

T
L.A; 2�/

T
� time.A; T; �/

T
� cub.A; T; �/

T
� stab.A; T; �/:

(3.7)
Using Propositions 3.3, 3.5, 3.7, and 3.8, which also contain the definitions of the sets in
(3.7), we obtain

�˝M .�
gwp.A; T; �// � 1 � ��1 exp.�A� /:

Using the invariance of �˝M under ˆM , we also obtain

�˝M
�
ˆM Œ� �

�1EK.Bj�1;Dj�1; .j � 1/�/
�
D �˝M

�
EK.Bj�1;Dj�1; .j � 1/�/

�
:

In order to obtain the probabilistic estimate (3.6), it therefore suffices to prove the inclu-
sion

�gwp.A; T; �/
T
ˆM Œ� �

�1EK.Bj�1;Dj�1; .j � 1/�/ � EK.Bj ;Dj ; j�/: (3.8)

For the rest of this proof, we assume that 2 �gwp.A; T; �/
T
ˆM Œ� �

�1EK.Bj�1;Dj�1;

.j � 1/�/ and N;M � K. To clarify the structure of the proof, we divide our argument
into further substeps.

Step 2.1: Time translation. We rephrase the condition D ˆM Œ� � 2 EK.Bj�1; Dj�1;

.j � 1/�/ in terms of .
Since 2 EK.Bj�1;Dj�1; .j � 1/�/, we deduce for all t 2 Œ�; j�� that

ˆN .t � �/ˆM Œ� � D ˆN .t � �/ D .t � �/C
�

N .t � �/C w
grn
N;M .t � �/;

where wgrn
N;M W Œ0; .j � 1/�� � T3 ! R satisfies

kw
grn
N;MkXs1;b.Œ0;.j�1/��/ � Bj�1;X

L1�L2

kPL1 � PL2w
grn
N;MkL2tH

�4ı1
x .Œ0;.j�1/���T3/

� Bj�1:
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The superscript “grn” emphasizes that wgrn
N;M appears in the structure involving . Fur-

thermore, we also have

kˆN Œt � ��ˆM Œ� � �ˆK Œt � ��ˆM Œ� � kC0t H
ˇ��
x .Œ�;j���T3/

� Dj�1K
��0 : (3.9)

Since 2 � time.A; T; �/ (as in Proposition 3.5), it follows for all t 2 Œ�; j�� that

ˆN .t � �/ˆM Œ� � D .t/C
�

N .t/ �
�

N nM

�
.t/C wN;M .t/; (3.10)

where wN;M W Œ�; j�� � T3 ! R satisfies

kwN;MkXs1;b.Œ�;j��/;
X

L1�L2

kPL1 � PL2wN;MkL2tH
�4ı1
x .Œ�;j���T3/

�T ˛ABj�1: (3.11)

Our next goal is to replace ˆM Œ� � in (3.10) by ˆN Œ� �, which is done in Steps 2.2 and 2.3.

Step 2.2: The cubic stochastic object. In this step, we correct the structure of
ˆN .t � �/ˆM Œ� � , as stated in (3.10), by adding the “partial” cubic stochastic object.

We define zuN W Œ�; j�� � T3 ! R by

zuN .t/ D ˆN .t � �/ˆM Œ� � C
�

N nM

�
.t/ D .t/C

�
N .t/C wN;M .t/: (3.12)

While zuN depends onM , this is not reflected in our notation. The reason is that, as will be
shown below, zuN is a close approximation of uN .t/ D ˆN .t/ , which does not directly
depend on M . In order to match the notation of zuN , we also define zwN D wN;M , which
leads to

zuN .t/ D .t/C
�

N .t/C zwN .t/:

Using 2� cub.A;T; �/ (as in Proposition 3.7), it follows that there areHN 2LM.Œ�; j��/

and FN 2 Xs2�1;bC�1.Œ�; j��/ satisfying the identity

.�@2t � 1C�/zuN � P�N W.V � .P�N zuN /
2/P�N zuN W

D �P�N PCtrl.HN ; P�N / � FN (3.13)

and the estimate

kHN kLM.Œ�;j��/; kFN kXs2�1;bC�1.Œ�;j��/ � T
4˛A4B3j�1K

��0 : (3.14)

Thus, zuN is an approximate solution to the nonlinear wave equation on Œ�; j�� � T3.
Furthermore,

kzuN Œt � �ˆN Œt � ��ˆM Œ� � kC0t H
ˇ��
x .Œ�;j���T3/

� T 4˛A4B3j�1K
��0 : (3.15)

Step 2.3: Stability estimate. In this step, we turn the approximate solution zuN into an
honest solution and fully correct the initial data at t D � .
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We now verify assumptions (A1)–(A5) in Proposition 3.8, where we replace B by
T ˛ABj�1 and set � D T 4˛A4B3j�1K

��0 . Assumption (A1) holds with zwN D wN;M due
to (3.12); (A2) coincides with the bounds (3.11); and (A3) coincides with (3.13) and
(3.14).

For (A4), we rely on 2 L.A; �/ (as in Proposition 3.3). First, we have

zuN Œ� � D ˆM Œ� � C
�

N nM

�
Œ� � D Œ� �C

�
M Œ� �C

�
N nM

�
Œ� �C wM Œ� �

D Œ� �C
�

N Œ� �C wM Œ� �:

Second,

ˆN Œ� � D Œ� �C
�

N Œ� �C wN Œ� �:

Using (IV) of Proposition 3.3, this implies that ZN Œ� �
def
D ˆN Œ� � � zuN Œ� � satisfies

kZN Œ� �kZ.Œ0;T �; I�;N;M/ � AT
˛K��

0

; (3.16)

which yields (A4). Finally, as long as Bj � B , (A5) follows from the parameter condition
(3.2). Thus, assumptions (A1)–(A5) in Proposition 3.8 hold. Since 2 � stab.A; T; �/, we
conclude for all t 2 Œ�; j�� that

ˆN .t/ D .t/C
�

N .t/C wN .t/; (3.17)

where the nonlinear component wN satisfies

kwN kXs1;b.Œ�;j���T3/;
X

L1�L2

kPL1 � PL2wN;MkL2tH
�4ı1
x .Œ�;j���T3/

� T ˛ABj�1 C 1 � 2T
˛ABj�1: (3.18)

Furthermore,

kˆN Œt � � zuN Œt �kC0t H
ˇ��
x .Œ�;j���T3/

� C exp.C.AC Bj�1 C T /C /K��
0

: (3.19)

By combining (3.9), (3.15), and (3.19), we obtain

kˆN Œt � �ˆK Œt � ��ˆM Œ� � kC0t H
ˇ��
x .Œ�;j���T3/

�
�
Dj�1 C T

4˛A4B3j�1 C C exp.C.AC Bj�1 C T /C /
�
K��

0

: (3.20)

By combining the general case N � K in (3.20) with the special case N D K, using the
triangle inequality, and increasing C if necessary, we also obtain

kˆN Œt � �ˆK Œt � kC0t H
ˇ��
x .Œ�;j���T3/

�
�
2Dj�1 C C exp.C.AC Bj�1 C T /C /

�
K��

0

: (3.21)
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Step 2.4: Gluing. In this step, we “glue” together our information on Œ0; 2�� (from local
well-posedness) and Œ�; j�� (from the previous step).

Since 2 L.A; 2�/ (as in Proposition 3.3), the function wN uniquely determined by

ˆN .t/ D .t/C
�

N .t/C wN .t/

satisfies

kwN kXs1;b.Œ0;2���T3/ � A;
X

L1�L2

kPL1 � PL2wN kL2tH
�4ı1
x .Œ0;2���T3/

� A:

Furthermore,
kˆN Œt � �ˆK Œt � kC0t H

ˇ��
x .Œ0;2���T3/

� AK��
0

:

Together with (3.18), (3.21), and the gluing lemma (Lemma 4.5), which is only needed
for the frequency-based Xs1;b-space, we obtain

kwN kXs1;b.Œ0;j���T3/;
X

L1�L2

kPL1 � PL2wN kL2tH
�4ı1
x .Œ0;j���T3/

� C�1=2�bT ˛ABj�1; (3.22)

and

kˆN Œt � �ˆK Œt � kC0t H
ˇ��
x .Œ0;j���T3/

�
�
2Dj�1 C C exp.C.AC Bj�1 C T /C /

�
K��

0

: (3.23)

Step 2.5: Choosing Bj and Dj . Based on (3.22) and (3.23), we now define

Bj
def
D C�1=2�bT ˛ABj�1 and Dj

def
D 2Dj�1 C C exp.C.AC Bj�1 C T /C /:

Step 3: Finishing up. We recall that 1=2 � A�bC�b � 1, J D T=� � TA
1

bC�b , B1 D A,
and D1 D A. After increasing C if necessary, we obtain

BJ � C exp.C.AC T /C / � B and DJ � C exp.C.ACBJ C T /C / �D: (3.24)

This implies E.BJ ; DJ ; J�/ � EK.B;D; T /. By iterating (3.6) and using the base case
(3.5), we obtain (after decreasing �)

�˝M .EK.B;D; T // � �
˝

M .EK.BJ ;DJ ; J�// � 1 � T �
�1 exp.��A� /:

This completes the proof.

In Proposition 3.1, we obtained a quantitative global well-posedness result. In particu-
lar, we obtained (almost) explicit bounds on the growth of wN , which are of independent
interest. In the proof of Theorem 1.3, however, a softer statement is sufficient, which we
isolate in Corollary 3.2 below.
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Corollary 3.2. Let T;K � 1 and � > 0. Define a closed subset of H
�1=2��
x .T3/ by

�K.T;�/
def
D

°
2H�1=2��x .T3/W sup

N1;N2�K

kˆN1 Œt � �ˆN2 Œt � kC0t H
ˇ��
x .Œ�T;T ��T3/

� �
±
:

(3.25)
Furthermore, we define the event

�
def
D

\
T2N

\
�2Q>0

[
K�1

�K.T; �/: (3.26)

Then
lim

K;M!1
�˝M .�K.T; �// D 1 and �˝1.�/ D 1: (3.27)

Proof. We first prove the limit identity. Using the time-reflection symmetry, it suffices to
prove the statement with �K.T; �/ replaced by

�CK .T; �/
def
D

°
2H�1=2��x .T3/W sup

N1;N2�K

kˆN1 Œt � �ˆN2 Œt � kC0t H
ˇ��
x .Œ0;T ��T3/

� �
±
:

For any fixed T; A; B; D � 1 satisfying (3.1) and � > 0, and for all sufficiently large
K;L � 1 satisfying K � L, we have

�CK .T; �/ � EL.B;D; T /;

where EL.B;D; T / is as in Proposition 3.1. Thus,

lim
K;M!1

�˝M .�K.T; �// � lim inf
M!1

�˝M .EL.B;D; T // � 1 � �
�1T exp.�A� /:

After letting A!1, this yields the first identity in (3.27).
Using Theorem 1.1, we find that a subsequence of�˝M converges weakly to�˝1. Since

�K.T; �/ is closed, this implies

1 D lim
K;M!1

�˝M .�K.T; �// � lim inf
K!1

�˝1.�K.T; �// � �
˝

1

�[
K�1

�K.T; �/
�
:

This yields the second identity in (3.27).

3.2. Invariance

In this subsection, we complete the proof of Theorem 1.3. The global well-posedness
follows from Corollary 3.2 and it remains to prove the invariance. Our argument closely
resembles the proof of invariance for the one-dimensional nonlinear Schrödinger equation
by Bourgain [4]. The only difference is that we work with the expectation of test functions
instead of probabilities of sets, since they are more convenient for weakly convergent
measures.
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Proof of Theorem 1.3. The global well-posedness follows directly from Corollary 3.2.
Thus, it remains to prove the invariance of the Gibbs measure �˝1.

Let t 2 R be arbitrary. In order to prove that ˆ1Œt �#�˝1 D �
˝
1, it suffices to prove

for all bounded Lipschitz functions f WH�1=2��x .T3/! R that

E�˝1 Œf .ˆ1Œt � /� D E�˝1 Œf . /�: (3.28)

We first rewrite the left-hand side of (3.28). Using the global well-posedness and domi-
nated convergence, we have

E�˝1 Œf .ˆ1Œt � /� D lim
N!1

E�˝1 Œf .ˆN Œt � /�:

Using the weak convergence of �˝M to �˝1 (from Theorem 1.1) and the continuity of
ˆN Œt � (for a fixed N ), we have

lim
N!1

E�˝1 Œf .ˆN Œt � /� D lim
N!1

�
lim

M!1
E�˝

M
Œf .ˆN Œt � /�

�
:

We now turn to the right-hand side of (3.28). Using the weak convergence of �˝M to �˝1
and the invariance of �˝M under ˆM Œt �, we obtain

E�˝1 Œf . /� D lim
M!1

E�˝
M
Œf . /� D lim

M!1
E�˝

M
Œf .ˆM Œt � /�:

Combining the last three identities, we can reduce (3.28) to

lim sup
N;M!1

ˇ̌
E�˝

M
Œf .ˆN Œt � /� � E�˝

M
Œf .ˆM Œt � /�

ˇ̌
D 0: (3.29)

We now let T � 1 be such that t 2 Œ�T;T �, let � > 0, and letK � 1. We also let �K.T; �/

be as in Corollary 3.2. Then

lim sup
N;M!1

ˇ̌
E�˝

M
Œf .ˆN Œt � /� � E�˝

M
Œf .ˆM Œt � /�

ˇ̌
� sup

N;M�K

ˇ̌
E�˝

M
Œf .ˆN Œt � /� � E�˝

M
Œf .ˆM Œt � /�

ˇ̌
� sup

N;M�K

E�˝
M

�
1¹ 2 �K.T; �/º

ˇ̌
f .ˆN Œt � / � f .ˆM Œt � /

ˇ̌�
C sup
N;M�K

E�˝
M

�
1¹ 62 �K.T; �/º

ˇ̌
f .ˆN Œt � / � f .ˆM Œt � /

ˇ̌�
� Lip.f / � � C 2kf k1 sup

M�K

�˝M .H
�1=2��
x n �K.T; �//:

In the last line, Lip.f / is the Lipschitz constant of f and kf k1 is the supremum of f .
Using Corollary 3.2, we obtain the estimate (3.29) by first lettingK!1 and then letting
� ! 0.
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3.3. Structure and stability theory

In this subsection, we provide the ingredients used in the proof of global well-posedness
(Proposition 3.1). As described in the introduction, we will further split this subsection
into four parts.

3.3.1. Structured local well-posedness. In Proposition 2.10, we obtained a structured
local well-posedness result in terms of and P . In Corollary 2.12, we already used
Proposition 2.10 to prove the local existence of the limiting dynamics on the support of
the Gibbs measure �˝1, but did not obtain any structural information on the solution. We
now remedy this defect, and obtain a structured local well-posedness result even on the
support of the Gibbs measure.

The statement of the proposition differs slightly from the earlier Proposition 2.10
for two reasons: First, we formulate the result closer to the assumptions in the stability
theory (Propositions 2.14 and 3.8), which is useful in the globalization argument. Second,
using the organization of this paper, it would be cumbersome to define the paracontrolled
component ofˆN .t/ intrinsically through , i.e., without relying on the ambient objects.

Proposition 3.3 (Structured local well-posedness with respect to the Gibbs measure).
Let A � 1, let 0 < � < 1, let ˛ > 0 be a sufficiently large absolute constant, and let
� D �.�; s1; s2; �; �; �

0; bC; b/ > 0 be sufficiently small. Denote by a generic element of
H
�1=2��
x .T3/ and by L.A; �/ the Borel subset of H�1=2��x .T3/ defined by the following

conditions:

(I) For any N � 1, the solution of (2.1) with initial data exists on Œ��; ��.

(II) For all N � 1, there exists .a unique/ wN 2 Xs1;b.Œ0; ��/ such that

ˆN .t/ D .t/C
�

N .t/C wN .t/:

Furthermore,

kwN kXs1;b.Œ0;��/ � A and
X

L1�L2

kPL1 � PL2wN kL2tH
�4ı1
x .Œ0;���T3/

� A:

(III) For all N;K � 1,

kˆN Œt � �ˆK Œt � kC0t H
ˇ��
x .Œ0;���T3/

� Amin.N;K/��
0

:

(IV) For all N;K; T � 1,

kwK Œ� �kZ.Œ0;T �; I�;N;K/ � AT
˛;

kwN Œ� � � wK Œ� �kZ.Œ0;T �; I�;N;K/ � AT
˛ min.N;K/��

0

:

If A�bC�b � 1, then L.A; �/ has high probability under �˝M for all M � 1, and

�˝M .L.A; �// � 1 � �
�1 exp.��A� /: (3.30)
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Remark 3.4. Since we prove multi-linear estimates for instead of in Section 9, a dif-
ferent incarnation of this paper may omit Proposition 2.10 and instead prove Proposition
3.3 directly. The author believes that our approach illustrates an interesting conceptual
point: The singularity of the Gibbs measure does not enter heavily into the construction
of the local limiting dynamics (see Corollary 2.12), but does affect the global theory.
We believe, however, that this would be different for the cubic nonlinear wave equation.
The reason is an additional renormalization in the construction of the ˆ43-model (see e.g.
[1, Lemma 5: Step 3]).

We recall that the Z-norm appearing in (IV) is defined in Definition 2.13.

Proof of Proposition 3.3. By using Theorem 1.1 and adjusting the value of �, it suffices
to prove the probabilistic estimate (3.30) with the Gibbs measure �˝M replaced by the
reference measure �˝M . Using the representation of the reference measure from Theorem
1.1, we have

�˝M D LawP . C M/:

By applying this identity to the Borel set L.A; �/, we obtain

�˝M .L.A; �// D P . C M 2 L.A; �//:

Let B D cAc � A, where c D c.�; s1; s2; �; �; �
0; bC; b/ > 0 is sufficiently small. Let

Lamb
M .B; �/ � � be as in Proposition 2.10. We now show that

P
�
¹ C M 62 L.A; �/º

T
Lamb
M .B; �/

�
�

1
2
��1 exp.��A� /: (3.31)

Property (i) in Proposition 2.10 directly implies its counterpart. The main part of the
argument lies in proving (II). Instead of (II), we currently only have the property

(ii) For all N � 1, there exist w0N 2 Xs1;b.Œ0; ��/, H 0N 2 LM.Œ0; ��/, and Y 0N 2

Xs2;b.Œ0; ��/ such that for all t 2 Œ0; ��,

ˆN .t/ D .t/C
�

N .t/C w0N .t/;

w0N .t/ D P�N IŒPCtrl.H 0N ; P�N /�.t/C Y 0N .t/:

Furthermore, we have the bounds

kw0N kXs1;b.Œ0;��/; kH
0
N kLM.Œ0;��/; kY

0
N kXs2;b.Œ0;��/ � B;X

L1�L2

kPL1 � PL2w
0
N kL2tH

�4ı1
x .Œ0;���T3/

� B:

Comparing (ii) and (II) forces us to take

wN D � C
�

N �
�

N C w0N : (3.32)

We now have to prove that the right-hand side of (3.32) satisfies the estimates in (II). Due
to the decomposition D C M, we have

� D � :
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Using Theorem 1.1, we see that outside a set of probability . exp.�cB2=k/ under P ,

k kXs2;b.Œ0;��/ . B:

Using Proposition 9.1, we find that outside an event with probability� ��1 exp.��B� /
under P ,

�
N D

�
N C I ŒPCtrl.H .3/

N ; P�N /�C Y
.3/
N ; (3.33)

where H .3/
N 2 LM.Œ0; ��/ and Y .3/N 2 Xs2;b.Œ0; ��/ satisfy

kH
.3/
N kLM.Œ0;��/ � B and kY

.3/
N kXs2;b.Œ0;��/ � B:

To ease the reader’s mind, we mention that the proof of Proposition 9.1 is based on the
algebraic identity

�
N D

�
N C 2

�
N C

�
N C

�
N C 2

�
N C

�
N ;

which uses mixed cubic stochastic objects. Finally, we have

w0N D P�N IŒPCtrl.H 0N ; P�N /�C Y 0N

D P�N IŒPCtrl.H 0N ; P�N /� � P�N IŒPCtrl.H 0N ; P�N /�C Y 0N :

Using the inhomogeneous Strichartz estimate (Lemma 4.9) and Lemma 7.3, we find that

kP�N IŒPCtrl.H 0N ; P�N /�kXs2;b.Œ0;��/ . kPCtrl.H 0N ; P�N /k
L1t H

s2�1
x .Œ0;���T3/

. kH 0N kLM.Œ0;��/k kL1t H s2�1C8�x .Œ0;���T3/
. B2:

Thus,
wN D P�N IŒPCtrl.HN ; P�N /�C YN ; (3.34)

where

HN D H
0
N CH

.3/
N and YN D Y

0
N � C Y

.3/
N � P�N IŒPCtrl.H 0N ; P�N /�

satisfy kHN kLM.Œ0;��/; kYN kXs2;b.Œ0;��/ . B2. Using Lemma 9.8, we also obtain

kwN kXs1;b.Œ0;��/ . B5 and
X

L1�L2

kPL1 � PL2wN kL2tH
�4ı1
x .Œ0;���T3/

. B5:

Inserting our choice of B , this completes the proof of (II).
Statement (III) directly follows from (iii) of Proposition 2.10. It now remains to

prove (IV). We emphasize that T � 1 is arbitrary, which will be useful in the stability
theory below. We focus on the estimate for the difference, since the proof of the estimate
forwK Œ� � is easier (but similar). Using Lemma 9.9, we may restrict to 2‚

sp
blue.B;T / and
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2 ‚
sp
red.B; T /. Then we can replace the estimates in Z.Œ0; T �; I t0; N;K/ by estimates

in Z.Œ0; T �; I t0; N;K/. After rearranging (3.34), we have

wN DP�N IŒPCtrl.H 0N CH
.3/
N ;P�N /�C Y 0N � C Y

.3/
N CP�N IŒPCtrl.H .3/

N ;P�N /�:

Thus, we obtain
wN Œ� � � wK Œ� � D Z

�
N;K Œ� �CZ

ı
N;K Œ� �;

where

Z�N;K Œ� �
def
D P�N IŒPCtrl.H 0N CH

.3/
N ; P�N /�Œ� �

� P�K IŒPCtrl.H 0K CH
.3/
K ; P�K /�Œ� �

and

ZıN;K Œ� �
def
D Y 0N � Y

0
K C Y

.3/
N � Y

.3/
K

C P�N IŒPCtrl.H .3/
N ; P�N /� � P�K IŒPCtrl.H .3/

K ; P�K /�:

The desired estimate then follows from the frequency-localized version of the multi-linear
master estimate (Proposition 2.8), (iii) in Proposition 2.10, and Proposition 9.1.

3.3.2. Structure and time translation. In the globalization argument, we use the invari-
ance of the truncated Gibbs measures under the truncated flows to transform our bounds
from the time interval Œ0; .j � 1/�� to Œ�; j��. As the reader saw in the proof of Proposition
3.1, however, the structural bounds are now phrased in terms of D ˆM Œ� � . The next
proposition translates the structural bounds back into .

Proposition 3.5 (Structure and time-translation). Let A; T � 1, let 0 < � � 1, let
j 2 N satisfy j� � T , let ˛ > 0 be a sufficiently large absolute constant, and let � D
�.�; s1; s2; �;�;�

0; bC; b/ > 0 be sufficiently small. There exists a Borel set � time.A;T;�/�

L.A; �/ satisfying

�˝M .�
time.A; T; �// � 1 � ��1 exp.��A� / (3.35)

for all M � 1 and such that the following holds for all 2 � time.A; T; �/:
Let N;K;B � 1, and define D ˆK Œ� � . Let wgrn

N;K 2 Xs1;b.Œ0; .j � 1/��/ satisfy

(A1) (Global structured bounds in )

kw
grn
N;KkXs1;b.Œ0;.j�1/��/ � B;X

L1�L2

kPL1 � PL2w
grn
N;KkL2tH

�4ı1
x .Œ0;.j�1/���T3/

� B:

Define wN;K W Œ�; j�� � T3 ! R through the identity

.t � �/C
�

N .t � �/C w
grn
N;K.t � �/ D .t/C

�
N .t/ �

�
N nK

�
.t/C wN;K.t/:

(3.36)
Then we obtain the following conclusion regarding wN;K:
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(C1) Incomplete structured global bounds in :

kwN;KkXs1;b.Œ�;j��/ � T
˛AB;X

L1�L2

kPL1 � PL2wN;KkL2tH
�4ı1
x .Œ�;j���T3/

� T ˛AB:

Remark 3.6. The superscript “grn” in wgrn
N;K stands for “green”, which is motivated by

the identity (3.36). We refer in the conclusion to “incomplete structured global bounds”
since the right-hand side in (3.36) does not yet have the desired form. The partial cubic
stochastic object

�
N nK

�

is subtracted from it and hence we regard the structure as incomplete.

Proof of Proposition 3.5. Before we turn to the analytical and probabilistic estimates,
we discuss the definition and Borel-measurability of � time.A; T; �/. We let � time.A; T; �/

be the intersection of L.A; �/ with the set of 2 H
�1=2��
x satisfying the implication

(A1)!(C1) for all N;K;B , and wgrn
N;K . For fixed parameters and a fixed function wgrn

N;K ,

the set of 2H
�1=2��
x satisfying (A1) and/or (C1) is closed and hence Borel-measurable.

Using a separability argument, it suffices to require the implication (A1)!(C1) for count-
ably many wgrn

N;K , which yields the measurability of � time.A; T; �/.
We now turn to the analytical and probabilistic estimates. If 2 L.A; �/, it follows

from (II) and (IV) of Proposition 3.3 that

D Œ� �C
�

K Œ� �CZK Œ� �;

where the remainder ZK Œ� � satisfies

kZK Œ� �kZ.Œ0;T �; I�;N;K/ � AT
˛:

By applying the linear propagator to we obtain, for all t � � ,

.t � �/ D .t/C
�

K

�
.t/CZK.t/; (3.37)

where we recall from (3.4) that

�
K

�
.t/ D IŒ1Œ0;��

�
K
�.t/:

Regarding the cubic stochastic object, we have

�
N .t � �/ D IŒ1Œ�;1/

�
N
.� � �/�.t/

D IŒ1Œ�;1/
�

N
�.t/C IŒ1Œ�;1/.

�
N
.� � �/ � �

N
.�//�.t/ (3.38)
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Combining the algebraic identity

IŒ1Œ0;��
�

K
�.t/C IŒ1Œ�;1/

�
N
�.t/ D

�
N .t/ �

�
N nK

�
.t/

with (3.37) and (3.38), it follows that

wN;K.t/ D w
grn
N;K.t/CZK.t/C IŒ1Œ�;1/.

�
N
.� � �/ � �

N
.�//�.t/: (3.39)

Equipped with the identity (3.39) for wN;K , it remains to prove (C1) on an event satis-
fying (3.35). The second and third summands in (3.39) can be treated using Lemma 9.8,
Proposition 9.12 (combined with (3.37)), and Lemma 9.13. Thus, it remains to prove (C1)
for the first summand in (3.39). Using (3.37), we haveX

L1�L2

kPL1 .t/ � PL2w
grn
N;K.t � �/kL2tH

�4ı1
x .Œ�;j���T3/

�

X
L1�L2

kPL1 .t/ � PL2w
grn
N;K.t/kL2tH

�4ı1
x .Œ0;.j�1/���T3/

(3.40)

C

X
L1�L2

PL1 � K

�
.t/ � PL2w

grn
N;K.t � �/


L2tH

�4ı1
x .Œ�;j���T3/

(3.41)

C

X
L1�L2

kPL1ZK.t/ � PL2w
grn
N;K.t � �/kL2tH

�4ı1
x .Œ�;j���T3/

: (3.42)

The first term (3.40) can be bounded using assumption (A1); the second term (3.41) is
bounded by Corollary 9.3; and the third term (3.42) is bounded by Lemma 8.8.

3.3.3. Structure and the cubic stochastic object. In Proposition 3.5 above, the right-hand
side of (3.36) does not have the desired structure. In the next proposition, we will show

that adding the “partial” cubic stochastic object
�

N nK

�
only leads to a small error in the

nonlinear wave equation.

Proposition 3.7 (Structure and the cubic stochastic object). Let T;A� 1, let 0< � < 1, let
˛ > 0 be a sufficiently large absolute constant, and let �D �.�; s1; s2; �;�;�0;bC;b/ > 0 be
sufficiently small. Then there exists a Borel set � cub.A; T; �/ � H

�1=2��
x .T3/ satisfying

�˝M .�
cub.A; T; �// � 1 � ��1 exp.��A� /

for all M � 1 and such that the following holds for all 2 � cub.A; T; �/:
Let N;K; B � 1, let j 2 N, let J D Œ�; j�� � Œ0; T �, and let uN;K W J � T3 ! R.

Furthermore, we make the following assumptions:

(A1) (Incomplete structure) There exists a wN;K.t/ 2 Xs1;b.J/ satisfying for all t 2 J

the identity

uN;K.t/ D .t/C
�

N .t/ �
�

N nK

�
.t/C wN;K.t/:
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(A2) (Incomplete structured global bounds)

kwN;KkXs1;b.J/ � B and
X

L1�L2

kPL1 � PL2wN;KkL2tH
�4ı1
x .J�T3/

� B:

Define a function zuN WJ � T3 ! R by

zuN .t/ D uN;K.t/C
�

N nK

�
.t/:

Then zuN satisfies the following three properties:

(C1) (Structure) For all t 2 J,

zuN .t/ D .t/C
�

N .t/C zwN .t/; where zwN D wN;K :

(C2) (Approximate solution) There exist HN 2 LM.J/ and FN 2 Xs2�1;bC�1.J/ sat-
isfying

.�@2t � 1C�/zuN � P�N W.V � .P�N zuN /
2/P�N zuN W

D .�@2t � 1C�/uN;K � P�N W.V � .P�NuN;K/
2/P�NuN;K W

� P�N PCtrl.HN ; P�N / � FN

and
kHN kLM.J/; kFN kXs2�1;bC�1.J/ < T

˛AB3 min.N;K/��
0

:

(C3) (Closeness)

kzuN Œt � � uN;K Œt �kC0t H
ˇ��
x .J�T3/

< T ˛AB3 min.N;K/��
0

:

Proof. We simply choose � cub.A; T; �/ as the set of all 2 H
�1=2��
x where the implica-

tion (A1)&(A2)!(C1)&(C2)&(C3) holds for all N;K;B; j , and wN;K . As in the proof
of Proposition 3.5, a separability argument yields the Borel measurability of � cub.A;T; �/.
We now show that � cub.A; T; �/ satisfies the desired probabilistic estimate. The first con-
clusion (C1) follows directly from the definition of zuN . We now turn to the second

conclusion, which is the main part of the argument. First, we recall that
�

N nK

�
solves

the linear wave equation on J D Œ�; j��. Together with the definition of zuN , this implies

.�@2t � 1C�/zuN � P�N W.V � .P�N zuN /
2/P�N zuN W

�
�
.�@2t � 1C�/uN;K � P�N W.V � .P�NuN;K/

2/P�NuN;K W
�

D P�N W
�
V �

�
P�NuN;K C P�N

�
N nK

�

�2�
P�N

�
uN;K C

�
N nK

�

�
W

� P�N W.V � .P�NuN;K/
2/P�NuN;K W:
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We emphasize that in the cubic stochastic object
�

N nK

�
, the linear evolution enters at

a frequency & min.N;K/ in at least one of the arguments. Using the frequency-localized
version of the multi-linear master estimate for Gibbsian initial data (Proposition 9.12), we
obtain the conclusion (C2).

Finally, (C3) directly follows from the frequency-localized version of Proposition 9.1.

3.3.4. Stability theory. The last ingredient for the globalization argument is a stability
estimate. The proof will rely on our previous stability estimate for Gaussian random data
from Proposition 2.14. As a result, the argument closely resembles a similar step in the
local theory, where we proved Proposition 3.3 through Proposition 2.10.

Proposition 3.8 (Stability estimate). Let T; A � 1, let 0 < � � 1, and let � D
�.�; s1; s2; �; �; �

0; bC; b/ > 0 be sufficiently small. There exists a constant C D
C.�; s1; s2; bC; b�/ and a Borel set � stab.A; T; �/ � H

�1=2��
x .T3/ satisfying

�˝M . 2 � stab
blue.A; T; �// � 1 � �

�1 exp.��A� / (3.43)

such that the following holds for all 2 � stab.A; T; �/:
Let N; B � 1, 0 < � < 1, and let J D Œt0; t1� � Œ0; T �, where t0; t1 2 �Z. Let zuN W

J � T3 ! R be an approximate solution of (2.1) satisfying the following assumptions:

(A1) (Structure) We have the decomposition

zuN D C
�

N C zwN :

(A2) (Global bounds)

k zwN kXs1;b.J/ � B and
X

L1�L2

kPL1 � PL2 zwN kL2tH
�4ı1
x .J�T3/

� B:

(A3) (Approximate solution) There exist HN 2 LM.J/ and FN 2 Xs2�1;bC�1.J/ sat-
isfying the identity

.�@2t � 1C�/zuN D P�N W.V � .P�N zuN /
2/P�N zuN W

� P�N PCtrl.HN ; P�N / � FN

and the estimates

kHN kLM.J/ < � and kFN kXs2�1;bC�1.J/ < �:

Furthermore, let ZN Œt0� 2 H
s1
x .T3/ be a perturbation satisfying the following assump-

tion:

(A4) (Structured perturbation) There exists a K � 1 such that

kZŒt0�kZ.J; It0;N;K/ � �:
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Finally, assume that

(A5) (Parameter condition) C exp.C.AC B C T /C /� � 1.

Then there exists a solution uN WJ �T3!R of (2.1) satisfying the initial value condition
uN Œt0� D zuN Œt0�CZN Œt0� and the following conclusions:

(C1) (Preserved structure) We have the decomposition

uN D C
�

N C wN :

(C2) (Closeness) The difference uN � zuN D wN � zwN satisfies

kuN � zuN kXs1;b.J/ � C exp.C.AC B C T /C /�;X
L1�L2

kPL1 � PL2.uN � zuN /kL2tH
�4ı1
x .J�T3/

� C exp.C.AC B C T /C /�:

(C3) (Preserved global bounds)

kwN kXs1;b.J/ � B� and
X

L1�L2

kPL1 � PL2wN kL2tH
�4ı1
x .J�T3/

� B� ;

where B�
def
D B C C exp.C.AC B C T /C /� .

Proof. As in the proof of Proposition 3.7, we can define � stab.A;T;�/ through the implica-
tions (A1)–(A5)! (C1)–(C3) and prove its measurability using a separability argument.

It remains to prove the probabilistic estimate (3.43). Using Theorem 1.1, it suffices to
prove that

P . C M 2 � stab.A; T; �// � 1 � ��1 exp.�A� /:

Using Lemma 2.6, Corollary 9.3, Proposition 2.14, Lemma 2.6, and Lemma 9.9, which
also contain the definitions of the sites below, we may restrict to the event

¹ 2 ‚
type
blue.A; T /

T
‚stab

blue.A; T /
T
‚cub

blue.A; T /
T
‚

sp
blue.A; T /ºT

¹ M 2 ‚
type
red .A; T /

T
‚

sp
red.A; T /º: (3.44)

Our goal is to use Proposition 2.14 (with slightly adjusted parameters). To this end,
we need to convert assumptions (A1)–(A5) involving into similar statements based on .
We let D > 0 be a large implicit (but absolute) constant, which may change its value
between different lines. We now let N; B; �; J; zuN ; zwN ; HN ; FN , and ZN Œt0� be as in
(A1)–(A5). We then define wN Œ ! � by

C
�

N D C
�

N C wN Œ ! �;

which implies

zuN D C
�

N C wN Œ ! �C zwN :
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Using Corollary 9.3 and Lemma 9.7, we obtain

k zwN kXs1;b.J/ � B and
X

L1�L2

kPL1 � PL2 zwN kL2tH
�4ı1
x .J�T3/

� T ˛ADB

as well as

kwN Œ ! �kXs1;b.J/ � T
˛AD;X

L1�L2

kPL1 � PL2wN Œ ! �k
L2tH

�4ı1
x .J�T3/

� T ˛AD :

Thus, (A2) in Proposition 2.14 is satisfied withB 0D 2T ˛ADB . A similar argument based
on Lemmas 9.7 and 9.9 also yields (A3) and (A4) in Proposition 2.14 with � 0D 2T ˛ADB .
Furthermore, the stronger assumption (A5) in this proposition implies (as long as C is
sufficiently large) that

C exp
�
C.AC B 0/

2
bC�b T

40
bC�b

�
� 0 � 1:

Thus, Proposition 2.14 implies that

kuN � zuN kXs1;b.J/ � C exp
�
C.AC B 0/

2
bC�b T

40
bC�b

�
� 0;X

L1�L2

kPL1 � PL2.uN � zuN /kL2tH
�4ı1
x .J�T3/

� C exp
�
C.AC B 0/

2
bC�b T

40
bC�b

�
� 0:

Arguing as above to replace by proves conclusion (C2). Conclusion (C3) then follows
from the triangle inequality and assumption (A2).

4. Ingredients, tools, and methods

In this section we provide tools that will be used throughout the rest of this paper. In order
to make this section accessible to readers with a primary background in either dispersive
or stochastic partial differential equations, our exposition will be detailed. We encourage
the reader to skip sections covering areas of their expertise.

In Section 4.1, we cover Xs;b-spaces, which are also called Bourgain spaces. The
Xs;b-spaces will allow us to utilize multi-linear dispersive effects. In Section 4.2, we
present a continuity argument. In Section 4.3, we prove an oscillatory sum estimate for
a series involving the sine function. While the proof is standard, its relevance to disper-
sive equations is surprising and the cancellation was first used by Gubinelli, Koch, and
Oh [37]. In Section 4.4, we state several counting estimates related to the dispersive sym-
bol of the wave equation. The counting estimates play an important role in the estimates
of our stochastic objects. In Section 4.5, we recall elementary properties of Gaussian pro-
cesses, which have been heavily used in the first part of the series [12]. In Section 4.6,
we provide background regarding multiple stochastic integrals. This section has an alge-
braic flavor and the multiple stochastic integrals will be used to separate the nonresonant
and resonant components of our stochastic objects. In Section 4.7, we discuss Gaussian
hypercontractivity and its implications for random matrices.
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4.1. Bourgain spaces and transference principles

In this subsection, we recall the definitions and elementary properties of Xs;b-spaces,
which are often also called Bourgain spaces. Heuristically, Xs;b-spaces contain space-
time functions u which behave like solutions to the linear wave equation. This principle
will be made more precise through the transference principles below. We refer the reader
to [67, Section 2.6] and [33, Section 3.3] for a more detailed introduction.

Definition 4.1 (Xs;b-spaces). For any s; b 2 R and uWR � T3 ! R, we define the Xs;b-
norm by

kukXs;b
def
D khnishj�j � hniibyu.�; n/kL2

�
`2n.R�Z3/: (4.1)

If J � R is any interval, we define the restricted norm by

kukXs;b.J/
def
D inf ¹kvkXs;b W v.t; x/jJ D uº: (4.2)

We denote the corresponding function spaces by Xs;b and Xs;b.J/, respectively.

In (4.1), we could have used the symbol hj�j � jnji instead of hj�j � hnii. Since
hni D jnj C O.1/, this would yield an equivalent definition. Our first lemma shows the
connection between the Xs;b-spaces and the half-wave operators.

Lemma 4.2 (Characterization of Xs;b). Let s; b 2 R and let uWR � T3 ! R. Then

kukXs;b.R/ . min
˙
khri

s exp.�i thri/ukL2xHbt .T3�R/: (4.3)

Furthermore,

kukXs;b.R/ � min
uC;u�2X

s;b.R/W
uDuCCu�

max
˙
khri

s exp.�i thri/u˙kL2xHbt .T3�R/: (4.4)

Proof. Using Plancherel’s identity, we find that

khri
s exp.�i thri/ukL2xHbt .T3�R/ D khni

s
h˙� � hniibyu.�; n/kL2

�
`2n.R�Z3/:

The first estimate (4.3) then follows from jj�j � hnij � j ˙ � � hnij. The inequality “.”
in (4.4) follows from the triangle inequality and (4.3). The inequality “&” follows by
defining u˙ via

yu.�; n/ D 1¹˙� � 0º � yu.�; n/:

Our next lemma plays an important role in the local theory. It yields the required
smallness of the nonlinearity on a small time interval.

Lemma 4.3 (Time-localization lemma). Let �1=2 < b1 � b2 < 1=2 and let 1=2 < b < 1.
Let  2 �.R/ be a Schwartz function and let 0 < � � 1. Then for all F 2 Xs;b2.R/,

k .t=�/F kXs;b1 .R/ . �b2�b1kF kXs;b2 .R/;

kF kXs;b1 .Œ0;��/ . �b2�b1kF kXs;b2 .Œ0;��/:
(4.5)
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Furthermore, for all u 2 Xs;b.R/,

k .t=�/ukXs;b.R/ . �1=2�bkukXs;b.R/: (4.6)

A proof of Lemma 4.3 or a similar result can be found in many textbooks on dispersive
PDE, such as [67, Section 2.6] or [33, Section 3.3]. Since the second estimate (4.6) is not
usually found in the literature, we present a self-contained proof.

Proof of Lemma 4.3. By using duality and a composition, we may assume that 0 � b1 �
b2 < 1=2. Let FC;F� 2Xs;b2.R/ satisfying F D FCCF�. Using Lemma 4.2, we obtain

k .t=�/F kXs;b1 .R/ . max
˙
k .t=�/hris exp.�i thri/F˙k

L2xH
b1
t .T3�R/

: (4.7)

Using interpolation between b1 D 0 and b1 D b2 as well as the fractional product rule (or
a simple paraproduct estimate), one gets for all f 2 H b2

t .R/ the estimate

k .t=�/f k
H
b1
t .R/

. �b2�b1kf k
H
b2
t .R/

: (4.8)

Combining (4.7) and (4.8) yields the first estimate in (4.5). The second estimate in (4.7)
then follows from the first estimate and the definition of the restricted norms. Finally, the
second estimate (4.8) follows from the same argument, except that (4.8) is replaced by

k .t=�/f kHbt .R/
. k .t=�/kHbt .R/kf kHbt .R/ . �1=2�bkf kHbt .R/

; (4.9)

which follows from the algebra property of H b
t .R/.

Lemma 4.4 (Restricted norms and continuity). Let s 2R and let�1=2 < b0 < 1=2. Then,
for any interval J � R and any F 2 Xs;b

0

.R/,

k1JF kXs;b0 .R/ . kF kXs;b0 .R/: (4.10)

Furthermore, if G 2 Xs;b
0

.J/, then

kGkXs;b0 .J/ � k1JGkXs;b0 .R/ (4.11)

Finally, if t0
def
D inf J, then the map

J 3 t 7! k1Œt0;t�GkXs;b0 .R/ (4.12)

is continuous.

Proof. We begin with the proof of (4.10). By using a reduction as in the proof of Lemma
4.3, it suffices to prove that

k1Jg.t/kHb0t .R/
. kg.t/k

Hb
0

t .R/
: (4.13)

By writing 1J as a superposition of different indicator functions, it suffices to prove the
estimate for .�1; a/ and .a;1/, where a 2 R, instead of J. Using the time-reflection
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and time-translation symmetry ofH b0

t .R/, it suffices to prove the estimate for J replaced
by .0;1/. Thus, it remains to prove

k1.0;1/g.t/kHb0t .R/
. kg.t/k

Hb
0

t .R/
: (4.14)

This follows from (a modification of) the fractional product rule or a simple paraproduct
estimate.

We now turn to the proof of (4.11). By the definition of the restricted norms, we
clearly have the upper bound kGkXs;b0 .J/ . k1JGkXs;b0 .R/. Now, let zG 2Xs;b.R/ satisfy
zGjJ D G. Using (4.10), we obtain

k1JGkXs;b0 .R/ D k1J
zGkXs;b0 .R/ . k zGkXs;b0 .R/:

After taking the infimum in zG, this yields the other lower bound in (4.11).
Finally, we prove the continuity of (4.12). By a density argument, it suffices to take

G 2 Xs;1=2.R/. For any 0 < ı < 1=2� b and t1; t2 2 J, we deduce from Lemma 4.3 thatˇ̌
k1Œt0;t1�GkXs;b0 .R/ � k1Œt0;t2�GkXs;b0 .R/

ˇ̌
� k1.t1;t2�GkXs;b0 .R/ . jt1 � t2jıkGkXs;1=2.R/:

This implies the Hölder continuity.

The next gluing lemma will be used to combine Xs;b-bounds on different intervals.
While such a result is trivial for purely physical function spaces, such as LqtL

p
x , it is

slightly more complicated for the Xs;b-spaces, since they rely on the time-frequency vari-
able.

Lemma 4.5 (Gluing lemma). Let s 2 R, let �1=2 < b0 < 1=2, let 1=2 < b < 1, and
let J; J1; J2 be bounded intervals satisfying J1

T
J2 6D ;. Then, for all F W .J1

S
J2/

� T3 ! R,
kF kXs;b0 .J1

S
J2/

. kF kXs;b0 .J1/ C kF kXs;b0 .J2/: (4.15)

Furthermore, let � def
D jJ1

T
J2j. Then for all uW .J1

S
J2/ � T3 ! R,

kukXs;b.J1
S

J2/
. �1=2�b.kukXs;b.J1/ C kukXs;b.J2//: (4.16)

Proof. We begin with the proof of (4.15). Using Lemma 4.4, we have

kF kXs;b0 .J1
S

J2/
. k1J1

S
J2F kXs;b0 .R/ . k1J1F kXs;b0 .R/ C k1J2nJ1F kXs;b0 .R/

. kF kXs;b0 .J1/ C kF kXs;b0 .J2nJ1/ . kF kXs;b0 .J1/ C kF kXs;b0 .J2/:

The proof of the second estimate (4.16) is similar. Instead of working with an actual
indicator function, we use a smooth cut-off function on the spatial scale� � and a variant
of (4.9) instead of (4.14).

Our last two lemmas were concerned with the behavior of Xs;b-spaces over small
or overlapping time intervals. In this respect, the Xs;b-spaces are more complicated than
purely physical function spaces. We now turn to transference principles, which do not
have a direct analog in purely physical function spaces.
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Lemma 4.6 (Linear transference principle; cf. [67, Lemma 2.9]). Let b > 1=2, let s 2 R,
and assume that the norm k � kY satisfies

kei˛te˙ithriu0kY � Cku0kH sx (4.17)

for all ˛ 2 R and all u0 2 H s
x . Then, for all u 2 Xs;b ,

kukY . CkukXs;b : (4.18)

The linear transference principle allows us to reduce linear estimates for functions in
Xs;b-spaces to estimates for the half-wave operators.

Corollary 4.7. For any b > 1=2, s 2 R, any 4 � p � 1, any compact interval J � R,
and any uWJ � T3 ! C, we have

kuŒt �kC0t H
s
x.J�T3/ . kukXs;b.J /; (4.19)

khri
sC4=p�3=2u.t/kLpt L

p
x .J�T3/ . .1C jJ j/1=pkukXs;b.J /; (4.20)

khri
s�1�u.t/kL2tL

1
x .J�T3/ . .1C jJ j/1=2kukXs;b.J /: (4.21)

The corollary follows directly from the linear transference principle (Lemma 4.6) and
the Strichartz estimates for the linear wave equation.

The next lemma is the most basic ingredient for any contraction argument based on
Xs;b-spaces.

Lemma 4.8 (Energy estimate; cf. [67, Lemma 2.12] and [33, Lemma 3.2]). Let 1=2 <
b < 1, let s 2 R, let J � R be a compact interval, let t0 2 J, and let

.�@2t � 1C�/u D F: (4.22)

Then
kukXs;b.J/ . .1C jJj/2.kuŒt0�kHs

x
C kF kXs�1;b�1.J//: (4.23)

The statement of Lemma 4.8 in [33,67] only includes intervals of size � 1. The more
general version follows by using the triangle inequality, iterating the bound on unit inter-
vals, and applying (4.19). The square in the pre-factor can likely be improved but is
inessential in our argument, since the stability theory already loses exponential factors
in the final time T .

The most important terms in the nonlinearity can only be estimated through multi-
linear dispersive effects and hence require a direct analysis of the Xs�1;b�1-norm. How-
ever, several minor terms can be estimated more easily through physical methods. In order
to pass back from the frequency-based Xs�1;b�1-space to purely physical spaces, we pro-
vide the following inhomogeneous Strichartz estimate.

Lemma 4.9 (Inhomogeneous Strichartz estimate in Xs;b-spaces). Let 1=2 < b < 1, let
s 2 R, let J � R be a compact interval, and let F WJ � T3 ! R. Then

kF kXs�1;b�1.J/ . kF kL2bt H s�1x .J�T3/; (4.24)

kF kXs�1;b�1.J/ . .1C jJj/khris�
1
2C

2b�1
b

sF k
L
4=3
t L

4=3
x .J�T3/

: (4.25)
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Remark 4.10. For 0� s � 1, we will often simplify the right-hand side of (4.24) by using
the fact that

2b � 1

b
s � 4.b � 1=2/:

Proof of Lemma 4.9. We first prove (4.24). Using (4.19) and duality, we have

kF kXs�1;�b.J/ . kF kL1tH s�1x .J�T3/:

By Plancherel, we also have

kF kXs�1;0.J/ . kF kL2tH s�1x .J�T3/:

Using interpolation, this implies (4.24). The proof of the second estimate (4.25) is similar
and relies on duality, (4.20), Plancherel, and interpolation.

When utilizing multi-linear dispersive effects, we will often use the following lemma
to estimate the Xs�1;b��1-norm.

Lemma 4.11. Let s 2 R and let T � 1. Let A be a finite index set and let .n˛/˛2A � Z3,
.�˛/˛2A � R, and .c˛/˛2A � C. Define

F.t; x/
def
D

X
˛2A

c˛ exp.ihn˛; xi C i t�˛/: (4.26)

Then

kF kXs�1;b��1.Œ0;T �/

. T max
˙

h�ib��1hnis�1 X
˛2A

1¹n D n˛º c˛ y�.T .�� hni � �˛//

L2
�
`2n.R�Z3/

: (4.27)

Proof. For any GWR � T3 ! C , we have

kGkXs�1;b��1.R/ D khj�j � hnii
b��1hnis�1 yG.�; n/kL2

�
`2n.R�Z3/

. max
˙
kh�˙ hniib��1hnis�1 yG.�; n/kL2

�
`2n.R�Z3/

D max
˙
kh�ib��1hnis�1 yG.�� hni; n/kL2

�
`2n.R�Z3/:

We then apply this inequality to G.t; x/ D �.t=T /F.t; x/.

Finally, we present an estimate for the Fourier transform of a (localized) time integral.

Lemma 4.12. Let T � 1 and let �; �1; �2 2 R. Thenˇ̌̌̌
Ft

�
�.t=T / exp.i�1t /

Z t

0

exp.i�2t 0/ dt 0
�
.�/

ˇ̌̌̌
. T 2.h� � �1 � �2i

�10
C h� � �1i

�10/h�2i
�1: (4.28)
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Furthermore, if J � Œ0; T � is an interval, thenˇ̌̌̌
Ft

�
�.t=T / exp.i�1t /

Z t

0

1J.t
0/ exp.i�2t 0/ dt 0

�
.�/

ˇ̌̌̌
. T 2.h� � �1 � �2i

�1
C h� � �1i

�1/h�2i
�1: (4.29)

Proof. We first prove (4.28). A direct calculation yields

Ft

�
�.t=T / exp.i�1t /

Z t

0

exp.i�2t 0/ dt 0
�
.�/

D
T

i�2

�
y�.T .� � �1 � �2// � y�.T .� � �1//

�
: (4.30)

For j�2j & 1, the estimate follows from the decay of y�. For j�2j . 1, the estimate follows
from the fundamental theorem of calculus and the decay of y�0. We have also used T � 1,
which implies that hT �i�10 . h�i�10.

We now turn to (4.29). Since the restriction to J only appears in the integral, we can
replace J by its closure. We now let J D Œt�; tC�� Œ0; T �. By integrating the exponential,
we haveZ t

0

1J.t
0/ exp.i�2t 0/ dt 0 D

1

i�2

�
exp.i�2.t ^ tC// � exp.i�2.t ^ t�//

�
;

where x ^ y denotes the minimum of x and y. This implies

Ft

�
�.t=T / exp.i�1t /

Z t

0

1J.t
0/ exp.i�2t 0/ dt 0

�
.�/

D
1

i�2

Z
R
�.t=T / exp.i.�C �1/t/.exp.i�2.t ^ tC// � exp.i�2.t ^ t�/// dt:

The estimate then follows by distinguishing the cases j�1j . 1, j�1j � 1 & j�2j, and
j�1j; j�2j � 1, together with the triangle inequality and a simple integration by parts.

4.2. Continuity argument

In this short subsection, we present a modification of the standard continuity argument.
The modification is a result of the possible discontinuity of Œ0; T � 3 t 7! kukXs;b.Œ0;t�/,
where u 2 Xs;b.Œ0; T �/ and b > 1=2. As a replacement, we will rely on the continuity
statement in Lemma 4.4. A different approach to this problem was obtained in [66, The-
orem 3], which yields the quasi-continuity, and may even yield the continuity (see the
discussion in [66, Section 12]).

Lemma 4.13 (Continuity argument). Let J D Œt0; t1/, let f WJ ! Œ0;1/ be a nonnega-
tive function, and let gWJ ! Œ0;1/ be a continuous, nonnegative function. Let A � 1,
0 < �; ı < 1, and assume that

f .t/ � g.t/ � g.t0/C ı.A
2
C f .t/2/.f .t/C �/ (4.31)

for all t 2 Œt0; t1/. Furthermore, assume that

g.t0/C ı
2A� � 1 and ı.A2 C 6/ � 1=4: (4.32)
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Then
f .t/ � g.t/ � 2.g.t0/C ıA

2�/ for all t 2 Œt0; t1/.

Proof. The estimate (4.31) implies that

g.t/ � g.t0/C ı.A
2
C g.t/2/.g.t/C �/

for all t 2 Œt0; t1/. Using the condition (4.32), we also have

g.t0/C ı.A
2
C 4.g.t0/C ıA

2�/2/.g.t0/C ıA
2� C �/ � 3

2
.g.t0/C ıA

2�/:

Using the standard continuity method (see e.g. [67, Section 1.3]) implies

g.t/ � 2.g.t0/C ıA
2�/ for all t 2 Œt0; t1/.

4.3. Sine-cancellation lemma

In this subsection, we prove an oscillatory sum estimate which critically relies on the
fact that the sine function is odd. The same cancellation was exploited in earlier work
of Gubinelli–Koch–Oh [37, Section 4] and we present a slight generalization of their
argument.

Lemma 4.14. Let f WR�R�Z3!C, a 2Z3, T � 1, let J � Œ0; T � be an interval, and
let A;N � 1. Assume that jaj . A� N . Furthermore, assume that for all jt j; jt 0j � T ,

jf .t; t 0;n/j �Ahni�3; jf .t; t 0;n/� f .t; t 0;�n/j �Ahni�4; j@t 0f .t; t
0;n/j �Ahni�4:

Then

sup
�2R

sup
jt j�T

ˇ̌̌̌ X
n2Z3

�N .n/

Z t

0

1J.t
0/ sin..t�t 0/haCni/cos..t�t 0/hni/exp.i�t 0/f .t; t 0; n/dt 0

ˇ̌̌̌
. T 2A3 log.2CN/N�1: (4.33)

The dependence on A is not essential and can likely be improved. In all our applica-
tions of this lemma, A is negligible compared to N . We emphasize that the estimate fails
if we only assume that jf .t; t 0; n/j � Ahni�3. Indeed, after removing the truncation �N ,
the corresponding sum could diverge logarithmically.

Proof of Lemma 4.14. Using trigonometric identities, we have

2
X
n2Z3

�N .n/

Z t

0

1J.t
0/ sin..t � t 0/haC ni/ cos..t � t 0/hni/ exp.i�t 0/f .t; t 0; n/ dt 0

D

X
n2Z3

�N .n/

Z t

0

1J.t
0/ sin

�
.t � t 0/.haC ni � hni/

�
exp.i�t 0/f .t; t 0; n/ dt 0 (4.34)

C

X
n2Z3

�N .n/

Z t

0

1J.t
0/ sin

�
.t � t 0/.haC ni C hni/

�
exp.i�t 0/f .t; t 0; n/ dt 0:

(4.35)
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We estimate the terms (4.34) and (4.35) separately. We begin with (4.34), which is more
difficult. Since jhaC ni � hnij.A, we do not expect to gain inN through the integration
in t 0. Instead, we utilize a pointwise cancellation. By using the symmetry n$ �n in the
summation, we obtain

2
ˇ̌̌ X
n2Z3

�N .n/ sin
�
.t � t 0/.haC ni � hni/

�
f .t; t 0; n/

ˇ̌̌
D

ˇ̌̌ X
n2Z3

�N .n/
�

sin
�
.t � t 0/.hnC ai � hni/

�
f .t; t 0; n/

C sin
�
.t � t 0/.hn � ai � hni/

�
f .t; t 0;�n/

�ˇ̌̌
.
X
n2Z3

�N .n/
ˇ̌
sin
�
.t � t 0/.hnC ai � hni/

�
C sin

�
.t � t 0/.hn� ai � hni/

�ˇ̌
� jf .t; t 0; n/j

C

X
n2Z3

�N .n/jf .t; t
0; n/ � f .t; t 0;�n/j:

By the assumptions on f , the second summand is easily bounded by AN�1. We now
concentrate on the first summand. Using a Taylor expansion, we find that

hn˙ ai � hni D ˙
n � a

hni
CO.A2N�1/: (4.36)

Using the fact that the sine function is odd, we obtainˇ̌
sin
�
.t � t 0/.hnC ai � hni/

�
C sin

�
.t � t 0/.hn � ai � hni/

�ˇ̌
D
ˇ̌
sin
�
.t � t 0/.hnC ai � hni/

�
� sin

�
�.t � t 0/.hn � ai � hni/

�ˇ̌
� T jhnC ai � hni C hn � ai � hnij . TA2N�1:

Putting both estimates together and integrating in t 0, we see that the first term (4.34) is
bounded by T 2A3N�1, which is acceptable.

We now turn to the estimate of (4.35). Since hnC ai C hni & N , we expect to gain a
factor of N through integration by parts. We haveˇ̌̌ X
n2Z3

�N .n/

Z t

0

1J.t
0/ sin

�
.t � t 0/.haC ni C hni/

�
exp.i�t 0/f .t; t 0; n/ dt 0

ˇ̌̌
. max
˙

ˇ̌̌̌ X
n2Z3

�N .n/

Z t

0

1J.t
0/ exp

�
i�t 0 ˙ i t 0.haC ni C hni/

�
f .t; t 0; n/ dt 0

ˇ̌̌̌
. max
˙

X
n2Z3

�N .n/
1

1CjhaCniChni˙�j

�
sup
0�t 0�t

ˇ̌
f .t; t 0; n/

ˇ̌
CT sup

0�t 0�t

ˇ̌
@t 0f .t; t

0; n/
ˇ̌�

. TAN�3 max
˙

X
n2Z3

�N .n/
1

1C jhaC ni C hni ˙ �j
:

In order to finish the estimate, it only remains to prove thatX
n2Z3

�N .n/
1

1C jhaC ni C hni ˙ �j
. log.2CN/N 2:
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Since the function x 7! hxi is 1-Lipschitz, we can estimate the sum by an integral and
obtainX
n2Z3

�N .n/
1

1C jhaC ni C hni ˙ �j
.
Z

R3
1¹j�j � N º

1

1C jh� C ai C h�i ˙ �j
d�:

Due to the rotation invariance of the Lebesgue measure, we can then reduce to a D
.0; 0; jaj/. To estimate the integral, we first switch into polar coordinates .r; �; '/. Since
A�N , we see for fixed angles � and ' that r 7! h� C ai C h�i is bi-Lipschitz on r �N .
After a further change of variables, this yieldsZ

R3
1¹j�j � N º

1

1C jh� C ai C h�i ˙ �j
d� . N 2

Z 1
0

1¹r � N º
1

1C jr ˙ �j
dr

. N 2 log.2CN/:

4.4. Counting estimates

In this subsection, we record several counting estimates. The counting estimates are the
most technical part of our treatment of So, CPara, and RMT. Fortunately, they can be
used as a black-box, and we encourage the reader to only skim this section during first
reading.

Before we state our counting estimates, we discuss the main ingredients and the differ-
ences between the nonlinear wave and Schrödinger equations. In contrast to the counting
estimates for the nonlinear Schrödinger equation, the counting estimates for the wave
equation require no analytic number theory. The reason is that the mapping n 7! hni is
globally 1-Lipschitz, whereas the Lipschitz constant of n 7! jnj2 grows linearly. This
allows us to reduce all (discrete) counting estimates to estimates of the volume of (con-
tinuous) sets. More specifically, we will use the fact that the intersection of (most) thin
annuli has a smaller volume than the individual annuli.

Another difference between the wave and Schrödinger equation is related to the sym-
metries of the equation. The Schrödinger equation enjoys the Galilean symmetry, which
is useful in obtaining “shifted” versions of several estimates. For instance, it implies that
frequency-localized Strichartz estimates for the Schrödinger equation are the same for
cubes centered either at or away from the origin. On the frequency side, it is related to the
Galilean transform

.n; �/ 7! .n � a; � � 2a � nC jaj2/;

which preserves the discrete paraboloid and plays an important role in decoupling theory
(cf. [25, Section 4]). It often allows us to replace conditions such as jnj � N in counting
estimates by the more general restriction jn� aj � N for some fixed a 2 Z3. In contrast,
the Lorentzian symmetry of the wave equation on Euclidean space does not even preserve
the periodicity of uWR � T3 ! R. As illustrated by the Klainerman–Tataru–Strichartz
estimates (cf. [45] and Lemma 8.1), the frequency-shifted Strichartz estimates are more
complicated for the wave equation than for the Schrödinger equation. As will be clear
from this section, similar difficulties arise in the counting estimates.
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The last difference between the Schrödinger and wave equation we mention here is
a result of the multiplier hri�1 in the Duhamel integral for the wave equation. Together
with multi-linear dispersive effects, we therefore obtain two separate smoothing effects in
the nonlinear wave equation, which are related to the elliptic symbol hni and the dispersive
symbol hj�j � jnji. In contrast, the Schrödinger equation only exhibits a single smooth-
ing effect related to the dispersive symbol �� jnj2. In most situations, we expect that the
combined smoothing effects in the wave equation are stronger than the single smoothing
effect in the Schrödinger equation. However, it may be more difficult to capture the com-
bined smoothing effect in a single proposition, as has been done in [30, Proposition 4.9]
for the Schrödinger equation.

In Section 4.4.1, we prove basic counting estimates which form the foundation of the
rest of this section. In Sections 4.4.2–4.4.7, we state several cubic, quartic, quintic, and
septic counting estimates. In order not to interrupt the flow of the main argument, we
placed their (standard) proofs in the appendix. In Section 4.4.8, we present estimates for
the operator norm of (deterministic) tensors. The tensor estimates are not (yet) standard
in the literature on random dispersive equations, so we include their proofs in the body of
the paper.

4.4.1. Basic counting estimates.

Lemma 4.15 (Basic counting lemma). Let a 2Z3, letA;N � 1, and assume that jaj �A.
Then

sup
m2Z

#¹n 2 Z3W jnj � N; jhaC ni ˙ hni �mj . 1º . min.A;N /�1N 3: (4.37)

We emphasize that the upper bound in (4.37) cannot be improved to N 2. The reason
is that jhaC ni � hnij . A, which implies that

sup
m2Z

#¹n 2 Z3W jnj � N; jhaC ni � hni �mj . 1º & A�1N 3:

As already mentioned above, the main step in the proof converts the discrete estimate
(4.37) into a continuous analogue. After this reduction, the estimate boils down to multi-
variable calculus.

Proof of Lemma 4.15. Since h�i D j�j C O.1/, we may replace h�i in (4.37) by j � j after
increasing the implicit constant. Furthermore, since � 7! h� C ai ˙ h�i is globally Lips-
chitz, we see that the 1-neighborhood of the set on the left-hand side of (4.37) is contained
in ®

� 2 R3W j�j � N;
ˇ̌
jaC �j ˙ j�j �m

ˇ̌
. 1

¯
:

Since the integer vectors are 1-separated, it follows that

#
®
n 2 Z3W jnj � N;

ˇ̌
jaC nj ˙ jnj �m

ˇ̌
. 1

¯
. Leb

�®
� 2 R3W j�j � N;

ˇ̌
jaC �j ˙ j�j �m

ˇ̌
. 1

¯�
:
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We now decompose

Leb
�
¹� 2 R3W j�j � N;

ˇ̌
jaC �j ˙ j�j �m

ˇ̌
. 1º

�
.

X
m1;m22ZW

jm1˙m2�mj.1

Leb
�
¹� 2 R3W j�j � N; jaC �j D m1 CO.1/; j�j D m2 CO.1/º

�
. N sup

m1;m22Z
Leb

�
¹� 2 R3W j�j � N; jaC �j D m1 CO.1/; j�j D m2 CO.1/º

�
:

In the last line, we use the fact that there are at most� N non-trivial choices ofm2. Once
m2 is fixed, the condition jm1 ˙ m2 � mj . 1 implies that there are at most � 1 non-
trivial choices for m1. Thus, it remains to prove for jm1j . max.A; N / and jm2j � N
that

Leb
�
¹� 2 R3W j�j � N; jaC �j D m1 CO.1/; j�j D m2 CO.1/º

�
. min.A;N /�1N 2:

(4.38)
Using the rotation invariance of the Lebesgue measure, we may assume that a D jaje3,
i.e., a points in the direction of the z-axis. By switching to polar coordinates, we obtain

Leb
�
¹� 2 R3W j�j � N; jaC �j D m1 CO.1/; j�j D m2 CO.1/º

�
. N 2

Z 1
0

Z �

0

1¹rDm2CO.1/º1¹
p
jaj2C2r jaj cos.�/Cr2Dm1CO.1/º sin.�/ d� dr:

The condition
p
jaj2 C 2r jaj cos.�/C r2Dm1CO.1/ together with jm1j. max.A;N /

implies that

cos.�/ D 1 �
.jaj C r/2

2jajr
C

m21
2jajr

CO.max.A;N /A�1N�1/: (4.39)

For a fixed r , this shows that cos.�/ is contained in an interval of size � min.A; N /�1.
After a change of variables from � to cos.�/, this yields

N 2

Z 1
0

Z �

0

1¹r Dm2CO.1/º1¹
p
jaj2 C 2r jaj cos.�/C r2Dm1CO.1/º sin.�/d� dr

. min.A;N /�1N 2

Z 1
0

1¹r D m2 CO.1/º dr . min.A;N /�1N 2: (4.40)

Remark 4.16. Our proof of the basic counting lemma (Lemma 4.15) easily generalizes
to spatial dimensions d � 3. In two spatial dimensions, however, only weaker estimates
are available. The reason lies in the absence of the sine-function in the area element
for polar coordinates, which breaks (4.40). From a PDE perspective, the parallel inter-
actions in two-dimensional wave equations are stronger than the planar interactions in
three-dimensional wave equations. Ultimately, this requires a modification in the proba-
bilistic scaling heuristic and we encourage the reader to compare [28, Section 1.3.2] and
[53, Proposition 1.5].
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We now present a minor modification of the basic counting lemma (Lemma 4.15). The
condition jnj � N is augmented by jnC aj � B . We emphasize that the vector a 2 Z3

in this constraint is the same as in the dispersive symbol.

Lemma 4.17 (“Two-ball” basic counting lemma). Let N; A; B � 1. Let a 2 Z3 satisfy
jaj � A. Then

sup
m2Z

#¹n 2 Z3W jnj � N; jnC aj � B; jhaC ni ˙ hni �mj

. 1º . min.A;B;N /�1 min.B;N /3: (4.41)

Proof. Using the basic counting lemma (Lemma 4.15), we have

sup
m2Z

#¹n 2 Z3W jnj � N; jnC aj � B; jhaC ni ˙ hni �mj . 1º

� sup
m2Z

#¹n 2 Z3W jnj � N; jhaC ni ˙ hni �mj . 1º . min.A;N /�1N 3:

After a change of variables b def
D nC a, we obtain similarly

sup
m2Z

#¹n 2 Z3W jnj � N; jnC aj � B; jhaC ni ˙ hni �mj . 1º . min.A;B/�1B3:

By combining both estimates we obtain (4.41).

4.4.2. Cubic counting estimate. As mentioned at the beginning of this section, we only
discuss and state the remaining counting estimates, but postpone the proofs until the
appendix.

The cubic counting estimates play an important role in our analysis of the nonlinearity
�

N
. In the following, we use max, med, and min for the maximum, median, and min-

imum of three frequency scales. Also, we assume ˙123;˙1;˙2;˙3 2 ¹C;�º are given
signs and we define the phase function

'.n1; n2; n3/
def
D ˙123hn123i ˙1 hn1i ˙2 hn2i ˙3 hn3i: (4.42)

Proposition 4.18 (Main cubic counting estimate). LetN1;N2;N3;N12;N123 � 1 and let
m 2 Z. Then we have the following counting estimates:

(i) In the variables n1; n2; n3, we have

#¹.n1; n2; n3/W jn1j � N1; jn2j � N2; jn3j � N3; j' �mj � 1º

. med.N1; N2; N3/�1.N1N2N3/3;

(ii) In the variables n123; n1; n2, we have

#¹.n123; n1; n2/W jn123j � N123; jn1j � N1; jn2j � N2; j' �mj � 1º

. med.N123; N1; N2/�1.N123N1N2/3:
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(iii) In the variables n123; n12; n1, we have

#¹.n123; n12; n1/W jn123j � N123; jn12j � N12; jn1j � N1; j' �mj � 1º

. min.N12;max.N123; N1//�1.N123N12N1/3:

(iv) In the variables n12; n1; n3, we have

#¹.n12; n1; n3/W jn12j � N12; jn1j � N1; jn3j � N3; j' �mj � 1º

. min.N12;max.N1; N3//�1.N12N1N3/3:

Remark 4.19. The four estimates in Proposition 4.18 are sharp. In our analysis of the
cubic nonlinearity, the frequencies n1; n2, and n3 represent the frequencies of the three
individual factors. The frequency n12 appears through the convolution with the interaction
potential V . Finally, the frequency n123, which is the frequency of the full nonlinearity,
appears through the multiplier hri�1 in the Duhamel integral and in estimates of theH s

x -
and Xs;b-norms.

Since we postpone the proof, let us ease the reader’s mind with the heuristic argument
behind (i). Without the restriction due to the phase ', the combined frequency variables
.n1; n2; n3/ live in a set of cardinality .N1N2N3/3. As long as the level sets of ' have
comparable cardinalities, we expect to gain a factor corresponding to the possible values
of ' on the set ¹.n1; n2; n3/W jn1j � N1; jn2j � N2; jn3j � N3º. Since ' is globally
Lipschitz, one may ideally hope for a gain of the form max.N1; N2; N3/. Unfortunately,
since

jhn123i � hn1i C hn2i C hn3ij . max.N2; N3/; (4.43)

the high�low�low interactions rule out a gain in max.N1; N2; N3/. As it turns out, how-
ever, our basic counting estimate allows us to obtain a gain of the form med.N1;N2;N3/,
which is consistent with (4.43).

Proposition 4.20 (Cubic sum estimate). Let 0 < s � 1=2, 0 �  < s C 1=2, and let
N1; N2; N3 � 1. Let the phase function ' be as in (4.42). Then

sup
m2Z

X
n1;n2;n32Z3

h� 3Y
jD1

�Nj .nj /
�
hn123i

2.s�1/
hn12i

�2
� 3Y
jD1

hnj i
�2
�
1¹j' �mj � 1º

i
. max.N1; N2; N3/2.s�/ Cmax.N1; N2/1�2 max.N1; N2; N3/2s�1: (4.44)

Remark 4.21. Proposition 4.20 plays an essential role in proving that
�

N has regularity

ˇ�. In that argument, we will simply set  D ˇ.

4.4.3. Cubic sup-counting estimates. We now present cubic counting estimates involving
suprema, which will be used in the proof of the tensor estimates in Section 4.4.8. In turn,
the tensor estimates will then be used to prove the random matrix estimates in Section 6.
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Lemma 4.22 (Cubic sup-counting estimates). Let the phase function ' be as in (4.42).

(i) Taking the supremum in n and counting n1; n2; n3, we have

sup
n2Z3

#¹.n1; n2; n3/W jn1j � N1; jn2j � N2; jn3j � N3; n D n123; j' �mj � 1º

. med.N1; N2; N3/3 min.N1; N2; N3/2:

(ii) Taking the supremum in n2 and counting n; n1; n3, we have

sup
n22Z3

#¹.n; n1; n3/W jnj � N123; jn1j � N1; jn3j � N3; n D n123; j' �mj � 1º

. med.N123; N1; N3/3 min.N123; N1; N3/2:

(iii) Taking the supremum in n and counting n1; n12; n3, we have

sup
n2Z3

#¹.n12; n2; n3/W jn12j � N12; jn2j � N2; jn3j � N3; n D n123; j' �mj � 1º

. min.N12; N1/�1.N12N2/3:

(iv) Taking the supremum in n3 and counting n; n12; n2, we have

sup
n2Z3

#¹.n; n12; n2/W jnj � N123; jn12j � N12; jn2j � N2; n D n123; j' �mj � 1º

. min.N12; N1/�1.N12N2/3:

4.4.4. Paracontrolled cubic counting estimate. We now present our final cubic counting
estimate. It will be used to control

É É&:
� �

W
�
V � .P�N � P�NXN /P�N

�
W;

which appears in CPara.

Lemma 4.23 (Paracontrolled cubic sum estimate). LetN123;N1;N2;N3 � 1 andm 2 Z.
Let the phase function ' be as in (4.42). Then for all 0 <  < ˇ,

sup
n22Z3W
jn2j�N2

X
n1;n32Z3

� Y
jD1;3

1¹jnj j�Nj º
�
hn123i

2.s2�1/hn12i
�2ˇ
hn1i

�2
hn3i

�2 1¹j' �mj�1º

. max.N1; N2; N3/2ı2N
�2
1 N

2
2 : (4.45)

4.4.5. Quartic counting estimates. Our expansion of the solution uN and So only con-
tains cubic, quintic, and septic stochastic objects. The quartic counting estimates will be
used to control products such as

P�N � P�N
�

N ;
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which occur as factors in the physical term Phy. We present two estimates which con-
trol the nonresonant (Lemma 4.24) and resonant portions (Lemma 4.26) of the product,
respectively. On our way to the resonant estimate, we also prove the basic resonance esti-
mate (Lemma 4.25).

Lemma 4.24 (Nonresonant quartic sum estimate). Let s < �1=2 � � and let
N1; N2; N3; N4 � 1. Let the phase function ' be as in (4.42). Then

sup
m2Z

X
n1;n2;n3;n42Z3

� 4Y
jD1

1¹jnj j � Nj º
�
hn1234i

2s
hn123i

�2
j yVS .n1; n2; n3/j

2

�

� 4Y
jD1

hnj i
�2
�
1¹j' �mj � 1º

. max.N1; N2; N3/�2ˇC2�N
�2�
4 :

Lemma 4.25 (Basic resonance estimate). Let n1; n2 2 Z3 be arbitrary and let N3 � 1.
Let the phase function ' be as in (4.42). ThenX

m2Z

X
n32Z3

hmi�11¹jn3j � N3ºhn123i
�1
hn3i

�21¹j' �mj � 1º

. log.2CN3/hn12i�1: (4.46)

Lemma 4.26 (Resonant quartic sum estimate). LetN1;N2;N3 � 1 and let�1=2 < s < 0.
Let the phase function ' be as in (4.42). Then

X
n1;n22Z3

h� 2Y
jD1

1¹jnj j � Nj ºhn12i
2s
hn1i

�2
hn2i

�2

�

�X
m2Z

X
n32Z3

hmi�11¹jn3j � N3ºhn123i
�1
hn3i

�21¹j' �mj � 1º
�2i

. log.2CN3/2 max.N1; N2/2s :

4.4.6. Quintic counting estimates. In order to estimate the quintic stochastic objects

�

N�

N
and

�
N

�
N
;

we require quintic sum estimates. Even at the quintic level, we need to make full use of
dispersive effects. This is in contrast to the septic counting effects, which only rely on
dispersive effects for cubic sub-objects but do not require dispersive effects at the full
septic level.

We present three separate quintic sum estimates, which correspond to zero, one, or
two probabilistic resonances.
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Lemma 4.27 (Nonresonant quintic sum estimate). Let s � 1=2� 2� andN1;N2;N3;N4;
N5 � 1. Furthermore, define three phase functions by

 .n3; n4; n5/
def
D ˙345hn345i ˙3 hn3i ˙4 hn4i ˙5 hn5i;

'.n1; : : : ; n5/
def
D ˙12345hn12345i ˙345 hn345i ˙1 hn1i ˙2 hn2i;

z'.n1; : : : ; n5/
def
D ˙12345hn12345i �345 hn345i C

5X
jD1

. j̇ /hnj i:

Then

sup
m;m02Z

X
n1;:::;n52Z3

h� 5Y
jD1

1¹jnj j � Nj º/hn12345i
2.s�1/

hn1345i
�2ˇ
hn345i

�2
hn34i

�2ˇ

�

� 5Y
jD1

hnj i
�2
�
1¹j �mj � 1º � .1¹j' �m0j � 1º C 1¹jz' �m0j � 1º/

i
. max.N1; N3; N4; N5/�2ˇC4�N

�2�
2 :

Lemma 4.28 (Single-resonance quintic sum estimate). Let n4; n5 2 Z3, N45 � 1, and
jn45j � N45. Furthermore, let˙3 2 ¹C;�º . Then

sup
m2Z3

X
n32Z3

�
1¹jn3j � N3ºhn345i

�1
hn3i

�21¹hn345i ˙3 hn3i 2 Œm;mC 1/º
�

. N�145 :

After renaming the variables, Lemma 4.28 is essentially the same as Lemma 4.25. Our
reason for restating Lemma 4.28 is to make it easier for the reader to refer back to this
section.

Lemma 4.29 (Double-resonance quintic sum estimate). Let N3; N4; N5 � 1 and let
˙3;˙4;˙5 2 ¹C;�º. Then

sup
m2Z3

sup
jn5j�N5

X
n3;n42Z3

h� 4Y
jD3

1¹jnj j � Nj
¯�
hn345i

�1
hn45i

�ˇ
hn3i

�2
hn4i

�2

� 1¹hn345i ˙3 hn3i ˙4 hn4i ˙5 hn5i 2 Œm;mC 1/º
i

. max.N4; N5/�ˇC�: (4.47)

4.4.7. Septic counting estimates. In order to state our septic counting estimates, we need
to introduce pairings, where our definition is motivated by a similar notion in [28, Section
1.9]. The pairings are designed to capture the resonances in the septic stochastic objects

�

N
�

N
�

N
and �

N

�
N

�

N
:
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Definition 4.30 (Pairings). Let J � 1. We call a relation P� ¹1; : : : ; J º2 a pairing if

(i) P is anti-reflexive, i.e., .j; j / 62 P for all 1 � j � J ,

(ii) P is symmetric, i.e., .i; j / 2 P if and only if .j; i/ 2 P,

(iii) P is univalent, i.e., for each 1 � i � J , .i; j / 2 P for at most one 1 � j � J .

If .i; j / 2 P, the tuple .i; j / is called a pair (or P-pair). If 1 � j � J is contained in a
pair, we call j paired (or P-paired). With a slight abuse of notation, we also write j 2P

if j is paired. If j is not paired, we also say that j is unpaired and write j 62 P.
Furthermore, let A D .Al /lD1;:::;L be a partition of ¹1; : : : ; J º. We say that P

respects A if i; j 2 Al for some 1 � l � L implies that .i; j / 62 P. In other words,
P does not pair elements of the same set inside the partition.

Finally, we call a vector .n1; : : : ; nJ / 2 .Z3/J of frequencies admissible (or P-
admissible) if .i; j / 2 P implies that ni D �nj .

Using Definition 4.30, we can now state the septic sum estimate.

Lemma 4.31 (Septic sum estimate). Let 1=2 < s < 1 and let N1234567; N1234; N567; N4
� 1. For any˙1;˙2;˙3 2 ¹C;�º, define the phase

'.nj ; j̇ W 1 � j � 3/
def
D hn123i ˙1 hn1i ˙2 hn2i ˙3 hn3i:

Furthermore, define

ˆ.n1; n2; n3/

D

X
˙1;˙2;˙3

X
m2Z

hmi�1j yVS .n1; n2; n3/jhn123i
�1
� 3Y
jD1

hnj i
�1
�
1¹j' �mj � 1º:

Finally, let P be a pairing of ¹1; : : : ; 7º which respects the partition ¹1; 2; 3º; ¹4º; ¹5; 6; 7º
and define the nonresonant frequency nnr 2 Z3 by

nnr
def
D

X
j 62P

nj :

ThenX
.nj /j 62P

hnnri
2.s�1/

� X�

.nj /j2P

1¹jn1234567j � N1234567º1¹jn1234j � N1234º

� 1¹jn567j � N567º1¹jn4j � N4º

� j yV .n1234/jˆ.n1; n2; n3/hn4i
�1ˆ.n5; n6; n7/

�2
. log.2CN4/2

�
N
2.s�1=2/
1234567 N

�2.ˇ��/
567 CN

�2.1�s��/
1234567

�
N
�2ˇ
1234;

where
P�
.nj /j2P

denotes the sum over admissible frequencies.

While the septic sum estimate (Lemma 4.31) may appear complicated, its proof is
much easier than the cubic sum estimate (Lemma 4.20) or the quintic sum estimate
(Lemma 4.27). The reason is that we do not rely on dispersive effects at the (full) septic
level, and only use the dispersive effects in the cubic stochastic sub-objects.
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4.4.8. Tensor estimates. The counting estimates from Sections 4.4.2–4.4.7 will be com-

bined with Wiener chaos estimates to control stochastic objects such as �
N

. The esti-
mates of the random matrix terms will follow a similar spirit. However, the Wiener chaos
estimates will be replaced by the moment method (see Proposition 4.50) and the counting
estimates will be replaced by deterministic tensor estimates. The tensor estimates, which
partially rely on the counting estimates, are the main goal of this subsection.

We first recall the tensor notation from [30, Section 2.1].

Definition 4.32 (Tensors and tensor norms). Let J �N0 be a finite set. A tensor hD hnJ

is a function from .Z3/jJj into C, where the input variables are given by nJ . A partition
of J is a pair of sets .A;B/ such that A

S
B D J and A

T
B D ;. For any partition

.A;B/, we define the tensor norm

khk2nA!nB
D sup

°X
nB

ˇ̌̌X
nA

hnJ
znA

ˇ̌̌2
W

X
nA

jznA
j
2
D 1

±
: (4.48)

For example, if h D hnn1n2n3 , then

khk2n1n2n3!n D sup
°X
n2Z3

ˇ̌̌ X
n1;n2;n32Z3

hnn1n2n3zn1n2n3

ˇ̌̌2
W

X
n1;n2;n32Z3

jzn1n2n3 j
2
D 1

±
:

Lemma 4.33 (First deterministic tensor estimate). Let s < 1=2C ˇ � 2ı1 � 6�, m 2 Z,
N1;N2;N3;N12;N123 � 1, and˙1;˙2;˙3;˙123 2 ¹C;�º. Let the phase function ' be
as in (4.42). and define the truncated tensor h by

hnn1n2n3
def
D �N123.N123/�N12.n12/

� 3Y
jD1

��N .nj /�Nj .nj /
�

1¹n D n123º1¹j' �mj � 1ºhni
s�1 yV .n12/hn1i

�1
hn2i

�1
hn3i

�s1 : (4.49)

Then

max.khkn1n2n3!n; khkn3!nn1n2 ; khkn1n3!nn2 ; khkn2n3!nn1/

. max.N1; N2; N3/��: (4.50)

Remark 4.34. The first deterministic tensor estimate (Lemma 4.33) is the main ingredi-
ent in the estimate of

wN 7! .V �
N
/P�NwN ;

which is the first term in RMT. In contrast to the second tensor estimate below, we only
impose s < 1=2C ˇ instead of s < 1=2 (up to small corrections). The reason is that both
instances of are part of the convolution with V .

Proof of Lemma 4.33. The main ingredients are Schur’s test and the sup-counting esti-
mate (Lemma 4.22).
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Step 1: khkn1n2n3!n. Due to the symmetry n1 $ n2, we may assume that N1 � N2.
Using Schur’s test, we have

khk2n1n2n3!n

. N
2.s�1/
123 N

�2ˇ
12 N�21 N�22 N

�2s1
3 sup

n2Z3

X
n1;n2;n32Z3

� 3Y
jD1

1¹jnj j � Nkº
�

� 1¹jn12j � N12jº1¹jnj � N123º1¹n D n123º1¹j' �mj � 1º

� sup
n1;n2;n32Z3

X
n2Z3

� 3Y
jD1

1¹jnj j � Nkº
�

� 1¹jn12j � N12jº1¹jnj � N123º1¹n D n123º1¹j' �mj � 1º:

Since n is uniquely determined by n1; n2, and n3, the last factor can easily be bounded
by 1. By using Lemma 4.22 (iii) and max.N12; N2/ . max.N1; N2/ D N1, we obtain

khk2n1n2n3!n . N
2.s�1/
123 N

�2ˇ
12 N�21 N�22 N

�2s1
3 max.N12; N2/N 2

12N
2
2

. N
2.s�1/
123 N

2�2ˇ
12 N�11 N

�2s1
3 . N

2.s�1/
123 N

1�2ˇC2�
12 N

�2�
1 N

�2s1
3 :

Furthermore, N12 . max.N123; N3/ . N123 � N3. Inserting this into the last inequality
yields

khk2n1n2n3!n . N
2s�1�2ˇC2�
123 N

�2�
1 N

1�2s1�2ˇC2�
3 . .N1N3/

�2�:

Step 2: khkn3!n1n2n. The argument follows Step 1 nearly verbatim, except that we use
Lemma 4.22 (iv).

Step 3: khkn1n3!n2n. In this step, we ignore the dispersive effects, i.e., we simply bound

1¹j' �mj � 1º � 1:

By increasing s if necessary, we may assume s � 1=2. Using Schur’s test and a simple
volume argument, we find that

khk2n1n3!n2n . N
2.s�1/
123 N

�2ˇ
12 N�21 N�22 N

�2s1
3

� sup
n;n22Z3

X
n1;n32Z3

� 3Y
jD1

1¹jnj j � Nkº
�
1¹jn12j � N12jº1¹jnj � N123º1¹n D n123º

� sup
n1;n32Z3

X
n2;n2Z3

� 3Y
jD1

1¹jnj j � Nkº
�
1¹jn12j � N12jº1¹jnj � N123º1¹n D n123º

. N
2.s�1/
123 N

�2ˇ
12 N�21 N�22 N

�2s1
3 min.N1; N12; N3/3 min.N2; N12; N123/3

. N
2.s�1/
123 N

�2ˇ
12 N�21 N�22 N

�2s1
3 N

2�2�
1 N

1C4��2s1
12 N

2s1�2�
3 N

2�2�
2 N

2s�1C2�
12 N

2.s�1/
123

. N
2s�1�2ˇC2ı1C6�
12 .N1N2N3/

�2�:
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In the second last inequality, we have used s � 1=2. Since 2s � 1 � 2ˇ C 2ı1 C 6� � 0,
this is acceptable.

Step 4: khkn2n3!n1n. Due to the symmetry n1$ n2, the estimate follows from Step 3.

We now turn to the second tensor estimate.

Lemma 4.35 (Second deterministic tensor estimate). Let s < 1=2� �, letm 2 Z, and let
N1; N2; N3; N12; N123 � 1. Let the phase function ' be as in (4.42) be as in and define
the truncated tensor h by

hnn1n2n3
def
D �N123.N123/�N12.n12/

� 3Y
jD1

��N .nj /�Nj .nj /
�

� 1¹n D n123º1¹j' �mj � 1ºhni
s�1 yV .n12/hn1i

�1
hn2i

�s2hn3i
�1: (4.51)

Then

max.khkn1n2n3!n; khkn2!nn1n3 ; khkn2n3!nn1 ; khkn1n2!nn3/

. N
�ˇ
12 max.N1; N2; N3/��: (4.52)

Remark 4.36. Lemma 4.35 is the main ingredient in the estimate of

YN 7! WV � .P�N � P�N .YN // É:. / P�N W;

which is the second term in RMT.

Proof of Lemma 4.35. The argument is similar to the proof of Lemma 4.33.

Step 1: khkn1n2n3!n. Using Schur’s test, we see that

khk2n1n2n3!n . N
2.s�1/
123 N

�2ˇ
12 N�21 N

�2s2
2 N�23

� sup
jnj�N123

X
n1;n2;n32Z3

� 3Y
jD1

1¹jnj j � Nkº
�
1¹n D n123º1¹j' �mj � 1º

� sup
n1;n2;n32Z3

X
n2Z3

� 3Y
jD1

1¹jnj j � Nkº
�
1¹n D n123º1¹j' �mj � 1º:

The last factor is easily bounded by 1, since n is uniquely determined by n1; n2, and n3.
By using Lemma 4.22 (i) and s2 � 1, we obtain

khk2n1n2n3!n . N
2.s�1/
123 N

�2ˇ
12 med.N1; N2; N3/3 min.N1; N2; N3/2N�21 N

�2s2
2 N�23

. N
2.s�1/
123 N

�2ˇ
12 max.N1; N2; N3/�2s2 med.N1; N2; N3/3�2 min.N1; N2; N3/2�2

. N
2.s�1/
123 N

�2ˇ
12 max.N1; N2; N3/1�2s2 :

This is acceptable since s � 1 and �� ı2.
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Step 2: khkn2!n1n3n. This argument is similar to Step 1, but the roles of n2 and n are
reversed. Using Schur’s test, we obtain

khk2n2!n1n3n . N
2.s�1/
123 N

�2ˇ
12 N�21 N

�2s2
2 N�23

� sup
jn2j�N2

X
n1;n3;n2Z3

� 3Y
jD1

1¹jnj j � Nkº
�
1¹jnj � N123º1¹n D n123º1¹j' �mj � 1º

� sup
n1;n3;n2Z3

X
n22Z3

� 3Y
jD1

1¹jnj j � Nkº
�
1¹jnj � N123º1¹n D n123º1¹j' �mj � 1º:

As before, the last factor is easily bounded by 1. By using Lemma 4.22 (ii) and 2.s � 1/
� �2, we obtain

khk2n2!n1n3n.N 2.s�1/
123 N

�2ˇ
12 med.N123; N1; N3/3 min.N123; N1; N3/2N�21 N

�2s2
2 N�23

.N�2ˇ12 N
�2s2
2 max.N123; N1; N3/2s�1

.N�2ˇ12 N
�2s2
2 max.N1; N2; N3/�2�:

In the last line, we have used s < 1=2 � �.

Step 3: khkn1n2!n3n. In this step, we ignore the dispersive effects, i.e., we simply bound

1¹j' �mj � 1º � 1:

Using Schur’s test and a simple volume bound, we obtain

khk2n1n2!n3n . N
2.s�1/
123 N

�2ˇ
12 N�21 N

�2s2
2 N�23

� sup
n3;n2Z3

X
n1;n22Z3

� 3Y
jD1

1¹jnj j � Nkº
�
1¹jnj � N123º1¹n D n123º

� sup
n1;n22Z3

X
n3;n2Z3

� 3Y
jD1

1¹jnj j � Nkº
�
1¹jnj � N123º1¹n D n123º

. N
2.s�1/
123 N

�2ˇ
12 N�21 N

�2s2
2 N�23 min.N1; N2/3 min.N3; N123/3

. N
2.s�1/
123 N

�2ˇ
12 N�21 N

�2s2
2 N�23 N

2�2�
1 N

1C2�
2 N

2�2�
3 N

1C2�
123

. N
�2ˇ
12 max.N1; N2; N3/�2�:

Step 4: khkn2n3!n1n. Arguing exactly as in Step 3, we obtain

khk2n2n3!n1n . N
2.s�1/
123 N

�2ˇ
12 N�21 N

�2s2
2 N�23 min.N2; N3/3 min.N1; N123/3

. N
�2ˇ
12 max.N1; N2; N3/�2�:

4.5. Gaussian processes

We briefly review the notation from the stochastic control perspective of the first paper
in this series [12], which was used in the proof of Theorem 1.1. In comparison with the
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first part of this series, however, we change the notation for the stochastic time variable.
We use s, a calligraphic “s”, to denote the time variable in the stochastic control perspec-
tive. While the chosen font in s may be slightly unusual, we hope that this prevents any
confusion with the time variable t in the nonlinear wave equation.

We let .Bns /n2Z3n¹0º be a sequence of standard complex Brownian motions such that
B�ns D Bns and Bns ; B

m
s are independent for n ¤ ˙m. We let B0s be a standard real-

valued Brownian motion independent of .Bns /n2Z3n¹0º. Furthermore, we let Bs.�/ be the
Gaussian process with Fourier coefficients .Bns /n2Z3 , i.e.,

Bs.x/
def
D

X
n2Z3

eihn;xiBns :

For every s � 0, the Gaussian process formally satisfies EŒBs.x/Bs.y/� D s � ı.x � y/

and hence Bs.�/ is a scalar multiple of spatial white noise. We also let .Fs/s�0 be the
filtration corresponding to the family .Bns /s�0 of Gaussian processes.

The Gaussian free field g, however, has covariance .1 ��/�1. To this end, we now
introduce the Gaussian process Ws.x/. We let �s.�/ D . d

ds�s.�/
2/1=2, where �s is the

frequency truncation from Section 1.3. For any n 2 Z3, we then define

W n
s

def
D

Z s

0

�s0.n/

hni
dBns0 : (4.53)

We note that W n
s is a complex Gaussian random variable with variance �s.n/2=hni2. We

finally set
Ws.x/

def
D

X
n2Z3

eihn;xiW n
s : (4.54)

Since the Gaussian random data 2H
�1=2��
x .T3/ in Theorem 1.1 is a tuple of the initial

data and initial velocity, we now let .Bcos; W cos/ and .Bsin; W sin/ be two independent
copies of .B;W /. Using this notation, we then take

D .W cos
1 .x/; hriW sin

1 .x//: (4.55)

Using (4.55), we can represent the linear evolution as

.t/ D cos.thri/W cos
1 C sin.thri/W sin

1 ;

which also motivates our notation.

4.6. Multiple stochastic integrals

In this section, we recall several definitions and results related to multiple stochastic inte-
grals. A similar but shorter section already appeared in the appendix of the first paper of
this series [12]. More detailed introductions can be found in the excellent textbook [51]
and lecture notes [47]. The usefulness of this section is best illustrated by Proposition 4.44
below.
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We define a Borel measure � on R�0 � Z3 by

d�.s; n/ D
�s.n/

2

hni2
dsdn;

where ds is the Lebesgue measure and dn is the counting measure on Z3. We define the
corresponding inner product by

hf; gi D
X
n2Z3

Z 1
0

f .s; n/g.s; n/
�s.n/

2

hni2
ds: (4.56)

For any f 2 L2.R�0 � Z3; d�/, we define

W Œf � D
X
n2Z3

Z 1
0

f .s; n/ dW n
s :

The inner integral can be understood as an Itô integral. Then, we can identify W with
the family of complex-valued Gaussian random variables

W D ¹W Œf �Wf 2 L2.R�0 � Z3; d�/º:

For any f 2 L2.R�0 � Z3; d�/, we define the reflection operator R by

Rf .s; n/
def
D f .s;�n/:

Clearly, R is a real-linear isometry. A short calculation using Itô’s isometry yields

E
�
W Œf �W Œg�

�
D hf; gi and E

�
W Œf �W Œg�

�
D hf;Rgi:

Since this will be important below, we note that the second identity reads

E
�
W Œf �W Œg�

�
D

X
n2Z3

Z 1
0

f .s; n/g.s;�n/
�s.n/

2

hni2
ds: (4.57)

To emphasize the integral character of W Œf �, we now write

I1Œf �
def
D W Œf �:

In this notation, it becomes evident that we have been working with single-variable
stochastic calculus. In order to express the resonances in our stochastic objects, it is more
natural to work with multi-variable stochastic calculus. For k � 1, we define the measure
�k on .R�0 � Z3/k by

�k
def
D �˝ � � � ˝ �:

To simplify the notation, we set Hk
def
DL2..R�Z3/k ; d�k/. For any f 2Hk , the multiple

stochastic integral Ik Œf � can then be constructed as in [51, Section 1.1.2]. We only recall
the basic ingredients and refer to [51] for more details.
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We denote by Ek the set of elementary functions of the form

f .s1; n1; : : : ;sk ; nk/ D
X

l1;:::;lk2
¹˙1;:::;˙Lº

al1;:::;lk1Al1�����Alk
.s1; n1; : : : ;sk ; nk/:

Here, ¹A1; A�1; : : : ; AL; A�Lº is a regular system (cf. [47, Chapter 4]), i.e.,

A�l D ¹.s;�n/W .s; n/ 2 Alº

for all 1� l �L andAl1
T
Al2 D ; for all l1 ¤ l2. Furthermore, we impose the condition

al1;:::;lk D 0 if lk1 D ˙lk2 for some k1 ¤ k2. For an elementary function, we define the
multiple stochastic integral by

Ik Œf �
def
D

X
l1;:::;lk2
¹˙1;:::;˙Lº

al1;:::;lk

kY
jD1

W ŒAlj �: (4.58)

Furthermore, we define the symmetrization of f by

zf .s1; n1; : : : ;sk ; nk/ D
1

kŠ

X
�2Sk

f .s�.1/; n�.1/; : : : ;s�.k/; n�.k//: (4.59)

Lemma 4.37 (Basic properties). For any k; l � 1, f 2 Ek , and g 2 El , we have:

(i) Ik is linear.

(ii) The integral is invariant under symmetrization, i.e., Ik Œf � D Ik Œ zf �.
(iii) We have the Itô-isometry formula

E
�
Ik Œf � � Il Œg�

�
D ıklkŠ

Z
zf zg d�k :

(iv) We have the formula for the expectation

E
�
Ik Œf � � Il Œg�

�
D ıklkŠ

X
n1;:::;nk

Z 1
0

: : :

Z 1
0

zf .s1; n1; : : : ;sk ; nk/ � zg.s1;�n1; : : : ;sk ;�nk/

�

� kY
jD1

�2sj .nj /

hnj i2

�
dsk : : : ds1:

Proof. Up to minor modifications, the proof can be found in [51, p. 9] or [47, Chapter 4].

Using a density argument (see e.g. [51, p. 10] or [47, Lemma 4.1]), we can extend Ik
from elementary functions to Hk . In particular, for any fixed m1; : : : ; mk 2 Z3, we have
that

kY
jD1

ınjDmj 2 Hk
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and we can write Z
Œ0;1/k

dW mk
sk

: : : dW m1
s1

def
D Ik

h kY
jD1

ınjDmj

i
: (4.60)

We vehemently emphasize that the stochastic integral (4.60) does not coincide with the
product

Qk
jD1 W

mj
1 . Instead, as will be clear from the product formula (Lemma 4.40)

below, the stochastic integral (4.60) only contains the nonresonant portion of this product.
If f D f .n1; : : : ; nk/ does not depend on the stochastic time variables s1; : : : ;sk , the

linearity of the multiple stochastic integral Ik and (4.60) naturally imply that

Ik Œf � D
X

n1;:::;nk2Z3

f .n1; : : : ; nk/

Z
Œ0;1/k

dW nk
sk
: : : dW n1

s1 : (4.61)

Using Lemma 4.37 (iii), it follows that

E

��Z
Œ0;1/k

dW nk
sk
: : : dW n1

s1

�
�

�Z
Œ0;1/k

dW mk
sk

: : : dW m1
s1

��
D

1

kŠ

� X
�;� 02Sk

1¹n�.j / D m� 0.j / for all 1 � j � kº
� Z

Œ0;1/k

mY
jD1

�sj .nj /
2

hnj i2
dsk : : : ds1

D

�X
�2Sk

1¹n�.j / D mj for all 1 � j � kº
� mY
jD1

hnj i
�2:

Up to permutations, the family of multiple stochastic integrals (4.60) is therefore orthog-
onal. Naturally, a similar formula holds without the complex conjugate. More generally,
if f depends on the stochastic time variables s1; : : : ;sk , we have

Ik Œf � D
X

n1;:::;nk2Z3

Z
Œ0;1/k

f .s1; n1; : : : ;sk ; nk/ dW nk
sk
: : : dW n1

s1 : (4.62)

Here, the summands on the right-hand side are understood as multiple stochastic integrals
with fixed n1; : : : ; nk (by inserting an indicator as in (4.60)). As is shown in the next
lemma, this notation is consistent with iterated Itô integrals.

Lemma 4.38. Let k � 1 and let f 2 Hk be symmetric. Then

Ik Œf �D kŠ
X

n1;:::;nk2Z3

Z 1
0

Z s1

0

: : :

Z sk�1

0

f .s1;n1; : : : ;sk ;nk/dW
nk
sk
: : : dW n1

s1 ; (4.63)

where the right-hand side is understood as an iterated Itô integral.

This follows from the discussion of [51, (1.27)]. As a consequence of this lemma, we
could also work with iterated Itô integrals instead of multiple stochastic integrals. While
the iterated Itô integrals are more natural whenever martingale properties are utilized, the
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multiple stochastic integrals have a much simpler product formula, which simplifies many
of our computations.

Before we can state the product formula, we need to define the contraction.

Definition 4.39 (Contraction). Let k; l � 1, let f 2Hk , and let g 2Hl . For any 0 � r �
min.k; l/, we define the contraction of r indices by

.f ˝r g/.s1; n1; : : : ;skCl�2r ; nkCl�2r /

def
D

X
m1;:::;mr2Z3

Z 1
0

: : :

Z 1
0

�
f .s1; n1; : : : ;sk�r ; nk�r ; r1; m1; : : : ; rr ; mr /

� g.skC1�r ; nkC1�r ; : : : ;skCl�2r ; nkCl�2r ; r1;�m1; : : : ; rr ;�mr /

�

kY
jD1

�rj .mj /
2

hmj i2

�
drr : : : dr1:

We note that even if f 2Hk and g 2Hl are both symmetric, the contraction f ˝r g
may not be symmetric. The reader should note the similarity of the contraction with the
formula for the expectation in Lemma 4.37 (iv), which is no coincidence. If f; g 2 H1,
then

E
�
I1Œf � � I1Œg�

�
D f ˝1 g: (4.64)

Thus, f ˝1 g describes the (full) resonance portion of the product I1Œf � � I1Œg�. The
product formula is a (major) generalization of this simple fact.

Lemma 4.40 (Product formula for multiple stochastic integrals; cf. [51, Prop. 1.1.3]). Let
k; l � 1 and let f 2 Hk and g 2 Hl be symmetric. Then

Ik Œf � � Il Œg� D
min.k;l/X
rD0

rŠ

�
k

r

��
l

r

�
IkCl�2r Œf ˝r g�: (4.65)

Using the product formula (Lemma 4.40), we can compute the nonresonant, partially
resonant, and fully resonant portions of products such as

.P�N /.t; x/ � .P�N /.t; x/ and
N
.t; x/ � �

N
.t; x/:

Once the Duhamel operator occurs in the expression, however, we also need to consider
two different physical times t and t 0. For instance, in our estimate of the quintic stochastic
object

�

N�

N
;

we need to control

.V �
N
.t; x// �

�
P�N sin..t � t 0/hri/hri�1

�
. �

N
.t 0; x//:
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In order to consider two different physical times t and t 0, we need to consider multiple
stochastic integrals with respect to two different (correlated) Gaussian processes, which
we abstractly denote by W a and W b . We will assume that LawP .W

a/ D LawP .W
b/ D

LawP .W /. Regarding the relationship between W a and W b , we assume that W a;n and
W b;m are independent form¤˙n. Furthermore, let CWZ3! Œ�1;1� be an even function.
We assume that

EŒW .a/;n
s1 W

.b/;m
s2 � D ınD�m C.n/

Z s1^s2

0

�s.n/
2

hni2
ds; (4.66)

EŒW .a/;n
s1 W

.b/;m
s2 � D ınDm C.n/

Z s1^s2

0

�s.n/
2

hni2
ds: (4.67)

Thus, C is the (appropriately normalized) correlation of W a and W b . We can then set
up the theory of multiple stochastic integrals with respect to a mixture of W a and W b

as before. In order to fit this theory into the same framework as in [51], one only has
to replace R � Z3 by R � Z3 � ¹a; bº. A short calculation shows for any bounded and
compactly supported f; gWR � Z3 � ¹a; bº ! C that

E

��X
�Da;b

X
n2Z3

Z 1
0

f .s; n; �/ dW .�/;n
s

��X
�Da;b

X
n2Z3

Z 1
0

g.s; n; �/ dW .�/;n
s

��
D

X
�;�0Da;b

X
n2Z3

.1¹�D �0ºCC.n/1¹�¤ �0º/

Z 1
0

f .s; n; �/�g.s;�n; �0/
�s.n/

2

hni2
ds: (4.68)

and

E

��X
�Da;b

X
n2Z3

Z 1
0

f .s; n; �/ dW .�/;n
s

��X
�Da;b

X
n2Z3

Z 1
0

g.s; n; �/ dW .�/;n
s

��
D

X
�;�0Da;b

X
n2Z3

.1¹� D �0º C C.n/1¹� ¤ �0º/

Z 1
0

f .s; n; �/ � g.s; n; �0/
�s.n/

2

hni2
ds: (4.69)

The sesquilinear form in (4.69), viewed as a function f and g, is no longer positive
definite. For instance, if W .a/ D �W .b/, and hence C D �1, f D g, and f .s; n; a/ D
f .s; n; b/ for all s2R�0 and n 2Z3, it vanishes identically. Nevertheless, due to the con-
dition jCj � 1 imposed on the correlation function C, it is bounded by (a scalar multiple
of) the inner product X

�Da;b

X
n2Z3

Z 1
0

f .s; n; �/ � g.s; n; �/
�s.n/

2

hni2
ds:

After defining a measure z� on R � Z3 � ¹a; bº by dz� D d� d�, where d� is the integra-
tion with respect to the counting measure on ¹a; bº, this allows us to construct multiple
stochastic integrals for functions in

L2..R � Z3 � ¹a; bº/k ; z�k/:
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Similarly to (4.60), this allows us to define mixed multiple stochastic integrals such asZ
Œ0;1/3

dW .a/;n3
s3 dW .a/;n2

s2 dW .b/;n1
s1 : (4.70)

Unfortunately, the general theory now becomes notationally cumbersome. We therefore
decided to only state the much simpler special case of the product formula needed in this
paper.

Lemma 4.41 (Quadratic-cubic product formula). Let f W .Z3/2! C and gW .Z3/3! C.
We assume that g is symmetric but do not require any symmetry of f . Then� X
n1;n22Z3

f .n1; n2/

Z
Œ0;1/2

dW .a/;n2
s2 dW .a/;n1

s1

�
�

� X
n3;n4;n52Z3

g.n3; n4; n5/

Z
Œ0;1/3

dW .b/;n5
s5 dW .b/;n4

s4 dW .b/;n3
s3

�
D

X
n1;n2;n3;n4;n52Z3

f .n1; n2/g.n3; n4; n5/

Z
Œ0;1/5

dW .b/;n5
s5 dW .b/;n4

s4 dW .b/;n3
s3 dW .a/;n2

s2 dW .a/;n1
s1

C 3
X

n2;n4;n52Z3

� X
n12Z3

f .n1; n2/g.�n1; n4; n5/
C.n1/

hn1i2

�Z
Œ0;1/3

dW .b/;n5
s5 dW .b/;n4

s4 dW .a/;n2
s2

C 3
X

n1;n4;n52Z3

� X
n22Z3

f .n1; n2/g.�n2; n4; n5/
C.n2/

hn2i2

�Z
Œ0;1/3

dW .b/;n5
s5 dW .b/;n4

s4 dW .a/;n1
s1

C 6
X
n52Z3

� X
n1;n22Z3

f .n1; n2/g.�n1;�n2; n5/
C.n1/C.n2/

hn1i2hn2i2

�Z 1
0

dW .b/;n5
s5 :

Remark 4.42. Instead of working with the product f .n1; n2/g.n3; n4; n5/, the formula
has a natural extension to functions h.n1; : : : ; n5/ which are symmetric in n3; n4, and n5.
To this end, one only has to decompose

h.n1; n2; n3; n4; n5/ D
X

m1;m22Z3

1¹.n1; n2/ D .m1; m2/º � h.m1; m2; n3; n4; n5/:

We can then apply Lemma 4.41 to the individual summands.

Remark 4.43. While the formula in Lemma 4.41 is complicated, it is still an order of
magnitude easier than working with products of Gaussians directly. If the reader is not
convinced, we encourage him to work out (by hand) the corresponding resonant/nonreso-
nant decomposition of� X
n1;n22Z3

f .n1; n2/

�
G.a/n1 �G

.a/
n2
�
ın12D0

hn1i2

��
�

� X
n3;n4;n52Z3

g.n3;n4;n5/

�
G.b/n3 �G

.b/
n4
�G.b/n5 �

ın34D0

hn3i2
G.b/n5 �

ın35D0

hn3i2
G.b/n4 �

ın45D0

hn4i2
G.b/n3

��
;

where G.�/ D W .�/
1 for � D a; b are (correlated) families of Gaussian random variables.
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After establishing the important definitions and properties of multiple stochastic inte-
grals, it only remains to connect them with our stochastic objects. Let W .cos/;n

s and
W
.sin/;n
s be the Gaussian processes defined in Section 4.5. We recall that the linear evolu-

tion of the random initial data is given by

.t/ D
X
n2Z3

�
cos.thni/W .cos/;n

1 C sin.thni/W .sin/;n
1

�
exp.ihn; xi/

D

X
n2Z3

�Z 1
0

d
�
cos.thni/W .cos/;n

s C sin.thni/W .sin/;n
s

��
exp.ihn; xi/: (4.71)

In order to obtain a similar expression for the stochastic objects
N

and �
N

, we

define for any k � 1 and n1; : : : ; nk 2 Z3 the multiple stochastic integral

Ik Œt; n1; : : : ; nk �
def
D

Z
Œ0;1/k

d
�
cos.thnki/W

.cos/;nk
sk

C sin.thni/W .sin/;nk
sk

�
: : :

d
�
cos.thn1i/W

.cos/;n1
s1 C sin.thn1i/W

.sin/;n1
s1

�
: (4.72)

In the proof of multi-linear dispersive estimates, it is essential to separate the time
variable t from the randomness. To this end, we define the Gaussian processes

W
.˙/;n
s

def
D W

.cos/;n
s ˙W

.sin/;n
s : (4.73)

Similarly to (4.72), we define for any k � 1, any˙1; : : : ;˙k 2 ¹C;�º, and any n1; : : : ; nk
2 Z3 the multiple stochastic integral

Ik Œnj I j̇ W 1 � j � k�
def
D

Z
Œ0;1/k

dW .˙k/;nk
sk

: : : dW .˙1/;n1
s1 : (4.74)

It then follows that there exist coefficients cW ¹C;�ºk ! C depending only on the signs
such that

Ik Œt; n1; : : : ; nk � D
X

˙1;:::;˙k

c.˙1; : : : ;˙k/
� kY
jD1

exp. j̇ i thnj i/
�
Ik Œnj I j̇ W 1 � j � k�:

(4.75)
For convenience, we also define the normalized multiple stochastic integrals by

zIk Œnj I j̇ W 1 � j � k� D
� kY
jD1

hnj i
�
� Ik Œnj I j̇ W 1 � j � k� (4.76)

We close this subsection with the following stochastic representation, which expresses the
quadratic and cubic stochastic objects through multiple stochastic integrals.

Proposition 4.44. Let t 2 R and N � 1. Then, for all n1; n2 2 Z3,

y
.t; n1/ �

y
.t; n2/ �

1

hn12i2
ın12D0 D I2Œt; n1; n2�: (4.77)
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Furthermore,

N
.t; x/ D

X
n1;n22Z3

� 2Y
jD1

�N .nj /
�
I2Œt; n1; n2�; (4.78)

�
N
.t; x/ D

X
n1;n2;n32Z3

� 3Y
jD1

�N .nj /
�
yV .n12/ I3Œt; n1; n2; n3�: (4.79)

Proof. This follows from [12, Lemma 2.5 and Proposition 2.9], Lemma 4.38, and the fact
that the distribution of .s; n/ 7! cos.thni/W .cos/;n

s C sin.thni/W .sin/;n
s is the same for all

t 2 R.

4.7. Gaussian hypercontractivity and the moment method

In this section, we first review Gaussian hypercontractivity and its consequences. To help
the reader with a primary background in dispersive equations, let us first illustrate this
phenomenon through a basic example. Let Z� be a Gaussian random variable with mean
zero and variance �2. Using the exact formula for the moments of a Gaussian, we find for
all m � 1 that

EŒZ2� � D �
2 and EŒZ2m� � D

.2m/Š

2mmŠ
� �2m:

A simple estimate now yields

.EŒZ2m� �/
1
2m �

�
.2m/2m

2m.m=e/m

� 1
2m

� � D
p
2em .EŒZ2� �/

1=2:

Using Hölder’s inequality, for all p � 2 we obtain

kZ�kLp! .
p
p kZ�kL2! : (4.80)

Thus, higher Lp!-norms of Gaussians can be controlled through the lower L2!-norm.
The “hyper” in Gaussian hypercontractivity refers exactly to this gain of integrability.
While (4.80) is not too interesting in itself, its significance lies in its generalizations to
polynomials in infinitely many Gaussians! Furthermore, Gaussian hypercontractivity has
connections with many different inequalities in analysis and probability theory, such as
logarithmic Sobolev inequalities.

Our first proposition is also known as a Wiener chaos estimate. A version of this
proposition can be found in [64, Theorem I.22] or [51, Theorem 1.4.1].

Proposition 4.45 (Gaussian hypercontractivity). Let k � 1, let ˙1; : : : ;˙k 2 ¹C;�º,
and let aW .Z3/k ! C be a discrete function with finite support. Define the k-th order
Gaussian chaos Gk by

Gk
def
D

X
n1;:::;nk2Z3

a.n1; : : : ; nk/Ik Œ j̇ ; nj W 1 � j � k�: (4.81)

Then, for all p � 2,
kGkkLp!.P/ . pk=2kGkkL2!.P/: (4.82)
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Proposition 4.45 will play an important role in the estimates of stochastic objects such

as �
N

. While Proposition 4.45 bounds the moments of the Gaussian chaos, the reader
may prefer or be more familiar with a bound on probabilistic tails. As the next lemma
shows, the two viewpoints are equivalent.

Lemma 4.46 (Moments and tails). Let Z be a random variable and let  > 0. Then the
following properties are equivalent, where the parameters K1; K2 > 0 appearing below
differ from each other by at most a constant factor depending only on  .

(1) The tails of Z satisfy for all � � 0 the inequality

P .jZj � �/ � 2 exp.�.�=K1/ /:

(2) The moments of Z satisfy for all p � 2 the inequality

kZkLp � K2p
1= :

The lemma is an easy generalization of [73, Proposition 2.5.2 or Proposition 2.7.1].
As we have seen above, a Gaussian random variable corresponds to  D 2. It is convenient
to capture the size of K2 in Lemma 4.46 (and hence K1) through a norm.

Definition 4.47. Let  > 0 and let Z be a random variable. We define

kZk‰ D sup
p�2

p�1=kZkLp! :

For more information regarding the ‰ -norms, we refer the reader to the excellent
textbook [73]. The next lemma shows that the ‰ -norm is well-behaved under taking
maxima of several random variables.

Lemma 4.48 (Maxima and the ‰ -norm). Let  > 0, let J 2 N, and let Z1; : : : ; ZJ be
random variables on the same probability space. Then

kmax.Z1; : : : ; ZJ /k‰ � e log.2C J /1= max
jD1;:::;J

kZj k‰ :

While this is only a minor generalization of [73, Exercise 2.5.10], we include the short
proof.

Proof of Lemma 4.48. Let p � 2. For any r � p, it follows from the embedding `rj ,! `1j
and Hölder’s inequality that

kmax.Z1; : : : ; ZJ /kLp! � kZj kLp!`1j � kZj kL
p
!`
r
j
� kZj kLr!`rj

� J 1=rr1= max
jD1;:::;J

kZj k‰ :

Then we choose r D log.2C J /p, which yields the desired estimate.



Invariant Gibbs measures for the three-dimensional wave equation 89

We now turn to a combination of Gaussian hypercontractivity and the moment
method, which will be essential to our treatment of the random matrix terms RMT. The
following proposition, which is easy-to-use, general, and essentially sharp, was recently
obtained by Deng, Nahmod, and Yue in [30, Proposition 2.8]. Before we state the estimate,
we need the following definition, which relies on the tensor notation from Definition 4.32.

Definition 4.49 (Contracted random tensor). Let J � N0, let . j̇ /j2J be given, and let
Nmax � 1. Let h D hnJ

be a tensor and assume that all vectors in the support of h satisfy

knJk �Nmax. Let � � J and define k def
D #� . We then define the contracted random tensor

hc D .hc/nJn�
by

hc.ni W i 62 �/
def
D

X
.nj /j2�

h.nJ/ � zIk Œ j̇ ; nj W j 2 � �; (4.83)

where the normalized multiple stochastic integrals are as in (4.76).

In the next proposition, we use the tensor norms from Definition 4.32.

Proposition 4.50 ([30, Propositions 2.8, 4.14]). Let J; � ; Nmax; h; hc , and k be as in
Definition 4.49. Let A;B be a partition of ¹1; : : : ; J º n � . Then, for all p � 2 and � > 0,khcnA!nB

kLp!.P/
.� N �

max

�
max
X;Y
khknX!nY

�
pk=2; (4.84)

where the maximum is taken over all sets X;Y which satisfy A �X, B � Y, and form a
partition of J.

In [30], the proposition is stated in terms of nonresonant products of Gaussians instead
of multiple stochastic integrals. Furthermore, the probabilistic estimate is stated in terms
of the tail behavior instead of the moment growth. Both of these modifications can be
obtained easily by replacing the large deviation estimate [30, Lemma 4.4] in the proof by
Proposition 4.45.

We often simply refer to Proposition 4.50 as the moment method, since it is the main
ingredient of the proof (cf. [30]). While the full generality of Proposition 4.50 is needed
in [30], we will only rely on the following special case.

Example 4.51. Let ˙1;˙2 2 ¹C;�º, let h D h.n; n1; n2; n3/ be a tensor and assume
that k.n; n1; n2; n3/k . Nmax on the support of h. Define the contracted random tensor hc
by

hc.n; n3/
def
D

X
n1;n22Z3

h.n; n1; n2; n3/ � I2Œ j̇ ; nj W j D 1; 2�: (4.85)

Then, for all p � 2 and � > 0,khckn3!nLp!
.� N �

max max.khkn1n2n3!n; khkn3!nn1n2 ; khkn1n3!nn2 ; khkn2n3!nn1/ � p:
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5. Explicit stochastic objects

In this section, we estimate the stochastic objects appearing in the expansion of uN and
in the evolution equations for XN and YN . The analysis of explicit stochastic objects is
necessary for both dispersive and parabolic equations. We refer the interested reader to
the treatment of the cubic stochastic heat equation in [14,41] and the quadratic stochastic
wave equation in [37] for illustrative examples. While the algebraic aspects in disper-
sive and parabolic settings are similar, the analytic aspects are quite different. In the
parabolic setting, the regularity of stochastic objects can be determined through simple
“power-counting”. In contrast, the optimal estimates in the dispersive setting require more
complicated multi-linear dispersive estimates. We remind the reader that, as explained in
Remark 1.4, we restrict ourselves to 0 < ˇ < 1=2.

5.1. Cubic stochastic objects

In this subsection, we analyze the cubic stochastic object �
N

and the corresponding

solution
�

N to the forced wave equation. Ignoring the smoother component M of the

initial data, they correspond to the first Picard iterate of (2.1).

Proposition 5.1 (Cubic stochastic objects). Let T � 1 and let s < ˇ � �. Then sup
N�1

k
�

N
k
X
s�1;bC�1.Œ0;T �/


L
p
!.P/

. T 2p3=2: (5.1)

Furthermore,  sup
N�1

 � N


C0t Csx.Œ0;T ��T3/


L
p
!.P/

. T 2p3=2: (5.2)

In the frequency-localized version of (5.1) and (5.2), which is detailed in the proof, we

gain an �0-power of the maximal frequency scale. Furthermore, we can replace
�

N by

�
N

�
D IŒ1Œ0;��

�
N
�:

Remark 5.2. We recall that the parameter T is important for the globalization argument,
but does not enter into the local well-posedness theory. In order to achieve smallness on a
short interval, we will instead use the time-localization lemma (Lemma 4.3) and bC > b.

Proof of Proposition 5.1. We first prove (5.1), which forms the main part of the argu-
ment. In the end, we follow a standard and short argument to show that (5.1), Gaussian
hypercontractivity, and translation invariance imply (5.2). To simplify the notation, we
set Nmax D max.N1; N2; N3/. In this argument, we rely on multiple stochastic integrals.
Recalling the multiple stochastic integrals from (4.72) and the stochastic representation
formula (Proposition 4.44), we have
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�
N
.t; x/ D

X
n1;n2;n32Z3

�N .n123/
� 3Y
jD1

�N .nj /
�
yV .n12/ exp.ihn123; xi/I3Œt; n1; n2; n3�

D

X
˙1;˙2;˙3

X
n1;n2;n32Z3

h
c. j̇ W 1 � j � 3/

� 3Y
jD1

�N .nj /
�
yV .n12/ exp.ihn123; xi/

�

� 3Y
jD1

exp. j̇ i thnj i/
�
I3Œ j̇ ; nj W 1 � j � 3�

i
;

where c. j̇ W 1 � j � 3/ are deterministic coefficients. Using a Littlewood–Paley decom-
position, we obtain

�
N
D

X
˙1;˙2;˙3

X
N1;N2;N3�1

c. j̇ W 1 � j � 3/
�

N
Œ j̇ ; Nj W 1 � j � 3�;

where

�
N
Œ j̇ ; Nj W 1 � j � 3�.t; x/

def
D

X
n1;n2;n32Z3

h
�N .n123/

� 3Y
jD1

�N .nj /�Nj .nj /
�
yV .n12/

� exp.ihn123; xi/
� 3Y
jD1

exp. j̇ i thnj i/
�
I3Œ j̇ ; nj W 1 � j � 3�

i
:

We estimate each dyadic block separately. We first prove the desired estimate for b�
instead of bC and then upgrade the estimate. Using Minkowski’s integral inequality and
Gaussian hypercontractivity (Proposition 4.45), we obtaink �

N
Œ j̇ ; Nj W 1 � j � 3�kXs�1;b��1.Œ0;T �/


L
p
!

. max
˙123

Ft;x
�
�.t=T / �

N
Œ j̇ ; Nj W 1�j �3�.t; x/

�
.��123 hni; n/


L
p
!L

2
�
`2n.��R�T3/

.p3=2 max
˙123

Ft;x
�
�.t=T / �

N
Œ j̇ ; Nj W 1�j �3�.t; x/

�
� .��123 hni; n/


L2!L

2
�
`2n.��R�T3/

: (5.3)

For a fixed sign˙123, we define the phase ' by

'.n1; n2; n3/
def
D ˙123hn123i ˙1 hn1i ˙2 hn2i ˙3 hn3i:

Using the definition of ', we can write the space-time Fourier transform of a dyadic piece

in the cubic stochastic object �.t=T / �
N

as

Ft;x
�
�.t=T / �

N
Œ j̇ ; Nj W 1 � j � 3�.t; x/

�
.��123 hni; n/

D T
X

n1;n2;n32Z3

h
1¹n D n123º�N .n123/

� 3Y
jD1

�N .nj /�Nj .nj /
�
yV .n12/

� y�.T .� � '.n1; n2; n3///I3Œ j̇ ; nj W 1 � j � 3�
i
: (5.4)
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Using the orthogonality of the multiple stochastic integrals and the decay of y�, we obtainFt;x
�
�.t=T / �

N
Œ j̇ ; Nj W 1 � j � 3�.t; x/

�
.��123 hni; n/

2
L2!L

2
�
`2n.��R�T3/

. T 2N�21 N�22 N�23

X
n1;n2;n32Z3

h� 3Y
jD1

�Nj .nj /
�
hn123i

2.s�1/
j yV .n12/j

2

�

Z
R

d� h�i2.b��1/j y�.T .� � '.n1; n2; n3///j2
i

. T 2N�21 N�22 N�23

�

X
n1;n2;n32Z3

� 3Y
jD1

�Nj .nj /
�
hn123i

2.s�1/
j yV .n12/j

2
h'.n1; n2; n3/i

2.b��1/

. T 2N�21 N�22 N�23

� sup
m2Z3

X
n1;n2;n32Z3

� 3Y
jD1

�Nj .nj /
�
hn123i

2.s�1/
j yV .n12/j

21¹j' �mj � 1º:

Combining this with (5.3) and using the cubic sum estimate (Proposition 4.20), we obtaink �
N
Œ j̇ ; Nj W 1 � j � 3�kXs�1;b��1.Œ0;T �/


L
p
!

. Tp3=2N s�ˇ
max :

Since there are at most . log.10C Nmax/ nontrivial choices for N , we deduce from
Lemma 4.48 that sup

N�1

k
�

N
Œ j̇ ; Nj W 1 � j � 3�kXs�1;b��1.Œ0;T �/


L
p
!

. T log log.10CNmax/
2N s�ˇ

max p
3=2: (5.5)

After summing over the dyadic scales, (5.5) almost implies (5.1) except that b� needs
to be replaced by bC. To achieve this, we utilize the room of the estimate (5.5) in the
maximal frequency scale. Using Plancherel’s theorem, Minkowski’s integral inequality,
and Gaussian hypercontractivity, we have sup

N�1

k
�

N
Œ j̇ ; Nj W 1 � j � 3�kX0;0.Œ0;T �/


L
p
!

. log log.10CNmax/
2 sup
N

k1¹0 � t � T º �
N
Œ j̇ ; Nj W 1 � j � 3�kLp!L2tL

2
x

. T 1=2 log log.10CNmax/
2p3=2

� X
n1;n2;n32Z3

3Y
jD1

.�Nj .nj /hnj i
�2/

�1=2
. T 1=2 log log.10CNmax/

2N 3=2
maxp

3=2:

By interpolating this estimate with (5.5), we obtain sup
N�1

k
�

N
Œ j̇ ; Nj W 1 � j � 3�kXs�1;bC�1.Œ0;T �/


L
p
!

. T log log.10CNmax/
2N

s�ˇC4.bC�b�/
max p3=2

. TN
s�ˇC5.bC�b�/
max p3=2: (5.6)
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After summing over the dyadic scales, this finally yields (5.1). We prove the second esti-
mate (5.2) using the (frequency-localized version of the) first estimate. We present the
details of the (standard) argument, but skip similar steps in subsequent proofs. Using the
energy estimate (Lemma 4.8) and the (frequency-localized version of the) first estimate
(5.1), we obtain sup

N�1

 � N Œ j̇ ; Nj W 1 � j � 3�

L1t H

s
x


L
p
!

. .1C T /N
s�ˇC5.bC�b�/
max p3=2: (5.7)

For any 2 � q � p, from Sobolev embedding (in space-time), Minkowski’s integral
inequality, and Gaussian hypercontractivity we have � N Œ j̇ ; Nj W 1 � j � 3�


L
p
!L
1
t Csx

. N 4=q
max

hris � N Œ j̇ ; Nj W 1 � j � 3�

L
p
!L

q
t L
q
x

. N 4=q
max

hris � N Œ j̇ ; Nj W 1 � j � 3�

L
q
t L
q
xL

p
!

. N 4=q
max p

3=2
hris � N Œ j̇ ; Nj W 1 � j � 3�


L
q
t L
q
xL

2
!

:

(5.8)

For a fixed t 2 R, the distribution of hris
�

N Œ j̇ ; Nj W 1 � j � 3�.t; x/ is translation

invariant. Thus, we can replace theLqx-norm in (5.8) by theL2x-norm. Using Minkowski’s
integral inequality and (5.7) then yields � N Œ j̇ ; Nj W 1 � j � 3�


L
p
!L
1
t Csx

. N 4=q
max p

3=2
hris � N Œ j̇ ; Nj W 1 � j � 3�


L2!L

q
t L
2
x

. T 1C1=qN
s�ˇC5.bC�b�/C4=q
max p3=2:

By choosing q D q.bC; b�/ sufficiently large and then summing over dyadic scales, this
proves (5.2) for p &bC;b� 1. The smaller values of p can be handled by using Hölder’s
inequality in !.

Finally, the statement for
�

N replaced by
�

N

�
follows from the boundedness of

1Œ0;��.t/ on Xs2�1;bC�1, which was proven in Lemma 4.4.

5.2. Quartic stochastic objects

The expansion uN D C
�

N C wN or the explicit stochastic objects in So only con-

tain linear, cubic, quintic, or septic stochastic objects. However, the physical terms Phy
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contain terms such as

V �
�
P�N � P�N

�
N

�
P�NwN or V � .P�N ¤ P�NwN /P�N

�
N :

Since we treat wN 2 Xs1;b using deterministic methods, they can be viewed as quartic
expressions in the random initial data . Furthermore, due to the convolution with the
interaction potential V in the second term, we also have to understand the product of

and
�

N at two different spatial points.

Proposition 5.3. Let N123; N4 � 1. Then, for all s < �1=2 � � and all T � 1, sup
N�1

sup
y2T3

�PN123P�N � N .t; x � y/
�
� PN4P�N .t; x/


C0t Csx.Œ0;T ��T3/


L
p
!.P/

. T 3p2 max.N123; N4/��=2N �
4 : (5.9)

If N123 � N4, then for all s < �1=2C ˇ � 2�, sup
N�1

sup
y2T3

�PN123P�N � N .t; x � y/
�
� PN4P�N .t; x/


C0t Csx.Œ0;T ��T3/


L
p
!.P/

. T 3p2N �
4 : (5.10)

Finally, without the shift in y 2 T3, for s < �1=2 � � we have sup
N�1

�PN123P�N � N .t; x/
�
� PN4P�N .t; x/


C0t Csx.Œ0;T ��T3/


L
p
!.P/

. T 3p2 max.N123; N4/��=10: (5.11)

Remark 5.4. In the fully frequency-localized version of Proposition 5.3, which is
detailed in the proof, we gain an �0-power of the maximal frequency scale. As in Propo-

sition 5.1, we may also replace
�

N by
�

N

�
D IŒ1Œ0;��

�
N
�.

Remark 5.5. We recall that � is much smaller than � and hence the right-hand sides
of (5.9) and (5.10) diverge as N4 !1. The third estimate (5.11) is quite delicate and
requires the sine-cancellation lemma. A similar estimate is not available for the partially
shifted process and it is likely that at least a logarithmic loss is necessary in (5.9) and
(5.10) as N4 tends to infinity.

Proof of Proposition 5.3. We prove (5.9) and (5.10) simultaneously. The third estimate
(5.11) will mainly utilize the same estimates, but also requires the sine-cancellation
lemma (Lemma 4.14). Using the representation based on multiple stochastic integrals
(Proposition 4.44), we find that
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�
PN123P�N

�
N .t; x � y/

�
� PN4P�N .t; x/

D

X
N1;N2;N3�1

X
n1;n2;n3;n42Z3

�N .n123/
2�N123.n123/

� 4Y
jD1

�N .nj /�Nj .nj /
�

� yVS .n1; n2; n3/hn123i
�1 exp.ihn1234; xi � ihn123; yi/

�

�Z t

0

sin..t � t 0/hn123i/ I3Œt 0In1; n2; n3� � I1Œt In4� dt 0
�
:

Using the product formula for multiple stochastic integrals, we obtain�
PN123P�N

�
N .t; x � y/

�
� PN4P�N .t; x/

D

X
N1;N2;N3�1

G.4/.t; x; yIN�/C
X

N1;N2;N3�1

G.2/.t; x; yIN�/;

where the dependence on N123; N1; N2; N3; N4 is indicated by N� and the quartic and
quadratic Gaussian chaoses are given by

G.4/.t; x; yIN�/

D

X
˙1;˙2;˙3;˙4

X
n1;n2;n3;n42Z3

�
c. j̇ W 1 � j � 4/�

2
N .n123/

2�N .n4/�N123.n123/

�

� 4Y
jD1

��N .nj /�Nj .nj /
�
yVS .n1; n2; n3/hn123i

�1 exp.ihn1234; xi � ihn123; yi/

� exp.˙4i thn4i/
�Z t

0

sin..t � t 0/hn123i/
� 3Y
jD1

exp. j̇ i t
0
hnj i/

�
dt 0
�

� I4. j̇ ; nj W 1 � j � 4/

�
and

G.2/.t; x; yIN�/

D 3
X
˙1;˙2

X
n1;n22Z3

�
c.˙1;˙2/

� 2Y
jD1

�N .nj /�Nj .nj /
�

exp.ihn12; xi/

�

� X
n32Z3

�
�N .n123/

2�N .n3/
2�N123.n123/�N3.n3/�N4.n3/hn123i

�1
hn3i

�2 yVS .n1; n2; n3/

� exp.�ihn123; yi/
Z t

0

sin..t � t 0/hn123i/ cos..t � t 0/hn3i/
2Y

jD1

exp. j̇ i t
0
hnj ii/ dt 0

��
� I2. j̇ ; nj W j D 1; 2/

�
:



B. Bringmann 96

The quartic Gaussian chaos G.4/ and quadratic Gaussian chaoses G.2/ contain the
resonant and nonresonant terms of the product, respectively. We estimate both terms sep-
arately.

The nonresonant term G.4/: We first let s <�1=2� �. Using Gaussian hypercontractivity
and standard reductions (see e.g. the proof of Proposition 5.1), it suffices to estimate the
L1t L

2
!H

s
x -norm instead of the Lp!L1t C sx-norm. Let the phase function ' be as in (4.42).

Using the orthogonality of the multiple stochastic integrals, for a fixed t 2 Œ0; T � we have

kG.4/.t; x; yIN�/k
2

L2!H
s
x

.
X

˙1;˙2;˙3

X
n1;n2;n3;n42Z3

�
�N123.n123/

� 4Y
jD1

�Nj .nj /
�
j yVS .n1; n2; n3/j

2

� hn1234i
2s
hn123i

�2
� 4Y
jD1

hnj i
�2
�ˇ̌̌̌Z t

0

sin..t � t 0/hn123i/
� 3Y
jD1

exp. j̇ i t
0
hnj i/

�
dt 0
ˇ̌̌̌2�

. .1C T /2
X

˙1;˙2;˙3

X
n1;n2;n3;n42Z3

X
m2Z

h
hmi�2�N123.n123/

� 4Y
jD1

�Nj .nj /
�

� j yVS .n1; n2; n3/j
2
hn1234i

2s
hn123i

�2
� 4Y
jD1

hnj i
�2
�
1¹j' �mj � 1º

i
. T 2 sup

m2Z

X
˙1;˙2;˙3

X
n1;n2;n3;n42Z3

h
�N123.n123/

� 4Y
jD1

�Nj .nj /
�
j yVS .n1; n2; n3/j

2

� hn1234i
2s
hn123i

�2
� 4Y
jD1

hnj i
�2
�
1¹j' �mj � 1º

�
:

Using the nonresonant quartic sum estimate (Lemma 4.24), it follows that

kG.4/.t; x; yIN123; N1; N2; N3; N4//k
2

L2!H
s
x

. T 2 max.N1; N2; N3/�2ˇC2�N
�2�
4 :

This yields (5.9) for the nonresonant component. If N123 � N4, then

max.N1; N2; N3/ & N4;

and hence we can raise the value of s by ˇ � �. Thus, we also obtain (5.10) for the
nonresonant component. Even when y ¤ 0, our estimate for the nonresonant component
does not exhibit any growth in N4, and hence it also yields (5.11) for the nonresonant
component.

The resonant term G.2/: This term exhibits a higher spatial regularity and we let �1=2 <
s < 0. Using Gaussian hypercontractivity and standard reductions (see e.g. the proof of
Proposition 5.1), it suffices to estimate the L1t L

2
!H

s
x -norm instead of the Lp!L1t C sx-

norm. Using the orthogonality of the multiple stochastic integrals, we have
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kG.2/.t; x; yIN�/k
2

L2!H
s
x

.
X
˙1;˙2

X
n1;n22Z3

�� 2Y
jD1

�Nj .nj /
�
hn12i

2s
hn1i

�2
hn2i

�2

�

ˇ̌̌̌ X
n32Z3

�
�N .n123/

2�N .n3/
2�N123.n123/�N3.n3/�N4.n3/hn123i

�1
hn3i

�2

� yVS .n1; n2; n3/ exp.�ihn123; yi/
Z t

0

sin..t � t 0/hn123i/ cos..t � t 0/hn3i/

�

2Y
jD1

exp. j̇ i t
0
hnj ii/ dt 0

iˇ̌̌̌2�
: (5.12)

We now present two estimates of (5.12). The first estimate will yield (5.9) and (5.10).
The second estimate is restricted to the case y D 0 and yields, combined with the first
estimate, (5.11). After computing the integral in t 0 and decomposing according to the
dispersive symbol, we deduce from Cauchy–Schwarz that

(5.12) . T 21¹N3 � N4º
X

n1;n22Z3

h� 2Y
jD1

�Nj .nj /
�
hn12i

2s
hn1i

�2
hn2i

�2

�

�X
m2Z

X
n32Z3

hmi�1�N3.n3/j
yV .n1; n2; n3/jhn123i

�1
hn3i

�21¹j' �mj � 1º
�2i

:

Using the resonant quartic sum estimate (Lemma 4.26), this implies that

(5.12) . T 21¹N3 � N4º log.2CN4/2 max.N1; N2/2s :

This clearly implies (5.9) and (5.10). Except for the logarithmic divergence in N4 (and
hence N3), it also implies (5.11). We now need to restrict to y D 0 and we may assume
that N1; N2 � N3. For fixed n1; n2 2 Z3, we can apply the sine-cancellation lemma
(Lemma 4.14) with A D max.N1; N2/ and

f .t; t 0; n3/
def
D �N .n123/

2�N .n3/
2�N123.n123/�N3.n3/�N4.n3/

� hn123i
�1
hn3i

�2 yVS .n1; n2; n3/

2Y
jD1

exp. j̇ i t
0
hnj ii/:

This yields

(5.12)jyD0

. T 41¹N3 � N4ºmax.N1; N2/8N�23
X

n1;n22Z3

hn12i
2s
� 2Y
jD1

1¹jnj j � Nj ºhnj i
�2
�

. T 4 max.N1; N2/10N�23 :

By combining our two estimates of (5.12)jyD0 we arrive at (5.11).
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Remark 5.6. As we have seen in the proof of Proposition 5.3, the (probabilistic) resonant

portion of P�N
�

N � P�N has spatial regularity 0�, which is better than the sum of the

individual spatial regularities. As a result, the probabilistic resonances between linear and
cubic stochastic objects in Section 5.4 are relatively harmless.

5.3. Quintic stochastic objects

In this subsection, we control the quintic stochastic objects in So, i.e.,

É É&:
� � � N

�
N

and
�

N�

N
:

Since So is part of the evolution equation for the smoother nonlinear remainder YN , the
quintic stochastic objects have to be controlled at regularity s2 � 1.

Proposition 5.7 (First quintic stochastic object). For any T � 1 and any p � 2, sup
N�1

 É É&:
� � � N

�
N


X
s2�1;bC�1.Œ0;T �/


L
p
!.�/

. T 2p5=2: (5.13)

Proposition 5.8 (Second quintic stochastic object). For any T � 1 and any p � 2, sup
N�1

 �

N�

N


X
s2�1;bC�1.Œ0;T �/


L
p
!.�/

. T 2p5=2: (5.14)

Remark 5.9. In the frequency-localized versions of Propositions 5.7 and 5.8, which
are detailed in the proof, we gain an �0-power of the maximal frequency scale. As in

Proposition 5.1, we may also replace
�

N by
�

N

�
D IŒ1Œ0;��

�
N
�. We will not further

comment on these minor modifications.

Proof of Proposition 5.7. Throughout the proof, we ignore the supremum in N � 1 and
only prove a uniform estimate for a fixed N . Using the frequency-localized estimates
below and the same argument as in the proof of Proposition 5.1, we can insert the supre-
mum in N at the end of the proof.

We first obtain a representation of the quintic stochastic object using multiple stochas-
tic integrals. Using (2.23) and Proposition 4.44, we have

É É&:
� � � N

�
N
.t; x/

D

X
N345;N1;:::;N5W

max.N1;N345/>N �2

X
n1;:::;n52Z3

�
�N .n345/

2�N345.n345/
� 5Y
jD1

�N .nj /�Nj .nj /
�

� yV .n1345/ yVS .n3; n4; n5/hn345i
�1 exp.ihn12345; xi/I2Œt; n1; n2�

�

�Z t

0

sin..t � t 0/hn123i/I3Œt 0; n3; n4; n5� dt 0
��
:
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Using the product formula for mixed multiple stochastic integrals (Proposition 4.44 and
Lemma 4.41), we obtain

É É&:
� � � N

�
N
.t; x/ D

X
N345;N1;:::;N5W

max.N1;N345/>N �2

.G.5/ C G.3/ C zG.3/ C G.1//.t; xIN�/;

(5.15)

where the dependence onN345;N1; : : : ;N5 is indicated byN� and the quintic, cubic, and
linear Gaussian chaoses are defined as follows. The quintic chaos is given by

G.5/.t; xIN�/
def
D

X
˙1;:::;˙5

c. j̇ W 1 � j � 5/

�

X
n1;:::;n52Z3

�
�N .n345/

2�N345.n345/
� 5Y
jD1

�N .nj /�Nj .nj /
�
yV .n1345/

� yVS .n3; n4; n5/hn345i
�1 exp.ihn12345; xi/

� 2Y
jD1

exp. j̇ i thnj i/
�

�

�Z t

0

sin..t � t 0/hn123i/
5Y

jD3

exp. j̇ i t
0
hnj i/ dt 0

�
I5Œ j̇ ; nj W 1 � j � 5�

�
:

The two cubic Gaussian chaoses are given by

G.3/.t; xIN�/
def
D

X
˙2;˙4;˙5

c.˙2;˙4;˙5/

�

X
n2;n4;n52Z3

�� Y
jD2;4;5

�N .nj /�Nj .nj /
�
yV .n45/ exp.ihn245; xi/

�

X
n32Z3

�
�N .n3/

2�N .n345/
2�N345.n345/�N1.n3/�N3.n3/

� yVS .n3; n4; n5/hn345i
�1
hn3i

�2 exp.˙2i thn2i/

�

Z t

0

sin..t�t 0/hn345i/ cos..t�t 0/hn3i/
Y
jD4;5

exp. j̇ i t
0
hnj i/ dt 0

�
I3Œ j̇ ; nj W jD2; 4; 5�

�
and

zG.3/.t; xIN�/
def
D

X
˙1;˙4;˙5

c.˙1;˙4;˙5/

�

X
n1;n4;n52Z3

�� Y
jD1;4;5

�N .nj /�Nj .nj /
�

exp.ihn145; xi/

�

X
n32Z3

�
�N .n3/

2�N .n345/
2�N345.n345/�N1.n3/�N3.n3/

� yVS .n3; n4; n5/ yV .n1345/hn345i
�1
hn3i

�2 exp.˙1i thn1i/

�

Z t

0

sin..t�t 0/hn345i/ cos..t�t 0/hn3i/
Y
jD4;5

exp. j̇ i t
0
hnj i/ dt 0

�
I3Œ j̇ ; nj W jD1; 4; 5�

�
:
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Finally, the linear Gaussian chaos (or simply Gaussian) is given by

G.1/.t; xIN�/
def
D

X
˙5

c.˙5/
X
n52Z3

�N .n5/�N5.n5/ exp.ihn5; xi/

�

X
n3;n42Z4

�
�N .n345/

2�N .n3/
2�N .n4/

2�N345.n345/

� �N1.n3/�N3.n3/�N2.n4/�N4.n4/
yVS .n3; n4; n5/ yV .n45/hn345i

�1
hn3i

�2
hn4i

�2

�

Z t

0

sin..t � t 0/hn345i/ cos..t � t 0/hn3i/ cos..t � t 0/hn4i/ exp.˙5i t 0hn5i/ dt 0
�

� I1Œ˙5; n5�:

Each of the frequency-localized Gaussian chaoses in (5.15) is now estimated sepa-
rately. We encourage the reader to concentrate on the estimates for G.5/ and G.1/, which
already contain all ideas and ingredients.

The nonresonant term G.5/: Let s D 1=2� �. We will first estimate the Xs�1;b��1-norm
of a dyadic piece and then use the condition max.N1; N345/ > N �

2 to increase the value
of s. Using Gaussian hypercontractivity (Proposition 4.45), the orthogonality of multiple
stochastic integrals, and Lemma 4.12, we obtainkG.5/.t; xIN�/kXs�1;b��1.Œ0;T �/2Lp!
. max
˙12345

kh�ib��1hnis�1Ft;x.�.t=T /G.5/.t; xIN�//.��12345 hni; n/kL2
�
`2n.R�Z3/

2
L
p
!

. p5 max
˙12345

kh�ib��1hnis�1Ft;x.�.t=T /G.5/.t; xIN�//.��12345 hni; n/kL2
�
`2n.R�Z3/

2
L2!

. T 2p5 max
˙12345;˙345;
˙1;:::;˙5

X
n1;:::;n52Z3

�
�N345.n345/

� 5Y
jD1

�Nj .nj /
�
hn12345i

2.s�1/
hn345i

�2

� j yV .n1345/j
2
j yVS .n3; n4; n5/j

2
� 5Y
jD1

hnj i
�2
�

� .1C j ˙345 hn345i ˙3 hn3i ˙4 hn4i ˙5 hn5ij/
�2

�

Z
R
h�i2.b��1/

�
1Cmin

�
j� � .˙12345hn12345i ˙345 hn345i ˙1 hn1i ˙2 hn2i/j;ˇ̌̌

� �
�
˙12345hn12345i �345 hn345i C

5X
jD1

. j̇ /hnj i
�ˇ̌̌���2

d�
�
: (5.16)

To break down this long formula, we define the phase functions

 .n3; n4; n5/
def
D ˙345hn345i ˙3 hn3i ˙4 hn4i ˙5 hn5i;

'.n1; : : : ; n5/
def
D ˙12345hn12345i ˙345 hn345i ˙1 hn1i ˙2 hn2i;

z'.n1; : : : ; n5/
def
D ˙12345hn12345i �345 hn345i C

5X
jD1

. j̇ /hnj i:
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Integrating in � and decomposing according to the value of the phases, we obtain

(5.16) . T 2p5 log.2Cmax.N1; : : : ; N5//

� max
˙12345;˙345;
˙1;:::;˙5

sup
m;m02Z

X
n1;:::;n52Z3

�
�N345.n345/

�

� 5Y
jD1

�Nj .nj /
�
hn12345i

2.s�1/
hn345i

�2
j yV .n1345/j

2
j yVS .n3; n4; n5/j

2
� 5Y
jD1

hnj i
�2
�

� 1¹j �mj � 1º.1¹j' �m0j � 1º C 1¹jz' �m0j � 1º/

�
:

Using the nonresonant quintic sum estimate (Lemma 4.27), we finally obtain

kkG.5/.t; xIN�/kXs�1;b��1.Œ0;T �/kLp! . Tp5=2 max.N1; N3; N4; N5/�ˇC�N
��
2 : (5.17)

Due to the operator É É&:
� �

, we have

max.N1; N3; N4; N5/ & max.N1; N2; N3; N4; N5/�:

Thus, (5.17) implieskG.5/.t; xIN�/kXs2�1;b��1.Œ0;T �/Lp! . Tp5=2 max.N1; N2; N3; N4; N5/ı2C3���ˇ ;

which is acceptable.

Single-resonance term G.3/: This term only yields a nontrivial contribution if N1 � N3.
In particular, max.N1;N345/ > N �

2 implies that max.N3;N4;N5/ & N �
2 . Using the inho-

mogeneous Strichartz estimate (Lemma 4.9) and Gaussian hypercontractivity, we havekG.3/.t; xIN�/kXs2�1;b��1.Œ0;T �/Lp! .
kG.3/.t; xIN�/k

L
2bC
t H

s2�1
x .Œ0;T ��T3/


L
p
!

. T 1=2
kG.3/.t; xIN�/kL2tH s2�1x .Œ0;T ��T3/


L
p
!

. Tp3=2 sup
t2Œ0;T �

kG.3/.t; xIN�/kH s2�1x .T3/


L2!
: (5.18)

Using the orthogonality of the multiple stochastic integrals, we have

sup
t2Œ0;T �

kG.3/.t; xIN�/kH s2�1x .T3/

2
L2!

. N
�2ˇ
45 N�22 N�24 N�25

�

X
n2;n4;n52Z3

�N45.n45/
� Y
jD2;4;5

�Nj .nj /
�
hn245i

2.s2�1/S.n2; n4; n5I t; N�/
2; (5.19)

where

S.n2; n4; n5I t; N�/
def
D

ˇ̌̌̌ X
n32Z3

�
�N .n3/

2�N .n345/
2�N345.n345/�N1.n3/�N3.n3/

� yVS .n3; n4; n5/hn345i
�1
hn3i

�2 exp.˙2i thn2i/

�

Z t

0

sin..t � t 0/hn345i/ cos..t � t 0/hn3i/
Y
jD4;5

exp. j̇ i t
0
hnj i/ dt 0

�ˇ̌̌̌
:
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Define the phase function ' by

'.n3; n4; n5/
def
D hn345i ˙3 hn3i ˙4 hn4i ˙5 hn5i: (5.20)

By calculating the integral, using the triangle inequality, expanding the square, and using
Lemma 4.25, we obtain

S.n2; n4; n5I t; N�/
2

. T 2 max
˙3;˙4;˙5

�X
m2Z

X
n32Z3

hmi�1�N3.n3/hn345i
�1
hn3i

�21¹j' �mj � 1º
�2

. T 2 log.2Cmax.N3; N4; N5//

�

�
max

˙3;˙4;˙5
sup
m2Z

X
n32Z3

�N3.n3/hn345i
�1
hn3i

�21¹j' �mj � 1º
�

�

�
max

˙3;˙4;˙5

X
m2Z

X
n32Z3

hmi�1�N3.n3/hn345i
�1
hn3i

�21¹j' �mj � 1º
�

. T 2 log.2Cmax.N3; N4; N5//hn45i�1

� max
˙3;˙4;˙5

X
m2Z

X
n32Z3

hmi�1�N3.n3/hn345i
�1
hn3i

�21¹j' �mj � 1º:

By inserting this into (5.19) and summing in n2 2 Z3 first, we obtain

sup
t2Œ0;T �

kG.3/.t; xIN�/kH s2�1x .T3/

2
L2!

. T 2 log.2Cmax.N3; N4; N5//
� 5Y
jD2

N�2j

�
� max
˙3;˙4;˙5

X
m2Z

X
n2;n3;n4;n52Z3

h
hmi�1

� 5Y
jD2

�Nj .nj /
�
hn245i

2.s2�1/

� hn345i
�1
hn45i

�1�2ˇ1¹j' �mj � 1º
i

. T 2 log.2Cmax.N3; N4; N5//N
2s2�1
2

� 5Y
jD3

N�2j

�
� max
˙3;˙4;˙5

X
m2Z

X
n3;n4;n52Z3

h
hmi�1

� 5Y
jD3

�Nj .nj /
�
hn345i

�1
hn45i

�1�2ˇ1¹j' �mj � 1º
i

. T 2 log.2Cmax.N3; N4; N5//N
2s2�1
2 max.N4; N5/�2ˇ :

In the last line, we have used the cubic sum estimate (Proposition 4.20). In total, this
yields

sup
t2Œ0;T �

kkG.3/.t; xIN�/kH s2�1x .T3/
kL2!

. T log.2Cmax.N3; N4; N5//N
s2�1=2
2 max.N4; N5/�ˇ : (5.21)
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Recalling that max.N3; N4; N5/ > N �
2 , we are only missing decay in N3. By using the

sine-cancellation lemma (Lemma 4.14) to estimate S.n2; n4; n5I t; N�/, we easily obtain

sup
t2Œ0;T �

kG.3/.t; xIN�/kH s2�1x .T3/


L2!

. T 2N
s2�1=2
2 max.N4; N5/5N�13 : (5.22)

Combining (5.21), (5.22), and the condition max.N3;N4;N5/ > N �
2 , we obtain an accept-

able estimate.

Single-resonance term zG.3/: This term can be controlled through similar (or simpler)
arguments to those for G.3/ and we omit the details.

Double-resonance term G.1/: This term only yields a non-trivial contribution when
N1 � N3 and N2 � N4. We note that the sum in n3 2 Z3 may appear to diverge log-
arithmically (once the dyadic localization is removed). However, the sine-function in the
Duhamel integral yields additional cancellation, which was first observed by Gubinelli,
Koch, and Oh [37] and generalized slightly in Lemma 4.14.

Using the inhomogeneous Strichartz estimate (Lemma 4.9), it follows that

kG.1/.t; xIN�/kXs2�1;b��1.Œ0;T �/ . kG.1/.t; xIN�/k
L
2bC
t H

s2�1
x .Œ0;T ��T3/

. T 1=2kG.1/.t; xIN�/kL2tH
s2�1
x .Œ0;T ��T3/

:

Using Gaussian hypercontractivity (Proposition 4.45) and the orthogonality of multiple
stochastic integrals, we obtain

T
kG.1/.t; xIN�/kL2tH s2�1x .Œ0;T ��T3/

2
L
p
!

. Tp
kG.1/.t; xIN�/kL2tH s2�1x .Œ0;T ��T3/

2
L2!

. T 2p sup
t2Œ0;T �

X
n52Z3

�N5.n5/hn5i
2.s2�1/�2S.n5I t; N�/

2 (5.23)

where

S.n5I t; N�/

def
D

ˇ̌̌̌ X
n3;n42Z4

�
�N .n345/

2�N .n3/
2�N .n4/

2�N345.n345/�N1.n3/�N3.n3/�N2.n4/�N4.n4/

� yVS .n3; n4; n5/ yV .n45/hn345i
�1
hn3i

�2
hn4i

�2

�

Z t

0

sin..t � t 0/hn345i/ cos..t � t 0/hn3i/ cos..t � t 0/hn4i/ exp.˙5i t 0hn5i/ dt 0
�ˇ̌̌̌
:

We now present two different estimates of S.n5I t; N�/. The first (and main) estimate
almost yields control over G.1/, but exhibits a logarithmic divergence in N3. The second
estimate exhibits polynomial growth in N4 and N5, but yields the desired decay in N3.
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Using j yV .n45/j . hn45i�ˇ and the crude estimate j yVS .n3; n4; n5/j . 1, we obtain

S.n5I t; N�/

. N�1345N
�2
3 N�24

X
n3;n42Z3

�
1¹jn3j � N3; jn4j � N4; jn345j � N345ºhn45i

�ˇ

�

ˇ̌̌̌Z t

0

sin..t � t 0/hn345i/ cos..t � t 0/hn3i/ cos..t � t 0/hn4i/ exp.˙5i t 0hn5i/ dt 0
ˇ̌̌̌�

. T log.2Cmax.N3; N4; N5//N�1345N
�2
3 N�24

� max
˙3;˙4;˙5

sup
m2Z

X
n3;n42Z3

�
1¹jn3j � N3; jn4j � N4; jn345j � N345ºhn45i

�ˇ

� 1¹j' �mj � 1º
�
;

where the phase function ' is given by

'.n3; n4; n5/
def
D hn345i ˙3 hn3i ˙4 hn4i ˙5 hn5i:

Using the counting estimate from Lemma 4.29, it follows that

S.n5I t; N�/ . T log.2Cmax.N3; N4; N5//max.N4; N5/�ˇC�: (5.24)

Alternatively, it follows from the sine-cancellation lemma (Lemma 4.14) with A D
N 2
4N

2
5 , say, that

S.n5I t; N�/ . T 2N�13 N 5
4N

2
5 : (5.25)

By combining (5.23)–(5.25), it follows that

T 1=2
kG.1/.t; xIN�/kL2tH s2�1x .Œ0;T ��T3/


L
p
!

. T 3p1=2 log.2Cmax.N3; N4; N5//N
s2�1=2
5 min.N�ˇ4 ; N

�ˇ
5 ; N�13 N 5

4N
5
5 /

. T 3p1=2N
s2�1=2�ˇC20�
5 max.N3; N4; N5/�� . T 3p1=2 max.N3; N4; N5/��:

This contribution is acceptable.

Proof of Proposition 5.8. This estimate is similar to (but easier than) Proposition 5.7 and
we therefore omit the details. Instead of gaining additional regularity through the para-
differential operator as in Proposition 5.8, we simply use the interaction potential V and
the crude inequality

hn12i
�2ˇ . hn12i�2 . hn12345i�2 hn345i2 for 0 <  < ˇ.

5.4. Septic stochastic objects

The next proposition controls the third and fourth term in So, i.e., in (2.28).

Proposition 5.10 (Septic stochastic objects). Let T; p � 1. Then sup
N�1

 �

N
�

N
�

N


X
s2�1;bC�1.Œ0;T �/


L
p
!.P/

. T 4p7=2; (5.26)
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 sup
N�1

 É:. / �

N

�
N

�

N


X
s2�1;bC�1.Œ0;T �/


L
p
!.P/

. T 4p7=2: (5.27)

Remark 5.11. In the frequency-localized version of Proposition 5.10, we gain an �0-

power of the maximal frequency scale. As in Proposition 5.1, we may also replace
�

N

by
�

N

�
D IŒ1Œ0;��

�
N
�. We will not further comment on these minor modifications.

Proof of Proposition 5.10. We only prove (5.26); the second estimate (5.27) follows from
similar (but slightly simpler) arguments. To simplify the notation, we formally set N D
1. The same argument also yields the estimate for the supremum over N . Using the
inhomogeneous Strichartz estimate (Lemma 4.9) and Gaussian hypercontractivity (Propo-
sition 4.45), it suffices to prove that

sup
t2Œ0;T �

 �
� �


H
s2�1
x .T3/


L2!.P/

. T 3: (5.28)

Using a Littlewood–Paley decomposition, we write

�
� �

D

X
N1234567;N1234;N4;N567

�
� � ŒN1234567; N1234; N4; N567�;

where

�
� � ŒN1234567; N1234; N4; N567�

def
D PN1234567

h
.PN1234

yV / �
�
�
� PN4

�
PN567

�
i
: (5.29)

We now present two separate estimates of (5.29). The first estimate, which is the main
part of the argument, almost yields (5.28), but contains a logarithmic divergence in N4.
The second (short) estimate exhibits polynomial decay in N4, and is only used to remove
this logarithmic divergence.

Main estimate: Using the stochastic representation of the cubic nonlinearity (Proposition
4.44) and (4.76), we obtain

�
� � ŒN1234567; N1234; N4; N567�

D

X
n1;:::;n72Z3

X
˙1;:::;˙7

�
�N1234567.n1234567/�N1234.n1234/�N4.n4/�N567.n567/

yV .n1234/

�ˆ.t; nj ; j̇ W 1 � j � 3/e
˙ithn4i

1

hn4i
ˆ.t; nj ; j̇ W 5 � j � 7/ exp.ihn1234567; xi/

� zI3Œnj ; j̇ W 1 � j � 3�zI1Œn4;˙4�zI3Œnj ; j̇ W 5 � j � 7�

�
: (5.30)
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Here, the amplitude ˆ is given by

ˆ.t; nj ; j̇ W 1 � j � 3/
def
D hn123i

�1 yVS .n1; n2; n3/

�

� 3Y
jD1

hnj i
�1
��Z t

0

sin..t � t 0/hn123i/
3Y

jD1

exp. j̇ i t
0
hnj i/ dt 0

�
:

Comparing with ˆ.n1; n2; n3/ as in Lemma 4.31, we have

sup
t2Œ0;T �

jˆ.t; nj ; j̇ W 1 � j � 3/j . Tˆ.n1; n2; n3/: (5.31)

We now rely on the notation from Definition 4.30 and Lemma 4.31. Using the product for-
mula for multiple stochastic integrals twice (Lemma 4.40), the orthogonality of multiple
stochastic integrals, and (5.31), we obtain

sup
t2Œ0;T �

 �
� � ŒN1234567; N1234; N4; N567�

2
L2!H

s2�1
x .��T3/

. T 4
X
P

X
.nj /j 62P

hnnri
2.s2�1/

�

� X�

.nj /j2P

1¹jn1234567j � N1234567º1¹jn1234j � N1234º1¹jn567j � N567º

� 1¹jn4j � N4ºj yV .n1234/jˆ.n1; n2; n3/hn4i
�1ˆ.n5; n6; n7/

�2
:

The sum in P is taken over all pairings which respect to the partition ¹1;2;3º;¹4º;¹5;6;7º.
For a similar argument, we refer the reader to [28, Lemma 4.1]. Using Lemma 4.31, it
follows that

sup
t2Œ0;T �

 �
� � ŒN1234567; N1234; N4; N567�


L2!H

s2�1
x .��T3/

. T 2 log.2CN4/.N
.s2�1=2/
1234567 N

�.ˇ��/
567 CN

�.1�s2��/
1234567 /N

�ˇ
1234: (5.32)

Since N1234567 . max.N1234; N567/ and N1234567 � N567 if N1234 � N567, we obtain

sup
t2Œ0;T �

 �
� � ŒN1234567; N1234; N4; N567�


L2!H

s2�1
x .��T3/

. T 2 log.2CN4/max.N1234567; N1234; N567/�.ˇ���ı2/: (5.33)

Removing the logarithmic divergence in N4: Using Proposition 5.1 and (5.11) from
Proposition 5.3, we obtain

sup
t2Œ0;T �

 �
� � ŒN1234567; N1234; N4; N567�


L2!H

s2�1
x .��T3/

.
PN1234h � � PN4

i
L4!L

1
t L

2
x.��Œ0;T ��T3/

PN567 � 
L4!L

1
t L
1
x .��Œ0;T ��T3/

. T 5N1234N
��=10
4 : (5.34)
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Combining (5.33) and (5.34), we obtain

sup
t2Œ0;T �

 �
� � ŒN1234567; N1234; N4; N567�


L2!H

s2�1
x .��T3/

. T 3N
��2

4 max.N1234567; N1234; N567/�.ˇ���2ı2/: (5.35)

Summing over the dyadic scales yields (5.26).

6. Random matrix theory estimates

In this section, we control the random matrix terms RMT. Techniques from random
matrix theory, such as the moment method, were first applied to dispersive equations
in Bourgain’s seminal paper [5]. Over the last decade, they have become an indispens-
able tool in the study of dispersive PDE and we refer the interested reader to [6, 17, 27,
28, 34, 37, 63]. Very recently, Deng, Nahmod, and Yue [30, Proposition 2.8] obtained an
easy-to-use, general, and essentially sharp random matrix estimate, which is proved using
the moment method. We have previously recalled their estimate in Proposition 4.50. The
proofs of Propositions 6.1 and 6.3 combine their random matrix estimate with the count-
ing estimates in Section 4.4.

Proposition 6.1 (First RMT estimate). Let T; p � 1. Then sup
N�1

sup
J�Œ0;T �

sup
kwk

Xs1;b.J/
�1

k.V �
N
/ � P�NwkXs2�1;bC�1.J/


L
p
!.P/

. Tp: (6.1)

Remark 6.2. This proposition controls the first term in RMT, i.e., in (2.30). In the
frequency-localized version of (6.1), which is detailed in the proof, we gain an �0-power
in the maximal frequency scale.

Proof of Proposition 6.1. The argument splits into two steps: First, we bring (6.1) into a
random matrix form. Then, we prove a random matrix estimate using the moment method
(Proposition 4.50).

Step 1: The random matrix form. By definition of the restricted norms,

sup
J�Œ0;T �

sup
kwk

Xs1;b.J/
�1

k.V �
N
/ � P�NwkXs2�1;bC�1.J/

� sup
kwk

Xs1;b.R/
�1

k�.t=T /.V �
N
/ � P�NwkXs2�1;bC�1.R/: (6.2)

We bound the right-hand side of (6.2) with bC replaced by b�. Using the frequency-
localized estimate in the arguments below and a reduction similar to that in the proof of
Proposition 5.1, we can then upgrade the value from b� to bC. Let w 2 Xs1;b.R/ satisfy
kwkXs1;b.R/ � 1. We define w˙ 2 Xs1;b.R/ by

yw˙.�; n/
def
D 1¹˙� � 0º yw.�; n/:
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Then w D wC C w� and

kwkXs1;b.R/ � max
˙
khnis1h�ib yw˙.�˙ hni; n/kL2

�
`2n.R�T3/:

Using this decomposition of w and the stochastic representation of the renormalized
square, we deduce that the nonlinearity is given by

.V �
N
/ � P�Nw

D

X
˙1;˙2;˙3

X
N1;N2;N3

X
n1;n2;n32Z3

h
c.˙1;˙2/

� 3Y
jD1

�N .nj /�Nj .nj /
�

� yV .n12/I2Œ j̇ ; nj W j D 1; 2�
� 2Y
jD1

exp. j̇ i thnj i/
�
yw˙3.t; n3/ exp.ihn123; xi/

i
D

X
˙1;˙2;˙3

X
N1;N2;N3

Z
R

d�3
X

n1;n2;n32Z3

h
c.˙1;˙2/

� 3Y
jD1

�N .nj /�Nj .nj /
�

� yV .n12/I2Œ j̇ ; nj W j D 1; 2�

� exp.i t�3/
� 3Y
jD1

exp. j̇ i thnj i/
�
yw˙3.�3 ˙3 hn3i; n3/ exp.ihn123; xi/

i
:

To simplify the notation, we define the phase function 'W .Z3/3 ! R by

'.n1; n2; n3/ D ˙123hn123i ˙1 hn1i ˙2 hn2i ˙3 hn3i: (6.3)

The space-time Fourier transform of the time-truncated nonlinearity is therefore given by

F
�
�.�=T /.V �

N
/ � P�Nw

�
.�˙123 hni; n/ D T

X
˙1;˙2;˙3

X
N1;N2;N3

Z
R

d�3

�

X
n1;n2;n32Z3

h
c.˙1;˙2/1¹n D n123ºy�.T .� � �3 � '.n1; n2; n3///

�

� 3Y
jD1

�N .nj /�Nj .nj /
�
yV .n12/I2Œ j̇ ; nj W j D 1; 2� yw˙3.�3 ˙3 hn3i; n3/

i
: (6.4)

To simplify the notation, we emphasize the dependence on the frequency scales N1; N2;
N3 by writing N� and omit the dependence on ˙123;˙1;˙2;˙3, and T from our nota-
tion. We define the tensor h.n; n1; n2; n3I�; �3; N�/ by

h.n; n1; n2; n3I�; �3; N�/
def
D Tc.˙1;˙2/1¹n D n123ºy�

�
T .� � �3 � '.n1; n2; n3//

�
�

� 3Y
jD1

�N .nj /�Nj .nj /
�
yV .n12/hni

s2�1hn1i
�1
hn2i

�1
hn3i

�s1 : (6.5)
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Furthermore, we define the contracted random tensor hc.n; n3I�; �3/ by

hc.n; n3I�;�3;N�/D
X

n1;n22Z3

h.n;n1; n2; n3I�;�3;N�/ � zI2Œ j̇ ; nj Wj D 1; 2�: (6.6)

By combining our previous expression of the nonlinearity (6.4) with the definition (6.6),
we obtain

F
�
�.�=T /.V �

N
/ � P�Nw

�
.�˙123 hni; n/ D hni

�.s2�1/
X

˙1;˙2;˙3

X
N1;N2;N3

Z
R

d�3

�

X
n32Z3

hc.n; n3I�; �3; N�/hn3i
s1 yw˙3.�3 ˙3 hn3i; n3/:

We estimate each combination of signs and each dyadic block separately. Using the tensor
norms from Definition 4.32, the contribution to the Xs2�1;b��1-norm is bounded byh�ib��1 Z

R
d�3

X
n32Z3

hc.n; n3I�; �3; N�/hn3i
s1 yw˙3.�3 ˙3 hn3i; n3/


L2
�
`2n.R�T3/

.
h�ib��1h�3i�bkhc.n; n3I�; �3; N�/kn3!nL2

�
L2
�3
.R�R/

� kwkXs1;b.R/:

In order to control the operator norm in (6.2), it therefore remains to prove thath�ib��1h�3i�bkhc.n; n3I�; �3; N�/kn3!nL2
�
L2
�3
.R�R/


L
p
!.P/

. T max.N1; N2; N3/��=2p: (6.7)

Step 2: Proof of the random matrix estimate (6.7). Using Minkowski’s integral inequality,
we have thath�ib��1h�3i�bkhc.n; n3I�; �3; N�/kn3!nL2

�
L2
�3
.R�R/


L
p
!.P/

�

h�ib��1h�3i�bkhc.n; n3I�; �3; N�/kn3!nLp!.P/L2
�
L2
�3
.R�R/

� kh�ib��1h�3i
�b
kL2
�
L2
�3
.R�R/ � sup

�;�32R

khc.n; n3I�; �3; N�/kn3!nLp!.P/
. sup
�;�32R

khc.n; n3I�; �3; N�/kn3!nLp!.P/:
We emphasize that the supremum over �; �3 2 R is outside the Lp!.P /-norm. Using the
moment method (Proposition 4.50), we get

sup
�;�32R

khc.n; n3I�; �3; N�/kn3!nLp!.P/ . max.N1; N2; N3/�=2

� sup
�;�32R

max
�
kh.�I�; �3; N�/kn1n2n3!n; kh.�I�; �3; N�/kn3!nn1n2 ;

kh.�I�; �3; N�/kn1n3!nn2 ; kh.�I�; �3; N�/kn2n3!nn1
�
p:
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In order to estimate the tensor norms of h.�I�;�3;N�/, we further decompose it according
to the value of the phase function '. For any m 2 Z, we define

zh.n; n1; n2; n3Im;N�/

def
D T1¹n D n123º1¹j'.n1; n2; n3// �mj � 1º

�

� 3Y
jD1

�N .nj /�Nj .nj /
�
j yV .n12/jhni

s2�1hn1i
�1
hn2i

�1
hn3i

�s1 :

Using the definition of h in (6.5) and the decay of y�, we obtain

jh.n; n1; n2; n3I�; �3; N�/j

.
X
m2Z

j y�.T .���3�'.n1; n2; n3///j1¹j'.n1; n2; n3/�mj � 1º

� zh.n; n1; n2; n3Im;N�/

.
X
m2Z

h�3���mi
�2zh.n; n1; n2; n3Im;N�/:

Using the triangle inequality for the tensor norms and the first deterministic tensor esti-
mate (Lemma 4.33), it follows that

max.N1;N2;N3/�=2 sup
�;�32R

max
�
kh.�I�;�3;N�/kn1n2n3!n; kh.�I�;�3;N�/kn3!nn1n2 ;

kh.�I�; �3; N�/kn1n3!nn2 ; kh.�I�; �3; N�/kn2n3!nn1
�

. max.N1; N2; N3/�=2 sup
m2Z

max
�
kzh.�Im;N�/kn1n2n3!n; k

zh.�Im;N�/kn3!nn1n2 ;

kzh.�Im;N�/kn1n3!nn2 ; k
zh.�Im;N�/kn2n3!nn1

�
. T max.N1; N2; N3/��=2:

Proposition 6.3 (Second RMT estimate). Let T; p � 1. Then sup
N�1

sup
J�Œ0;T �

sup
kY k

Xs2;b.J/
�1

kWV � .P�N � P�NY / É:. / P�N WkXs2�1;bC�1.J/


L
p
!.P/

. Tp: (6.8)

Remark 6.4. This proposition controls the second term in RMT, i.e., in (2.30). In the
frequency-localized version of (6.8), which is detailed in the proof, we gain an �0-power
in the maximal frequency scale.

Proof. Due to the operator É:. /, the renormalization MNP�NY does not just cancel
the probabilistic resonances between the two factors of in

V � .P�N � P�NY / É:. / P�N :



Invariant Gibbs measures for the three-dimensional wave equation 111

As a result, we need to decompose MN DM
É
N CM

É:
N , where the symbols correspond-

ing to the multipliers are given by

m
É
N .n/

def
D

X
L;KWL�K�

yV .nC k/

hki2
�L.nC k/�K.k/�N .k/

2;

m
É:

N .n/
def
D

X
L;KWL>K�

yV .nC k/

hki2
�L.nC k/�K.k/�N .k/

2:

The random operator

V � .P�N � P�NY / É:. / P�N �M
É:

N P�NY

can then be controlled using the same argument as in the proof of Proposition 6.1, except
that we use Lemma 4.35 instead of Lemma 4.33. Thus, it only remains to show that

kM
É
N P�NY kXs2�1;bC�1.J/ . T kY kXs2;b.J/: (6.9)

The estimate (6.9) has a lot of room and can be established through the following simple
argument. On the support of the summand in the definition of m

É
N , we have jn C kj

. jkj� . Using only the fact that yV is bounded, this implies that

jm
É
N .n/j .

X
K�1

X
k2Z3

K�21¹jnC kj . K�º .
X
K�1

K�2C3� . 1:

Thus, the symbol m É
N .n/ is uniformly bounded and hence the corresponding multiplier

M
É
N is bounded on each Sobolev space H s

x.T
3/. Using the Strichartz estimates (Corol-

lary 4.7 and Lemma 4.9), we obtain

kM
É
N P�NY kXs2�1;bC�1.J/ . kM É

N P�NY k
L
2bC
t H

s2�1
x .J�T3/

. .1C jJj/kY k
L1t H

s2�1
x .J�T3/

. .1C jJj/kY kXs2;b.J/:

7. Paracontrolled estimates

The main goal of this section is to estimate the terms in CPara. We remind the reader that
the paracontrolled approach to stochastic partial differential equations was introduced in
the seminal paper of Gubinelli, Imkeller, and Perkowski [36] and first applied to dispersive
equations by Gubinelli, Koch, and Oh [37].

The definitions of the low-frequency modulation space LM and the paracontrolled
structure PCtrl given below follow similar ideas to the framework in [37].

Definition 7.1 (Low-frequency modulation space). LetH D ¹H.t;xIK/ºK�1º be a fam-
ily of space-time functions from R � T3 into C satisfying

supp. yH.t; xIK// � ¹k 2 Z3W jkj � 8K�º: (7.1)



B. Bringmann 112

We define the low-frequency modulation norm by

kHkLM.R/
def
D sup
K�1

K�4�k yH.�; kIK/k`1
k
L1
�
.Z3�R/: (7.2)

We define the corresponding low-frequency modulation space LM.R/ by

LM.R/ D ¹H W kHkLM.R/ <1º: (7.3)

Furthermore, let J � R be a time interval and let H D ¹H.t; xIK/ºK�1 be a family of
space-time functions from J � T3 into R satisfying (7.1). As in the definition of Xs;b-
spaces, we define the restricted norm by

kHkLM.J/ D inf ¹kH 0kLM.R/WH 0.t/ D H.t/ for all t 2 Jº: (7.4)

The corresponding time-restricted low-frequency modulation space LM.J/ can then be
defined as in (7.2) after replacing the norm.

Definition 7.2 (Paracontrolled). Let J � R be an interval, let �WJ � T3 ! C be a dis-
tribution, and let H be as in Definition 7.1. Then we define

PCtrl.H; �/.t; x/ D
X
K�1

H.t; xIK/.PK�/.t; x/: (7.5)

If H 2 LM.R/, we have

PCtrl.H; �/.t; x/

D

X
K�1

X
k12Z3

Z
R

d�1 yH.�1; k1IK/.exp.i�1t /
X
k22Z3

�K.k2/b�.t; k2/ exp.ihk12; xi//:

(7.6)

The expression (7.6) will be used in all of our estimates involving PCtrl. The sum in k1,
the integral in �1, and the pre-factor yH.�1; k1IK/ will be inessential. The main step will
consist of estimates for

exp.i�1t /
X
k22Z3

�K.k2/b�.t; k2/ exp.ihk12; xi/;

which essentially behaves like PK�.t;x/. For most purposes, the reader may simply think
of PCtrl.H; �/ as �.

Lemma 7.3 (Basic mapping properties of PCtrl). For any s 2R, any interval J �R, any
� 2 L1t H

s
x.J � T3/, and any H 2 LM.J/, we have

kPCtrl.H; �/kL1t H s�8�x .J�T3/ . kHkLM.J/k�kL1t H
s
x.J�T3/: (7.7)

Proof. We treat each dyadic piece in PCtrl separately. Using the Fourier support condition
(7.1), we have
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kH.t; xIK/.PK�/.t; x/kH s�8�x .T3/

D

 X
k1;k22Z3

�K.k2/ yH.t; k1IK/b�.t; k2/ exp.ihk12; xi/

H s�8�x .T3/

.
X
k12Z3

j yH.t; k1IK/j
 X
k22Z3

�K.k2/b�.t; k2/ exp.ihk12; xi/

H s�8�x .T3/

. K�8�
� X
k12Z3

j yH.t; k1IK/j
�
k�.t/kH sx.T3/ . K��kHkLM.J/k�.t/kH sx.T3/:

The desired estimate follows after summing over K.

In the next two lemmas, we show that the terms appearing in the evolution equation
(2.14) for XN fit into our paracontrolled framework.

Lemma 7.4. Let J � R be an interval and let f; g 2 X�1;b.J/. Then there exists a
.canonical/ H 2 LM.J/ satisfying

É É& .V � .f g/�/ D PCtrl.H; �/ (7.8)

for all space-time distributions �WJ � T3 ! C . Furthermore

kHkLM.J/ . kf kX�1;b.J/ � kgkX�1;b.J/: (7.9)

Remark 7.5. Due to the overlaps in the support of the Littlewood–Paley multipliers �K ,
the low-frequency modulationH 2LM.J/ is not quite unique. As will be clear from the
proof, however, there is a canonical choice. This canonical choice is also bilinear in f
and g.

Proof of Lemma 7.4. Using the definition of the restricted norms, it suffices to treat the
case J D R. We have

É É& .V � .f g/�/.t; x/ D
X

N1;N2;KW
N1;N2�K

�

X
n1;n2;k2Z3

�N1.n1/�N2.n2/�K.k/

� yV .n12/ yf .t; n1/yg.t; n2/b�.t; k/ exp.ihn12 C k; xi/

D PCtrl.H; �/.t; x/;

where

yH.t; k1IK/ D
X
N1;N2W

N1;N2�K
�

X
n1;n22Z3W
n12Dk1

�N1.n1/�N2.n2/
yV .n12/ yf .t; n1/yg.t; n2/: (7.10)

It therefore remains to show H 2 LM.R/ and the estimate (7.9). The Fourier support
condition (7.1) is a consequence of the multiplier �N1.n1/�N2.n2/ in (7.10). To see the
estimate (7.9), we first note that

yH.�; k1IK/ D
X
N1;N2W

N1;N2�K
�

X
n1;n22Z3W
n12Dk1

�N1.n1/�N2.n2/
yV .n12/

�
yf .�; n1/ � yg.�; n2/

�
.�/:
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Using Young’s convolution inequality and Cauchy–Schwarz, we obtain

k yH.�; k1IK/kL1
�
.R/

.
X
N1;N2W

N1;N2�K
�

X
n1;n22Z3W
n12Dk1

�N1.n1/�N2.n2/j
yV .n12/j k yf .�; n1/kL1

�
.R/kyg.�; n2/kL1

�
.R/

.
X

n1;n22Z3W
n12Dk1

1¹jn1j; jn2j . K�ºkhj�j � hn1ii
b yf .�; n1/kL2

�
.R/

� khj�j � hn2ii
b
yg.�; n2/kL2

�
.R/

.
� X
n12Z3

1¹jn1j . K�ºkhj�j � hn1ii
b yf .�; n1/k

2

L2
�
.R/

�1=2
�

� X
n22Z3

1¹jn2j . K�ºkhj�j � hn2ii
b
yg.�; n2/k

2

L2
�
.R/

�1=2
. K�2�kf kX�1;b.J/ � kgkX�1;b.J/:

The desired estimate (7.9) now follows by taking the supremum inK � 1 and k1 2Z3.

Lemma 7.6. Let J �R be an interval, let s 2 Œ�1;1�, let f 2X�s;b.J/, and let g 2Xs;b .
Then there exists a .canonical/ H 2 LM.J/ satisfying

V � .f g/ É � D PCtrl.H; �/ (7.11)

for all space-time distributions �WJ � T3 ! C. Furthermore,

kHkLM.J/ . kf kX�s;b.J/ � kgkXs;b.J/: (7.12)

Remark 7.7. We emphasize that Lemma 7.6 fails if we replace the assumptions by f;g 2
X�1;b.J/ as in Lemma 7.4. The reason is that the product f � g inside the convolution
with the interaction potential V is not even well-defined.

Proof. Proof of Lemma 7.6] The argument is similar to the proof of Lemma 7.4. As
before, it suffices to treat the case J D R. A direct calculation yields the identity (7.11)
with

H.t; k1IK/ D
X

K1�K�

�K1.k1/
yV .k1/

X
n1;n22Z3W
n12Dk1

yf .t; n1/yg.t; n2/: (7.13)

Using Young’s convolution inequality and Cauchy–Schwarz, we obtain

k yH.�; k1IK/kL1
�
.R/ .

X
n1;n22Z3W
n12Dk1

k yf .�; n1/kL1
�
.R/kyg.�; n2/kL1

�
.R/
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.
� X
n12Z3

hn1i
�2s
khj�j � hn1ii

b yf .�; n1/k
2

L2
�
.R/

�1=2
�

� X
n22Z3

hn2 � k1i
2s
khj�j � hn2ii

b
yg.�; n2/k

2

L2
�
.R/

�1=2
:

Using hn2 � k1i . hk1i C hn2i . K�hn2i, we obtain the estimate (7.12).

7.1. Quadratic paracontrolled estimate

In this subsection, we show that P�NXN D P�N is well-defined uniformly in N even
though the sum of the individual spatial regularities is negative. Together with Lemma
8.8, this will control the second and third terms in Phy, i.e.,

V � .P�NXN D P�N / � P�N
�

N and V � .P�NXN D P�N / � P�NwN :

Proposition 7.8 (Quadratic paracontrolled object). Let T � 1. For any s < �2� � 10�
and p � 2, we haveX
L1�L2

L
2�
1

 sup
N�1

sup
J�Œ0;T �

sup
kHkLM.J/�1

k.PL1P�N I/Œ1J PCtrl.H;P�N /� � PL2 kL1t Csx.Œ0;T ��T3/


L
p
!.P/

. T 3p;

where the supremum over J is taken only over intervals.

Proof. The supremum in N can be handled through the decay in the frequency-localized
version below and we omit it throughout the proof. Using the definition of the LM.J/-
norm, we may take the supremum over H 2 LM.R/ with norm bounded by 1. By
inserting the expansion (7.6), we obtain

.PL1P�N I/Œ1J PCtrl.H;P�N /�.t; x/ � PL2 .t; x/

D

X
N1

X
k12Z3

Z
R

d�1 yH.�1; k1IN1/

�

X
n1;n22Z3

�
�N .k1Cn1/�L1.n1Ck1/�N .n1/�N1.n1/�L2.n2/

�
y
.t; n2/

�Z t

0

1J.t
0/

sin..t�t 0/hk1Cn1i/
hk1Cn1i

exp.i�1t 0/
y
.t 0; n1/ dt 0

�
exp.ihn12Ck1; xi/

�
:

Due to the definition of LM, we only obtain a non-trivial contribution if N1 � L1 � L2.
Using the triangle inequality, it follows that
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sup
J�Œ0;T �

sup
kHkLM.R/�1

k.PL1P�N I/Œ1J PCtrl.H;P�N /� � PL2 kL1t Csx.Œ0;T ��T3/

.
X
N1

N 7�
1 sup

J�Œ0;T �

sup
k12Z3W
jk1j�8N

�
1

sup
�12R

 X
n1;n22Z3

�
�N .k1 C n1/�L1.n1 C k1/�N .n1/

� �N1.n1/�L2.n2/ exp.ihn12 C k1; xi/
y
.t; n2/

�

�Z t

0

1J.t
0/

sin..t � t 0/hk1 C n1i/
hk1 C n1i

exp.i�1t 0/
y
.t 0; n1/ dt 0

��
L1t Csx.Œ0;T ��T3/

:

To obtain the desired estimate, it suffices to prove for all N1 � L1 � L2 that sup
J�Œ0;T �

sup
k12Z3W
jk1j�8N

�
1

sup
�12R

 X
n1;n22Z3

�
�N .k1 C n1/�L1.n1 C k1/

� �N .n1/�N1.n1/�L2.n2/ exp.ihn12 C k1; xi/
y
.t; n2/

�

�Z t

0

1J.t
0/

sin..t � t 0/hk1 C n1i/
hk1 C n1i

exp.i�1t 0/
y
.t 0; n1/ dt 0

��
L1t Csx.Œ0;T ��T3/


L
p
!.�/

. T 3N
�2��9�
1 : (7.14)

We claim that instead of (7.14), it suffices to prove the simpler estimate

sup
t2Œ0;T �

sup
J�Œ0;T �

sup
k12Z3W
jk1j�8N

�
1

sup
�12R

 X
n1;n22Z3

�
�N .k1 C n1/�L1.n1 C k1/

� �N .n1/�N1.n1/�L2.n2/ exp.ihn12 C k1; xi/
y
.t; n2/

�

�Z t

0

1J.t
0/

sin..t � t 0/hk1 C n1i/
hk1 C n1i

exp.i�1t 0/
y
.t 0; n1/ dt 0

��
L2!H

s
x

. T 2N
�2��10�
1 p: (7.15)

The reduction of (7.14) to (7.15) is standard and we only sketch the argument. The supre-
mum in k1 can easily be moved outside the moment by using Lemma 4.48 and accepting
a logarithmic loss in N1. To deal with the supremum in �1 2 R, we treat two separate
cases. Using the Lipschitz estimate jexp.i�1t 0/ � exp.iz�1t 0/j . jt 0j j�1 � z�1j, the supre-
mum over j�1j.N 10

1 can easily be replaced by the supremum over a grid on Œ�N 10
1 ;N 10

1 �

with mesh size � N�101 . The discrete supremum can then be moved outside the proba-
bilistic moment using Lemma 4.48. For j�1j & N 10

1 , a simple integration by parts gains a
factor of j�1j�1 and we can proceed using crude estimates. The supremum over t 2 Œ0; T �
and J � Œ0; T �, which is parametrized by its two endpoints, can be moved outside the
probabilistic moment using the first part of the argument for �1. Finally, Gaussian hyper-
contractivity allows us to replace Lp!C sx by L2!H

s
x .
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We now turn to the proof of the simpler estimate (7.15). Using the product formula
for multiple stochastic integrals, we haveX
n1;n22Z3

�
�N .k1 C n1/�L1.n1 C k1/�N .n1/�N1.n1/�L2.n2/ exp.ihn12 C k1; xi/

�
y
.t; n2/

�Z t

0

1J.t
0/

sin..t � t 0/hk1 C n1i/
hk1 C n1i

exp.i�1t 0/
y
.t 0; n1/ dt 0

��
D G.2/.t; x/C G.0/.t; x/;

where the Gaussian chaoses G.2/ and G.0/ are given by

G.2/.t; x/

def
D

X
˙1;˙2

X
n1;n22Z3

�
c.˙1;˙2/�N .k1 C n1/�L1.n1 C k1/�N .n1/�N1.n1/�L2.n2/

�

�Z t

0

1J.t
0/

sin..t � t 0/hk1 C n1i/
hk1 C n1i

exp.i�1t 0 ˙1 i t 0hn1i ˙2 i thn2i/ dt 0
�

� exp.ihn12 C k1; xi/I2Œ j̇ ; nj W j D 1; 2�

�
;

G.0/.t; x/
def
D exp.ihk1; xi/

X
n12Z3

�
�N .k1 C n1/�L1.n1 C k1/�N .n1/

� �N1.n1/�L2.n1/
1

hn1 C k1ihn1i2

�

�Z t

0

1J.t
0/ sin..t � t 0/hk1 C n1i/ cos..t � t 0/hn1i/ exp.i�1t 0/ dt 0

��
:

The quadratic Gaussian chaos G.2/ is the nonresonant part and the constant “Gaussian
chaos” G.0/ is the resonant part. We now treat the two components separately.

Contribution of the quadratic Gaussian chaos G.2/: Using the orthogonality of multiple
stochastic integrals and taking absolute values inside the t 0-integral, we find that

kG.2/.t; x/k2
L2!H

s
x.��T3/

. T 2
X

n1;n22Z3

�N1.n1/�L2.n2/hk1 C n12i
2s
hk1 C n1i

�2
hn1i

�2
hn2i

�2

. T 2N�61

X
n12Z3

�N1.n1/�L2.n2/hk1 C n12i
2s

. T 2N
�4��20�
1 ;

which is acceptable.
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Contribution of the constant “Gaussian chaos” G.0/: Using the sine-cancellation lemma
(Lemma 4.14), we have

kG.0/.t; x/kH sx.T3/

.
ˇ̌̌̌ X
n12Z3

�
�N .k1 C n1/�L1.n1 C k1/�N .n1/�N1.n1/�L2.n1/

1

hn1 C k1ihn1i2

�

�Z t

0

1J.t
0/ sin..t � t 0/hk1 C n1i/ cos..t � t 0/hn1i/ exp.i�1t 0/ dt 0

��ˇ̌̌̌
. N�1C3�1 ;

which is also acceptable.

7.2. Cubic paracontrolled estimate

In this subsection, we control the cubic paracontrolled object, i.e., the first summand in
the definition of CPara in (2.29).

Proposition 7.9. Let T � 1. For any interval J � Œ0; T �, any �W Œ0; T � � T3 ! C, and
H 2 LM.J/, define

PCtrl.3/N .H; �IJ/
def
D É É&:
� ��

V �
�
.P 2�N I/Œ1J PCtrl.H; �/� � �

�
� �
�

�MNP
2
�N IŒ1J PCtrl.H; �/�:

Then, for all p � 2, sup
N�1

sup
J�Œ0;T �

sup
kHkLM.J/�1

kPCtrl.3/N .H;P�N IJ/kXs2�1;bC�1.Œ0;T �/


L
p
!.P/

. T 3p3=2;

where the supremum over J is only taken over intervals.

Remark 7.10. The notation PCtrl.3/N .H; P�N IJ/ will only be used in Proposition 7.9
and its proof. The frequency-localized version of Proposition 7.9 also gains an �0-power
in the maximal frequency scale.

Proof of Proposition 7.9. As before, we ignore the supremum in N , which can be easily
handled through the decay in the frequency-localized version below. Using the decay in
the frequency-localized version and a crude estimate, we can also replace the Xs2;bC�1-
norm by the Xs2;b��1-norm. Using the definition of the restricted norms, it suffices to
consider H 2 LM.R/ with kHkLM.R/ � 1. In order to use a Littlewood–Paley decom-
position, we need to break up the multiplier MN . We define MN ŒN1; N2; N3� as the
multiplier with symbol

mN ŒN1; N2; N3�.n2/ D
X
k2Z3

yV .k C n2/

hki2
�N .k/

2�N1.k/�N2.n2/�N3.k/: (7.16)
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We note that MN ŒN1; N2; N3� is only nonzero when N1 � N3, and hence in particular
when N1 > N �

3 . We now face a notational nuisance: both PCtrl and É É& contain
frequency projections. To handle this, we use N2 and N 02 for the respective frequency
scales, but encourage the reader to mentally set N2 D N 02. It then follows that

PCtrl.3/N .H;P�N IJ/

D

X
N1;N

0
2
;N3W

max.N1;N 02/>N
�
3

�
V �

�
PN1P�N � PN 02

P 2�N IŒ1J PCtrl.H;P�N /�
�
� PN3P�N

�MN ŒN1; N
0
2; N3�P

2
�N IŒ1J PCtrl.H;P�N /�

�
: (7.17)

Using the stochastic representation formula (4.77) in Proposition 4.44 and the expansion
(7.6), we obtain

PCtrl.3/N .H;P�N IJ/.t; x/

D

X
N1;N2;N

0
2
;N3W

max.N1;N 02/>N3;
N2�N

0
2

X
k22Z3

Z
R

d�2 yH.�2; k2IN2/
X

n1;n2;n32Z3

�
�N .n2Ck2/

2�N 0
2
.n2Ck2/

�

� 3Y
jD1

�N .nj /�Nj .nj /
�
yV .n12 C k2/

�

�Z t

0

1J.t
0/

sin..t � t 0/hn2 C k2i/
hn2 C k2i

exp.i t 0�2/I1Œt 0; n2� dt 0
�

� exp.ihn123 C k2; xi/I2Œt; n1; n3�
�
:

Using the product formula for multiple stochastic integrals, we can decompose the inner
sum over n1; n2, and n3 asX
n1;n2;n32Z3

�
�N .n2C k2/

2�N 0
2
.n2C k2/

� 3Y
jD1

�N .nj /�Nj .nj /
�
yV .n12C k2/I2Œt;n1;n3�

�

�Z t

0

1J.t
0/

sin..t � t 0/hn2 C k2i/
hn2 C k2i

exp.i t 0�2/I1Œt 0; n2� dt 0
�

exp.ihn123 C k2; xi/
�

D G.3/.t; xI�2; k2;J; N�/C G.1/.t; xI�2; k2;J; N�/C zG
.1/.t; xI�2; k2;J; N�/;

where the cubic and linear Gaussian chaoses are given by

G.3/.t; x/

D

X
˙1;˙2;˙3

c. j̇ W 1�j�3/
X

n1;n2;n32Z3

�
�N .n2Ck2/

2�N 0
2
.n2Ck2/

� 3Y
jD1

�N .nj /�Nj .nj /
�

� yV .n12Ck2/

�Z t

0

1J.t
0/

sin..t�t 0/hn2Ck2i/
hn2Ck2i

exp.i t 0�2˙2 i t 0hn2i/ dt 0
�

�exp.˙1i thn1i˙3 i thn3i/ exp.ihn123Ck2; xi/I3Œ j̇ ; nj W 1�j �3�

�
;
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G.1/.t; x/

D

X
n32Z3

�N .n3/�N3.n3/ exp.hn3Ck2; xi/
X
n12Z3

�
�N .n2Ck2/

2�N 0
2
.n2Ck2/�N .n2/

2

��N1.n2/�N2.n2/

�Z t

0

1J.t
0/ sin..t�t 0/hn2Ck2i/ cos..t�t 0/hn2i/ exp.i t 0�2/ dt 0

�
� yV .k2/hn2Ck2i

�1
hn2i

�2

�
I1Œt In3�;

zG.1/.t; x/

D

X
n12Z3

�N .n1/�N1.n1/ exp.hn1Ck2; xi/
X
n12Z3

�
�N .n2Ck2/

2�N 0
2
.n2Ck2/�N .n2/

2

��N2.n2/�N3.n2/

�Z t

0

1J.t
0/ sin..t�t 0/hn2Ck2i/ cos..t�t 0/hn2i/ exp.i t 0�2/ dt 0

�
� yV .n12Ck2/hn2Ck2i

�1
hn2i

�2

�
I1Œt In1�:

We refer to G.3/ as the nonresonant term and to G.1/ and zG.1/ as the resonant terms. Using
the triangle inequality and kHkLM.R/ � 1, we obtain

kPCtrl.3/N .H;P�N IJ/kXs2�1;bC�1.J/

.
X

N1;N2;N
0
2
;N3W

max.N1;N 02/>N3;
N2�N

0
2

N 7�
2 sup

�22R
sup

k22Z3W
jk2j.N

�
2

�
kG.3/.�I�2; k2;J; N�/kXs2�1;b��1.Œ0;T �/

C kG.1/.�I�2; k2;J; N�/kXs2�1;b��1.Œ0;T �/

C kzG.1/.�I�2; k2;J; N�/kXs2�1;b��1.Œ0;T �/
�
:

We now use Gaussian hypercontractivity and a reduction similar to the proof of Propo-
sition 7.8 to move the supremum outside the probabilistic moments. Then, it remains to
show for all frequency scales N1; N2, and N3 satisfying max.N1; N2/ > N �

3 that

sup
�22R

sup
k22Z3W
jk2j.N

�
2

kG.3/.�I�2; k2;J; N�/kXs2�1;b��1.Œ0;T �/
C kG.1/.�I�2; k2;J; N�/kXs2�1;b��1.Œ0;T �/

C kzG.1/.�I�2; k2;J; N�/kXs2�1;b��1.Œ0;T �/

L2!

. T 2 max.N1; N2; N3/��:

We treat the estimates for the nonresonant and resonant components separately.

Contribution of the nonresonant terms: To estimate the Xs2�1;b��1-norm, we calculate
the space-time Fourier transform of �.t=T /G.3/.t; xI�2; k2;J; N�/. We have
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Ft;x
�
�.t=T /G.3/.t; xI�2; k2;J; N�/

�
.�� hni; n/ D

X
˙1;˙2;˙3

c. j̇ W 1 � j � 3/

�

X
n1;n2;n32Z3

�
1¹n D n123 C k2º�N .n2 C k2/

2
� 3Y
jD1

�N .nj /�Nj .nj /
�

� �N 0
2
.n2 C k2/ yV .n12 C k2/I3Œ j̇ ; nj W 1 � j � 3�

� Ft

�
exp.˙1i thn1i ˙3 i thn3i/

�

Z t

0

1J.t
0/

sin..t � t 0/hn2 C k2i/
hn2 C k2i

exp.i t 0�2 ˙2 i t 0hn2i/ dt 0
�
.�� hni/

�
:

Using the orthogonality of the multiple stochastic integrals and Lemma 4.12 to estimate
the Fourier transform of the time integral, we obtainkG.3/kXs2�1;b��1.Œ0;T �/2L2!
. max
˙

h�ib��1hnis2�1
�
Ft;x

�
�.t=T /G.3/.t; xI�2; k2;J; N�/

�
.�� hni; n/


L2
�
`2n.R�Z3/

2
L2!

. T 4 max
˙;˙1;˙2;˙3

max
�2D�1;0;1

Z
R

d� h�i2.b��1/

�

X
n1;n2;n32Z3

h� 3Y
jD1

�Nj .nj /
�
hn123 C k2i

2.s2�1/hn12 C k2i
�2ˇ
hn1i

�2
hn2i

�4
hn3i

�2

�
�
1C

ˇ̌
� � �3 � .˙hn123 C k2i ˙1 hn1i ˙2 hn2i C �2hn2 C k2i ˙3 hn3i

ˇ̌��2i
. T 4N�1C5�2 max

˙;˙1;˙3
sup

n22Z3W
jn2j�N2

sup
m2Z3

X
n1;n32Z3

h� Y
jD1;3

�Nj .nj /
�
hn123i

2.s2�1/hn12i
�2ˇ

� hn1i
�2
hn3i

�21¹˙hn123i ˙1 hn1i ˙3 hn3i 2 Œm;mC 1/º
i

. T 4 max.N1; N2; N3/2ı2N�2�1 N�1C7�2 :

In the last line, we have used Lemma 4.23 with  D �. Since max.N1; N2/ > N �
3 and ı2

is much smaller than �2, this contribution is acceptable.

Contribution of the resonant terms: We only estimate G.1/. Due to the factor
yV .n12 C k2/, a simpler but similar argument also controls zG.1/.

Using the inhomogeneous Strichartz estimate (Lemma 4.9), we have

kG.1/kXs2�1;b��1.Œ0;T �/ . kG.1/k
L
2bC
t H

s2�1
x .Œ0;T ��T3/

. T 1=2kG.1/k
L2tH

s2�1
x .Œ0;T ��T3/

:
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Using Fubini’s theorem and the sine-cancellation lemma (Lemma 4.14) yieldskG.1/kXs2�1;b��1.Œ0;T �/2L2! . T 2 sup
t2Œ0;T �

kG.1/k
H
s2�1
x .T3/

2
L2!

. T 2
X
n32Z3

�N3.n3/hn3 C k2i
2.s2�1/hn3i

�2

�

ˇ̌̌̌ X
n22Z3

�N .n2 C k2/
2�N .n2/

2�N1.n2/�N2.n2/�N 02
.n2 C k2/

� hn2Ck2i
�1
hn2i

�2

�Z t

0

1J.t
0/ sin..t�t 0/hn2Ck2i/ cos..t�t 0/hn2i/ exp.i t 0�2/ dt 0

�ˇ̌̌̌2
. T 4 1¹N1 � N2ºN

�2C6�
1 hk2i

2.1�s2/
X
n32Z3

�N3.n3/hn3i
2.s2�1/hn3i

�2

. T 4 1¹N1 � N2ºN
�2C8�
1 N

2ı2
3 :

Since max.N1; N2/ & N �
3 and ı2 is much smaller than �, this contribution is acceptable.

8. Physical-space methods

In this section, we estimate the terms in Phy. The main ingredients are paraproduct
decompositions and Strichartz estimates. In Section 8.1, we recall the refined Strichartz
estimates for the wave equation by Klainerman and Tataru [45]. In Section 8.2, we use
the Klainerman–Tataru–Strichartz estimate to control several terms in Phy. The remain-
ing terms in Phy are estimated in Section 8.3, which also requires estimates on the quartic
stochastic object from Section 5.2.

8.1. Klainerman–Tataru–Strichartz estimates

We first recall the refined (linear) Strichartz estimate from [45, (A.59)].

Lemma 8.1 (Klainerman–Tataru–Strichartz estimates). Let J be a compact interval. Let
Q be a box of sidelength � M at a distance � N from the origin. Let PQ be the
corresponding Fourier truncation operator and let 2 � p; q <1 satisfy the sharp wave-
admissibility condition 1=q C 1=p D 1=2. Then

kPQukLqt L
p
x .J�T3/ . .1C jJj/1=q

�
M

N

�1=2�1=p
N 3=2�1=q�3=p

kPQukX0;b.J/: (8.1)

Remark 8.2. The factor N 3=2�1=q�3=p is the same as in the standard determinis-
tic Strichartz estimate. The gain from the stronger localization in frequency space is
described by the factor .M=N/1=2�1=p . Naturally, there is no gain when p D 2.

We emphasize that (8.1) has a more complicated dependence on M and N than
the corresponding result for the Schrödinger equation. In the Schrödinger setting, the
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frequency-localized Strichartz estimates for the operatorPQ and the standard Littlewood–
Paley operators P�M are equivalent, which follows from the Galilean symmetry. This
difference between the Schrödinger and wave equation already played a role in our count-
ing estimates (Section 4.4).

Corollary 8.3. Let J be a compact interval. Let Q be a box of sidelength � M at a
distance � N from the origin. Let PQ be the corresponding Fourier truncation operator
and let q � 4. Then

kPQukLqt L
q
x.J�T3/ . .1C jJj/1=qM 3=2�5=qN 1=q

kPQukX0;b.J/: (8.2)

Proof. This follows by combining Lemma 8.1 (with q D p D 4) and the Bernstein
inequality

kPQukL1t L
1
x .J�T3/ . M 3=2

kPQukX0;b.J/:

We now state a bilinear version of the Klainerman–Tataru–Strichartz estimate, which
is a consequence of Lemma 8.1 (cf. [45, Theorems 4 and 5]). However, since we only
require a special case, we provide a self-contained proof.

Lemma 8.4 (Bilinear Klainerman–Tataru–Strichartz estimate). Let T � 1, q � 4, let  <
3 � 10=q and let N1; N2 � 1. Then

khri
� .PN1f � PN2g/kLq=2t L

q=2
x .Œ0;T ��T3/

. T 2=q max.N1; N2/3�2s1�8=q�kf kXs1;b.Œ0;T �/kgkXs1;b.Œ0;T �/:

In particular,X
N1;N2

kPN1f � PN2gkL2tH
�4ı1
x .Œ0;T ��T3/

. T 1=2kf kXs1;b.Œ0;T �/kgkXs1;b.Œ0;T �/:

Furthermore, if N12 � 1, then

k.PN12V / � .PN1f � PN2g/kL2tL
2
x.Œ0;T ��T3/

. T 1=2N
1=2�ˇ�2ı1
12 max.N1; N2/�1=2C4ı1kf kXs1;b.Œ0;T �/kgkXs1;b.Œ0;T �/:

Remark 8.5. Bilinear Strichartz estimates are also important in the random data theory
for nonlinear Schrödinger equations in [2, 3]. In the proof of Proposition 8.10 below, we
will only require the case q D 4C and the reader may simply think of q as 4.

Proof of Lemma 8.4. We begin with the first estimate, which is the main part of the argu-
ment. Using the definition of the restricted Xs;b-spaces, we may replace kf kXs1;b.Œ0;T �/
and kgkXs1;b.Œ0;T �/ by kf kXs1;b.R/ and kgkXs1;b.R/, respectively. The proof relies on the
linear Klainerman–Tataru–Strichartz estimate (Corollary 8.3) and box localization. We
decompose

khri
� .PN1f � PN2g/kLq=2t L

q=2
x .Œ0;T ��T3/

.
X
N12W

N12.max.N1;N2/

N
�
12 kPN12.PN1f � PN2g/kLq=2t L

q=2
x .Œ0;T ��T3/

:
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If N1 œ N2, then N12 � max.N1; N2/ and the desired estimate follows from Hölder’s
inequality and the LqtL

q
x-estimate from Corollary 8.3 with M � N . Thus, it remains

to treat the case N1 � N2. Let Q D Q.N1; N12/ be a cover of the dyadic annulus at
distance � N1 by finitely overlapping cubes of diameter � N12. From Fourier support
considerations and Lemma 8.1, it follows that

kPN12.PN1f � PN2g/kLq=2t L
q=2
x .Œ0;T ��T3/

.
X

Q1;Q22QW
d.Q1;Q2/.N12

kPQ1PN1f � PQ2PN2gkLq=2t L
q=2
x .Œ0;T ��T3/

.
X

Q1;Q22QW
d.Q1;Q2/.N12

kPQ1PN1f kLqt L
q
x.Œ0;T ��T3/kPQ2PN2gkLqt L

q
x.Œ0;T ��T3/

. T 2=qN
3�10=q
12 N

2=q�2s1
1

X
Q1;Q22QW

d.Q1;Q2/.N12

kPQ1PN1f kXs1;b.R/kPQ2PN2gkXs1;b.R/

. T 2=qN
3�10=q
12 N

2=q�2s1
1

� X
Q1;Q22QW

d.Q1;Q2/.N12

kPQ1PN1f k
2

Xs1;b.R/

�1=2
�

� X
Q1;Q22QW

d.Q1;Q2/.N12

kPQ2PN2gk
2

Xs1;b.R/

�1=2
. T 2=qN

3�10=q
12 N

2=q�2s1
1 kf kXs1;b.R/kgkXs1;b.R/:

The desired result then follows by using the upper bound  < 3 � 10=q and summing
over N12.

We now turn to the second estimate. After estimating

k.PN12V / � .PN1f � PN2g/kL2tL
2
x.Œ0;T ��T3/

. N
1=2�ˇ�2ı1
12 khri

�1=2C2ı1.PN1f � PN2g/kL2tL
2
x.Œ0;T ��T3/;

the result follows from the first estimate.

8.2. Physical terms

In this subsection, we use the Klainerman–Tataru–Strichartz estimate and a paraproduct
decomposition to control several terms in Phy.

Proposition 8.6. Let J be a bounded interval and let f; g 2 Xs1;b.J/. Then

sup
N�1

kV � .P�Nf � P�Ng/ É:. / P�N kXs2�1;bC�1.J/

. .1C jJj/2kf kXs1;b.J/kgkXs1;b.J/k kL1t C
�1=2��
x .J�T3/

and

sup
N�1

 É É&:
� ��

V � .P�Nf � P�Ng/ P�N
�

X
s2�1;bC�1.J/

. .1C jJj/2kf kXs1;b.J/kgkXs1;b.J/k kL1t C
�1=2��
x .J�T3/

:
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In the frequency-localized versions of the two estimates, which are detailed in the proof,
we gain an �0-power in the maximal frequency scale.

Proof. After using a Littlewood–Paley decomposition, we obtain

kV � .P�Nf � P�Ng/ É:. / P�N kXs2�1;bC�1.J/

C
 É É&:
� ��

V � .P�Nf � P�Ng/P�N
�

X
s2�1;bC�1.J/

.
X

N1;N2;N3;N12W
max.N1;N2/&N �3

k.PN12V / � .P�NPN1f � P�NPN2g/P�NPN3 kXs2�1;bC�1.J/;

where we have also used the fact thatN12 . max.N1;N2/. We estimate each dyadic piece
separately and distinguish two cases:

Case 1:N12 œN3. Using the inhomogeneous Strichartz estimate (Lemma 4.9) and Lem-
ma 8.4, we obtain

k.PN12V / � .P�NPN1f � P�NPN2g/P�NPN3 kXs2�1;bC�1.J/

. k.PN12V / � .P�NPN1f � P�NPN2g/P�NPN3 kL2bCt H
s2�1
x .J�T3/

. .1C jJj/1=2 max.N12; N3/s2�1k.PN12V / � .P�NPN1f � P�NPN2g/kL2tL2x.J�T3/

� kP�NPN3 kL1t L
1
x .J�T3/

. .1C jJj/max.N12; N3/s2�1N
1=2�ˇC2ı1
12 max.N1; N2/�1=2C4ı1N

1=2C�
3

� kf kXs1;b.J/kgkXs1;b.J/k kL1t C
�1=2��
x .J�T3/

:

Since max.N1; N2/ � N �
3 , we can bound the pre-factor by

max.N12; N3/s2�1N
1=2�ˇC2ı1
12 max.N1; N2/�1=2C4ı1N

1=2C�
3

. max.N1; N2/�ˇC6ı1N
ı2C�
3 . max.N1; N2; N3/�2�:

Case 2: N12 � N3. By symmetry, we can assume that N1 � N2. Furthermore, we have
N3 � N12 . N1. Using the inhomogeneous Strichartz estimate (Lemma 4.9), we obtain

k.PN12V / � .P�NPN1f � P�NPN2g/P�NPN3 kXs2�1;bC�1.J/

. .1C jJj/
hris2�1=2C4.bC�1=2/�.PN12V / � .P�NPN1f

� P�NPN2g/P�NPN3
�
L
4=3
t L

4=3
x .J�T3/

. .1C jJj/3=2N
s2�1=2C4.bC�1=2/�ˇ

3

� kPN1f kL1t L
2
x.J�T3/kPN2gkL4tL

4
x.J�T3/kPN3 kL1t L

1
x .J�T3/

. .1C jJj/2N
�s1
1 N

1=2�s1
2 N

s2�1=2C4.bC�1=2/�ˇC1=2C�

3

� kf kXs1;b.J/kgkXs1;b.J/k kL1t C
�1=2��
x .J�T3/

:



B. Bringmann 126

Since N2; N3 � 1, the pre-factor can be bounded by

N
�s1
1 N

1=2�s1
2 N

s2�1=2C4.bC�1=2/�ˇC1=2C�

3 . N
1�2s1Cs2�1=2C4.bC�1=2/�ˇC�

1

D N
2ı1Cı2C4.bC�1=2/C��ˇ

1 ;

which is acceptable.

Proposition 8.7. Let T � 1, let J � Œ0; T � be an interval, and let f; gW J � T3 ! R.
Then

sup
N�1

kV � .P�N ¤ P�Nf /P�NgkXs2�1;bC�1.J/

. .1C jJj/2k kL1t C�1=2��.J�T3/kf kXs1;b.J/kgkXs1;b.J/:

In the frequency-localized version of this estimate, which is detailed in the proof, we gain
an �0-power in the maximal frequency scale.

Proof. By using a Littlewood–Paley decomposition and the definitions of ¤ , we have

V � .P�N ¤ P�Nf /P�Ng D
X

N1;N2;N3W
N1œN2

V � .P�NPN1 � P�NPN2f /P�NPN3g:

We treat each dyadic block separately and distinguish two cases.

Case 1: N1 � N2; N3. Using the inhomogeneous Strichartz estimate (Lemma 4.9), we
have

kV � .P�NPN1 � P�NPN2f /P�NPN3gkXs2�1;bC�1.J/

. kV � .P�NPN1 � P�NPN2f /P�NPN3gkL2bCt H
s2�1
x .J�T3/

. .1CjJj/1=2N
s2�1�ˇ
1 kPN1 kL1t L

1
x .J�T3/kPN1f kL4tL

4
x.J�T3/kPN2gkL4tL

4
x.J�T3/

. .1CjJj/N
s2�1�ˇC1=2C�
1 N

1=2�s1
2 N

1=2�s1
3 k k

L1t C
�1=2��
x .J�T3/

kf kXs1;b.J/kgkXs1;b.J/:

Since N2; N3 � N1, the pre-factor can be bounded by

N
s2�1�ˇC1=2C�
1 N

1=2�s1
2 N

1=2�s1
3 . N

2ı1Cı2C��ˇ
1 ;

which is acceptable.

Case 2.a: N1 � N2, N3 . N2. Using the inhomogeneous Strichartz estimate (Lemma
4.9), we have

kV � .P�NPN1 � P�NPN2f /P�NPN3gkXs2�1;bC�1.J/

..1CjJj/
hris2�1=2C4.bC�1/�V �.P�NPN1 �P�NPN2f /P�NPN3g�L4=3t L

4=3
x .J�T3/

..1CjJj/N s2�1=2C4.bC�1/

2

�kV �.P�NPN1 �P�NPN2f /kL2tL
2
x.J�T3/kP�NPN3gkL4tL

4
x.J�T3/
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..1CjJj/N s2�1=2C4.bC�1/�ˇ

2 k kL1t L
1
x .J�T3/kPN2f kL2tL

2
x.J�T3/kPN3gkL4tL

4
x.J�T3/

..1CjJj/2N 1=2C�
1 N

s2�1=2C4.bC�1/�ˇ�s1
2 N

1=2�s1
3

�k k
L1t C

�1=2��
x .J�T3/

kf kXs1;b.J/kgkXs1;b.J/:

The pre-factor can now be bounded as before.

Case 2.b: N1 � N2, N2 � N3. Using the inhomogeneous Strichartz estimate (Lem-
ma 4.9), we have

kV � .P�NPN1 � P�NPN2f /P�NPN3gkXs2�1;bC�1.J/

..1CjJj/
hris2�1=2C4.bC�1/�V �.P�NPN1 �P�NPN2f /P�NPN3g�L4=3t L

4=3
x .J�T3/

..1CjJj/max.N1; N2/�ˇN
s2�1=2C4.bC�1/

3

�k kL1t L
1
x .J�T3/kPN2f kL4tL

4
x.J�T3/kPN3gkL2tL

2
x.J�T3/

..1CjJj/2 max.N1; N2/�ˇN
1=2C�
1 N

1=2�s1
2

�N
s2�1=2C4.bC�1/�s1
3 k k

L1t C
�1=2��
x .J�T3/

kf kXs1;b.J/kgkXs1;b.J/:

The pre-factor can now be bounded by

max.N1; N2/�ˇN
1=2C�
1 N

1=2�s1
2 N

s2�1=2C4.bC�1/�s1
3

. N
1=2C��ˇ
1 N

ı1
2 N

�1=2Cı1Cı2C4.bC�1/

3 . N
2ı1Cı2C��ˇ
3 ;

which is acceptable.

Lemma 8.8 (Bilinear physical estimate). Let J � R be a bounded interval. If
‰; f WJ � T3 ! C, then

k.V �‰/f k
X
s2�1;bC�1.J�T3/

. .1C jJj/3=2k‰k
L2tH

�4ı1
x .J�T3/

min.kf k
L1t C

ˇ��
x .J�T3/

; kf kXs1;b.J//:

In the frequency-localized version of this estimate we also gain an �0-power in the maxi-
mal frequency scale.

Lemma 8.8 can be combined with our bound on D wN in the stability theory (see
Section 3.3). In the local theory, its primary application is isolated in the following corol-
lary.

Corollary 8.9. Let J � R be a bounded interval and let w; Y W J � T3 ! R. Then,
uniformly in N � 1,V � .P�N D P�NY /P�N

�
N


X
s2�1;bC�1.J/

. .1C jJj/2k k
L1t C

�1=2C�
x .J�T3/

kY kXs2;b.J/

 � N


L1t C

ˇ��
x .J�T3/

;
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kV � .P�N D P�NY /P�NwkXs2�1;bC�1.J/

. .1C jJj/2k k
L1t C

�1=2C�
x .J�T3/

kY kXs2;b.J/kwkXs1;b.J/:

Proof. We have

kP�N D P�NY k
L2tH

�4ı1
x .J�T3/

. jJj1=2k k
L1t C

�1=2��
x .J�T3/

kY k
L1t H

s2
x .J�T3/

. jJj1=2k k
L1t C

�1=2��
x .J�T3/

kY kXs2;b.J/:

Together with Lemma 8.9, this implies the corollary.

Proof of Lemma 8.8. Let 0 � � � ˇ remain to be chosen. Using the inhomogeneous
Strichartz estimate and (a weaker version of) the fractional product rule, we have

k.V �‰/f k
X
s2�1;bC�1.J�T3/

. .1C jJj/khris2�1=2C4.bC�1=2/..V �‰/f /k
L
4=3
t L

4=3
x .J�T3/

. .1C jJj/khris2�1=2C4.bC�1=2/.V �‰/k
L2tL

4=2��
x .J�T3/

� khri
s2�1=2C4.bC�1=2/f k

L4tL

4
1C�
x .J�T3/

:

Using Sobolev embedding, the first factor is bounded by

khri
s2�1=2C4.bC�1=2/.V �‰/k

L2tL
4=2��
x .J�T3/

. khris2�1=2C4.bC�1=2/C3�=4�ˇ‰kL2tL2x.J�T3/ . k‰k
L2tH

�4ı1
x .J�T3/

:

Thus, it remains to present two different estimates of the second factor. By simply choos-
ing � D 0, we see that

khri
s2�1=2C4.bC�1=2/f kL4tL

4
x.J�T3/ . .1C jJj/1=4kf k

L1t C
ˇ��
x .J�T3/

;

which yields the first term in the minimum. Using Hölder’s inequality in time and
Strichartz estimates, we also have

khri
s2�1=2C4.bC�1=2/f k

L4tL
4=1C�
x .J�T3/

. .1C jJj/�=4khris2�1=2C4.bC�1=2/f k
L
4=1��
t L

4=1C�
x .J�T3/

. .1C jJj/1=4kf kXs1;b.J/

provided that

s2 �
1

2
C 4

�
bC �

1

2

�
C
3

2
� 1 � �=4 � 31C �=4 � s1:

The last condition can be satisfied by choosing � D 4ı1, which also satisfies � � ˇ.
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Proposition 8.10. Let J � R be a bounded interval and let f; g; hWJ � T3. Then

sup
N�1

kV � .P�Nf � P�Ng/P�Nh kXs2�1;bC�1.J/

. .1C jJj/2
Y

'Df;g;h

min.k'k
L1t C

ˇ��
x .J�T3/

; k'kXs1;b.J//: (8.3)

In the frequency-localized version of this estimate we also gain an �0-power in the maxi-
mal frequency scale.

Remark 8.11. In applications of Lemma 8.10, we will choose f;g, and h as either
�

N ,

which is contained in L1t C
ˇ��
x , or wN , which is contained in Xs1;b .

Proof of Proposition 8.10. Since the proof is relatively standard, we only present the
argument when all functions f; g, and h are in the same space. The intermediate cases
follow from a combination of our arguments below.

Estimate for L1t C
ˇ��
x : Using the inhomogeneous Strichartz estimate (Lemma 4.9) and

s2 � 1, we have

kV � .P�Nf � P�Ng/P�NhkXs2�1;bC�1.J/

. kV � .P�Nf � P�Ng/P�Nhk
L
2bC
t L2x.J�T3/

. .1C jJj/
Y

'Df;g;h

k'kL1t L
1
x .J�T3/ . .1C jJj/

Y
'Df;g;h

k'k
L1t C

ˇ��
x .J�T3/

:

Estimate for Xs1;b.J/: Let 0 < � � 1 remain to be chosen. Using the inhomogeneous
Strichartz estimate (Lemma 4.9), we have

kV � .P�Nf � P�Ng/P�Nh kXs2�1;bC�1.J/

. .1C jJj/
hris2�1=2C4.bC�1=2/�V � .P�Nf � P�Ng/P�Nh�L4=3t L

4=3
x .J�T3/

. .1C jJj/
hris2�1=2C4.bC�1=2/�V � .P�Nf � P�Ng/�L4=2��t L

4=2��
x .J�T3/

� khri
s2�1=2C4.bC�1=2/hk

L

4
1C�
t L

4
1C�
x .J�T3/

:

Using Lemma 8.4, the first term is bounded by .1C jJj/2��=4kf kXs1;b.J/kgkXs1;b.J/ as
long as

2ı1 C ı2 C 4.bC � 1=2/C � < ˇ: (8.4)

Using Hölder’s inequality in the time variable and the linear Strichartz estimate, we have

khri
s2�1=2C4.bC�1=2/h


L
4=1C�
t L

4=1C�
x .J�T3/

. .1C jJj/�=2khris2�1=2C4.bC�1=2/h

L

4
1��
t L

4
1C�
x .J�T3/

. .1C jJj/
1C�
4 khkXs1;b.J/
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provided that
�=2 > ı1 C ı2 C 4.bC � 1=2/: (8.5)

In order to satisfy both conditions (8.4) and (8.5), we can choose � D 4ı1.

8.3. Hybrid physical-RMT terms

In this subsection, we estimate the remaining terms in Phy. Our estimates will be phrased
as bounds on the operator norm of certain random operators. In contrast to Propositions
6.1 and 6.3, however, we will not need the moment method (from [30]). Instead, we
will rely on Strichartz estimates and the estimates for the quartic stochastic object from
Section 5.2.

Proposition 8.12. Let T; p � 1. Then sup
N�1

sup
J�Œ0;T �

sup
kwk

Xs1;b.J/
�1

V � �P�N � P�N � N

�
P�Nw


X
s2�1;bC�1.J/


L
p
!.P/

. T 3p2; .8:6/ sup
N�1

sup
J�Œ0;T �

sup
kwk

Xs1;b.J/
�1

V � .P�N ¤ P�Nw/P�N
�

N


X
s2�1;bC�1.J/


L
p
!.P/

. T 3p2; .8:7/ sup
N�1

sup
J�Œ0;T �

sup
kwk

Xs1;b.J/
�1

V � �P�N � N � P�Nw
�

É:. / P�N


X
s2�1;bC�1.J/


L
p
!.P/

. Tp2: .8:8/

Remark 8.13. In the frequency-localized versions of (8.6)–(8.8), we also gain an �0-
power of the maximal frequency scale. Similarly to Proposition 5.3 and Remark 5.4, we

may also replace
�

N by
�

N

�
.

Proof of Proposition 8.12. We first prove (8.6), which is the easiest part. Using the inho-
mogeneous Strichartz estimate (Lemma 4.9), s2 � 1 <�s1, and the (dual of) the fractional
product rule, we haveV � �P�N � P�N � N

�
P�Nw


X
s2�1;bC�1.J/

.
V � �P�N � P�N � N

�
P�Nw


L
2bC
t H

s2�1
x .J/

.
V � �P�N � P�N � N

�
P�Nw


L
2bC
t H

�s1
x .J/

. T
V � �P�N � P�N � N

�
L1t C

�s1C�
x .Œ0;T ��T3/

kwk
L1t H

s1
x .J�T3/:

Using now (5.11) implies (8.6).
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We now turn to (8.7) and (8.8), which are more difficult. The main step consists in the
following estimate: For any M1; N1; K1; K2 � 1, we have sup
N�1

sup
t2Œ0;T �

sup
kf k

H
s1
x
;kgk

H
s1
x
�1

ˇ̌̌̌Z
T3
V �

�
PM1P�N

�
N � PK1P�Nf

�
� PN1P�N � PK2P�Ng dx

ˇ̌̌̌
L
p
!.P/

. T 3 max.K1; K2; N1;M1/
��.1C 1¹N1 � K2ºM

�ˇC�C�
1 K

�s1C�
1 N

1=2C��s1
1 /p2:

(8.9)

For notational convenience, we now omit the multiplier P�N . As will be evident from the
proof, the same argument applies (uniformly in N ) with the multiplier. The proof of (8.9)
splits into two cases. The impatient reader may wish to skim ahead to Case 2.b, which
contains the most interesting part of the argument.

Case 1: M1 œ N1. From Fourier support considerations, it follows that max.K1; K2/ &
max.N1;M1/. Then, we estimate the integral in (8.9) byˇ̌̌̌Z

T3
V � .PM1

�
N � PK1f /PN1 � PK2g dx

ˇ̌̌̌
.

X
L.max.N1;K2/

ˇ̌̌̌Z
T3
.PLV / �

�
PM1

�
N � PK1f

�
� zPL.PN1 � PK2g/ dx

ˇ̌̌̌
.

X
L.max.N1;K2/

kPLV kL1x

PM1 � N � PK1f

L2x
k zPL.PN1 � PK2g/ dxkL2x

. M
�ˇC�
1 K

�s1
1

 � N


C
ˇ��
x

X
L.max.N1;K2/

L�ˇk zPL.PN1 � PK2g/ dxkL2x : (8.10)

We now further split the argument into two subcases.

Case 1.a: M1 œ N1, K2 œ N1. Then we only obtain a nontrivial contribution if L �
max.N1; K2/. Using max.K1; K2/ & max.M1; N1/ � N1, we obtain

(8.10) . M
�ˇC�
1 K

�s1
1 max.K2; N1/�ˇK

�s1
2 N

1=2C�
1

 � N


C
ˇ��
x

k k
C
�1=2��
x

. M
�ˇC�
1 K

��
1 K

��
2 N

1=2C�C��ˇ�s1
1

 � N


C
ˇ��
x

k k
C
�1=2��
x

:

The pre-factor is bounded by .M1K1K2N1/
�� , which is acceptable.

Case 1.b: M1 œ N1, K2 � N1. In this case, the worst case corresponds to L � 1. Using
only Hölder’s inequality, we obtain

(8.10) . 1¹K2 � N1ºM
�ˇC�
1 K

�s1
1 N

1=2C��s1
1

 � N


C
ˇ��
x

k k
C
�1=2��
x

:

This case is responsible for the second summand in (8.9).
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Case 2: M1 � N1. This case is more delicate and requires the estimates on the quartic
stochastic objects from Section 5.2. Inspired by the uncertainty principle, we decomposeˇ̌̌̌Z

T3
V �

�
PM1

�
N � PK1f

�
PN1 � PK2g dx

ˇ̌̌̌
�

ˇ̌̌̌Z
T3
.P�N1V / �

�
PM1

�
N � PK1f

�
PN1 � PK2g dx

ˇ̌̌̌
C

ˇ̌̌̌Z
T3
.P&N1V / �

�
PM1

�
N � PK1f

�
PN1 � PK2g dx

ˇ̌̌̌
:

We estimate both terms separately and hence divide the argument into two subcases.

Case 2.a: M1 � N1, contribution of P�N1V . For this term, we only obtain a non-
trivial contribution ifK1 �K2 �N1. Using Hölder’s inequality and Young’s convolution
inequality, we obtainˇ̌̌̌Z

T3
.P�N1V / �

�
PM1

�
N � PK1f

�
PN1 � PK2g dx

ˇ̌̌̌
. 1¹K1 � K2 �M1 � N1ºkP�N1V kL1x

PM1 � N


L1x

� kPK1f kL2xkPN1 kL
1
x
kPK2gkL2x

. 1¹K1 � K2 �M1 � N1ºN
1=2C2��ˇ�2s1
1

 � N


C
ˇ��
x

k k
C
�1=2��
x

:

The pre-factor is easily bounded by (and generally much smaller than) .M1K1K2N1/
�� .

Case 2.b: M1 � N1, contribution of P&N1V . By expanding the convolution with the
interaction potential, we obtainˇ̌̌̌Z

T3
.P&N1V / �

�
PM1

�
N � PK1f

�
PN1 � PK2g dx

ˇ̌̌̌
�

Z
T3
jP&N1V.y/j

ˇ̌̌̌Z
T3
.PK1f .x � y/ � PK2g.x//

�

�
PM1

�
N .t; x � y/ � PN1 .t; x/

�
dx
ˇ̌̌̌
dy

. kP&N1V.y/kL1y � sup
y2T3

khrxi
1=2�ˇC2�.PK1f .x � y/ � PK2g.x//kL1x

� sup
y2T3

PM1 � N .t; x � y/ � PN1 .t; x/


C
�1=2Cˇ��
x

. N
�ˇ
1 K

��
1 K

��
2 sup

y2T3

PM1 � N .t; x � y/ � PN1 .t; x/


C
�1=2Cˇ��
x

:

By Proposition 5.3, this contribution is acceptable. We note that the pre-factor N�ˇ1 is
essential, since Proposition 5.3 is not uniformly bounded over all frequency scales.
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By combining Cases 1 and 2, we have finished the proof of (8.9). It remains to show
that (8.9) implies (8.7) and (8.8). To simplify the notation, we denote the expression inside
the Lp!-norm in (8.9) by

A.K1; K2;M1; N1/

def
D sup

t2Œ0;T �

sup
kf k

H
s1
x
;kgk

H
s1
x
�1

ˇ̌̌̌Z
T3
V �

�
PM1

�
N � PK1f

�
PN1 � PK2g dx

ˇ̌̌̌
: (8.11)

To see (8.7), we use the self-adjointness of V , duality, and s1 < 1� s2, which leads toV � . ¤ w/ � N


H
s2�1
x

�

X
K1;K2;M1;N1

1¹K2 œ N1º
PK1�V � .PN1 � PK2w/PM1 � N

�
H
s2�1
x

.
� X
K1;K2;M1;N1

1¹K2 œ N1ºA.K1; K2;M1; N1/
�
kwk

H
s1
x
:

Using the inhomogeneous Strichartz estimate and (8.9) now completes the argument.
Finally, we turn to (8.8). Using duality, we haveV � � � N � w

�
É:. /


H
s2�1
x

�

X
K1;K2;M1;N1

1¹max.M1; K1/ � N
�
1 º

PK2�V � �PM1 � N � PK1w
�
PN1

�
H
s2�1
x

.
X

K1;K2;M1;N1

1¹max.M1; K1/ � N
�
1 ºK

s1Cs2�1
2

�

PK2�V � �PM1 � N � PK1w
�
PN1

�
H
�s1
x

.
X

K1;K2;M1;N1

1¹max.M1; K1/ � N
�
1 ºK

s1Cs2�1
2 A.K1; K2;M1; N1/kwkH s1x

:

We now note that max.M1; K1/ � N
�
1 implies

1¹N1 � K2ºM
�ˇC�C�
1 K

�s1C�
1 K

s1Cs2�1
2 N

1=2C��s1
1

. N
��min.ˇ����;1=2�ı1��/
1 N

�Cı2
1 . 1:

In the last inequality, we have used the parameter conditions (1.21). We also empha-
size that the factor Ks1Cs2�12 is essential for this inequality. Using the inhomogeneous
Strichartz estimate and (8.9), we then obtain the desired estimate.

9. From free to Gibbsian random structures

In the previous four sections, we proved several estimates for stochastic objects, random
matrices, and paracontrolled structures based on . In Section 2, these estimates were
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used to prove the local convergence of the truncated dynamics as N tends to infinity.
Unfortunately, the object only exists on the ambient probability space and the global
theory requires (intrinsic) estimates for with respect to the Gibbs measure. If the desired
estimate does not rely on the invariance of �˝M under the nonlinear flow, however, we
can use Theorem 1.1 to replace the Gibbs measure �˝M by the reference measure �˝M . In
particular, this works for stochastic objects only depending on the linear evolution of ,

such as or �
N

. Once we are working with the reference measure �˝M , we can use the
fact that

�˝M D LawP . C M/:

Since M has spatial regularity 1=2C ˇ�, we expect that our estimates for will imply
the same estimates for . As a result, this section contains no inherently new estimates
and only combines our previous bounds.

9.1. The Gibbsian cubic stochastic object

This subsection should be seen as a warm-up for Section 9.2 below. We explore the rela-
tionship between the two cubic stochastic objects

�
N and

�
N :

This is already sufficient for the structured local well-posedness in Proposition 3.3 on the
support of the Gibbs measure. It will also be needed in the proof of several propositions
and lemmas in Section 9.3 below.

Proposition 9.1. Let A; T � 1, and let � D �.�; s1; s2; �; �; �0; bC; b/ > 0 be sufficiently
small. There exist Borel sets ‚cub

blue.A; T /;‚
cub
red .A; T / � H

�1=2��
x .T3/ satisfying

P
�
2 ‚cub

blue.A; T / and M 2 ‚
cub
red .A; T /

�
� 1 � ��1 exp.�A� /

for all M � 1 and such that the following holds for all 2 ‚cub
blue.A; T / and M 2

‚cub
red .A; T /: For all N � 1, there exist HN Œ ! �; HN Œ ! � 2 LM.Œ0; T �/ and

YN Œ ! �; YN Œ ! � 2 Xs2;b.Œ0; T �/ satisfying the identities

�
N D

�
N C P�N I

�
PCtrl.HN Œ ! �; P�N /

�
C YN Œ ! �;

�
N D

�
N C P�N I

�
PCtrl.HN Œ ! �; P�N /

�
C YN Œ ! �:

and the estimates

kHN Œ ! �kLM.Œ0;T �/; kHN Œ ! �kLM.Œ0;T �/ � T
2A;

kYN Œ ! �kXs2;b.Œ0;T �/; kYN Œ ! �kXs2;b.Œ0;T �/ � T
3A:

Furthermore, in the frequency-localized version of this estimate, we gain an �0-power of
the maximal frequency scale.



Invariant Gibbs measures for the three-dimensional wave equation 135

Remark 9.2. The results in Proposition 9.1 do not yield a bound on
�

N in L1t C
ˇ��
x ,

since Xs2;b does not embed into L1t C
ˇ��
x and we do not state any additional information

on YN . However, such an estimate is possible and only requires the translation invariance
of the law of . ; M/, which is a consequence of [12, Theorem 1.4].

Before we start with the proof of Proposition 9.1, we prove the following corollary.

Corollary 9.3. Let A; T � 1, let ˛ > 0 be a large absolute constant, and let � D
�.�; s1; s2; �; �; �

0; bC; b/ > 0 be sufficiently small. Then there exists a Borel set
‚bil

pur.A; T / � H
�1=2��
x .T3/ satisfying

�˝M .‚
bil
pur.A; T //; �

˝

M .‚
bil
pur.A; T // � 1 � �

�1 exp.�A� / (9.1)

for all M � 1 and such that the following holds for all 2 ‚bil
pur.A; T /:

For all intervals J � Œ0; T � and w 2 Xs1;b.J/,X
L1;L2

PL1 � N � PL2w

L2tH

�4ı1
x .J�T3/

� T ˛AkwkXs1;b.J/: (9.2)

Proof. We simply define ‚bil
pur.A; T / as the set of initial data 2 H

�1=2��
x .T3/ where

(9.2) holds for a countable but dense subset of Xs1;b.R/, which is Borel-measurable, and
it remains to prove the probabilistic estimate (9.1). Using Theorem 1.1, it suffices to prove

P . C M 2 ‚
bil
pur.A; T // � 1 � �

�1 exp.�A� /:

This follows directly from Proposition 5.1, Lemma 8.4, and Proposition 9.1.

We now turn to the proof of Proposition 9.1. The argument relies on the multi-linearity
of the stochastic objects in the initial data. In order to use the decomposition of , we
define mixed cubic stochastic objects. In Section 3.1, we defined stochastic objects in
instead of , which had the exact same renormalization constants and multipliers. In the
proof of Proposition 9.1, we also work with stochastic objects that contain a mixture of
both and D M. In this case, only factors of require a renormalization. The renormal-
ized mixed stochastic objects are then defined by

�
N

def
D P�N ŒV � .P�N � P�N / � P�N �MNP�N �;

�
N

def
D P�N Œ.V � N

/ � P�N �;

�
N

def
D P�N ŒV � .P�N � P�N / � P�N �;

�
N

def
D P�N ŒV � .P�N � P�N / � P�N �;

�
N

def
D P�N ŒV � .P�N � P�N / � P�N �:
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Furthermore, we define the solution to the nonlinear wave equation with forcing term
�

N
by

.�@2t � 1C�/
�

N D
�

N
;
�

N Œ0� D 0:

The solutions for the other forcing terms above are defined similarly. Using these defini-
tions, we deduce the identity

�
N D

�
N C 2

�
N C

�
N C

�
N C 2

�
N C

�
N : (9.3)

With this identity, the proof of Proposition 9.1 is now split into two lemmas.

Lemma 9.4. LetA;T � 1, and let � D �.�; s1; s2; �; �; �0; bC; b/ > 0 be sufficiently small.
Then there exist Borel sets ‚cub;.1/

blue .A; T /;‚
cub;.1/
red .A; T / � H

�1=2��
x .T3/ satisfying

P
�
2 ‚

cub;.1/
blue .A; T / and M 2 ‚

cub;.1/
red .A; T /

�
� 1 � ��1 exp.�A� / (9.4)

for all M � 1 and such that the following holds for all 2 ‚
cub;.1/
blue .A; T / and M 2

‚
cub;.1/
red .A; T /:

For all N � 1, there exists an HN 2 LM.Œ0; T �/ satisfying the identity

2 . É /
�

N C . É /
�

N D P�N IŒPCtrl.HN ; P�N /� (9.5)

and the estimate
kHN kLM.Œ0;T �/ � T

2A:

Furthermore, the difference HN �HK gains an �0-power of min.N;K/.

Proof. From Lemma 7.6, it follows that there exists a (canonical) random variable
HN W�! LM.Œ0; T �/ such that

2 . É /
�

N C . É /
�

N D P�N IŒPCtrl.HN ; P�N /�

and

kHN kLMŒ0;T � . .k kX�s2;b.Œ0;T �/ C k kX�s2;b.Œ0;T �//k kXs2;b.Œ0;T �/

. T 2.k k
H
�s2
x .T3/ C k kH

s2
x .T3// � k kHs2x .T3/

The estimate forHN then follows from elementary properties of and the high-regularity
bound for in Theorem 1.1.

Lemma 9.5. LetA;T � 1, and let � D �.�; s1; s2; �; �; �0; bC; b/ > 0 be sufficiently small.
Then there exist Borel sets ‚cub;.2/

blue .A; T /;‚
cub;.2/
red .A; T / � H

�1=2��
x .T3/ satisfying

P
�
2 ‚

cub;.2/
blue .A; T / and M 2 ‚

cub;.2/
red .A; T /

�
� 1 � ��1 exp.�A� / (9.6)
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for all M � 1 and such that the following holds for all 2 ‚
cub;.2/
blue .A; T / and M 2

‚
cub;.2/
red .A; T /:

For all N � 1, we have

max
� É:. /

�
N


Xs2;b.Œ0;T �/

;
 É:. /

�
N


Xs2;b.Œ0;T �/

;
 � N


Xs2;b.Œ0;T �/

; � N


Xs2;b.Œ0;T �/

;
 � N


Xs2;b.Œ0;T �/

�
� T 3A:

Furthermore, the difference of the cubic stochastic objects with two parameters N andK
gains an �0-power of min.N;K/.

Proof. This follows from our previous estimates for from Sections 5–8 and the high-
regularity bound for in Theorem 1.1. More precisely, we estimate the Lp!Xs2;b-norm
of

� É:. /
�

N by T 2p.2Ck/=2 through Proposition 6.3,

� É:. /
�

N by T 3p.1C2k/=2 through Proposition 8.6,

�
�

N by T 2p2Ck=2 through Proposition 6.1,

�
�

N by T 3p1C2k=2 through Proposition 8.7 and Corollary 8.9,

�
�

N by Tp3k=2 through Proposition 8.10.

Proof of Proposition 9.1. The first algebraic identity and related estimates follow directly
from (9.3) and Lemmas 9.4 and 9.5. By using � D and the high regularity bound
for , we obtain the second identity and the related estimates from the first identity.

9.2. Comparing random structures in Gibbsian and Gaussian initial data

In Definition 2.4, we introduced the types of functions occurring in our multi-linear master
estimate for (Proposition 2.8). The types w and X in Definition 2.4 implicitly depend
on and, as already mentioned in Remark 2.5, we now refer to type w and X as type w
and X , respectively. We now introduce a similar notation for the generic initial data .
In order to orient the reader, we include an overview of the different types and their
relationship in Figure 4.

Definition 9.6 (Purple types). Let J � Œ0;1/ be a bounded interval and let 'W J � T3

! R. We say that ' is of type

� if ' D ,

�
�

if ' D
�

N for some N � 1,
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� �

w w

X XY

Thm. 1.1

Prop. 9.1

Lem. 9.7

Lem. 9.7

Lem. 9.8Lem. 2.6

Fig. 4. We display the relationship between the different types of functions used in this paper. The
equivalence “$” means that both types agree modulo scalar multiples and/or terms further down
in the hierarchy. The implication “!” means that, up to scalar multiples, the left type forms a sub-
class of the right type.

� w if k'kXs1;b.J/ � 1 and
P
L1�L2

kPL1 � PL2wkL2tH
�4ı1
x .J�T3/

� 1 for all N � 1,

� X if ' D P�N IŒ1J0 PCtrl.H; P�N /� for a dyadic integer N � 1, a subinterval
J0 � J, and a function H 2 LM.J0/ satisfying kHkLM.J0/ � 1.

Since the type Y in Definition 2.4 does not depend on the stochastic object, its mean-

ing remains unchanged. In Proposition 9.1, we have already seen that the types
�

and
�

only differ by functions of type X and Y (or X and Y ). In the next lemma, we

clarify the relationship between the types w and w as well as X and X .

Lemma 9.7 (The equivalences w $ w and X $ X ). Let A; T � 1, and let � D
�.�; s1; s2; �;�;�

0; bC; b/>0 be sufficiently small. Then there exists a Borel set‚type
red .A;T /

� H
�1=2��
x .T3/ such that

P . M 2 ‚
type
red .A; T // � 1 � �

�1 exp.��A� /

and such that the following holds for D C M:

� The typesw andw are equivalent up to multiplication by a scalar � 2R>0 satisfying
�; ��1 � T 2A.

� The types X and X are equivalent up to addition/subtraction of a function in Xs2;b

with norm � TA.
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Proof. We will prove the desired statement on the event

‚
type
red .A; T / D ¹� 2 H�1=2��x .T3/W k�k

H
1=2Cˇ��
x .T3/

� cAº;

where c D c.�; s1; s2; b/ is a small constant. Based on Theorem 1.1, this event has an
acceptable probability.

We start with the statement regarding the types w and w . Let ' 2 Xs1;b.J/ satisfy
k'kXs1;b.J/ � 1, which holds for ' of type either w or w . For any L � 1, we haveˇ̌̌ X

L1�L2

kPL1 � PL2'kL2tH
�4ı1
x .J�T3/

�

X
L1�L2

kPL1 � PL2'kL2tH
�4ı1
x .J�T3/

ˇ̌̌
�

X
L1�L2

kPL1 � PL2'kL2tH
�4ı1
x .J�T3/

:

By Lemma 8.4, it follows thatX
L1�L2

kPL1 � PL2'kL2tH
�4ı1
x .J�T3/

. T 1=2
�X
L1

L
3�s1�.1=2Cˇ��/�2
1

�
k kX1=2Cˇ��;b.J/k'kXs1;b.J/

. T 3=2k MkH1=2Cˇ��x .T3/
k'kXs1;b.J/ �

1
2
T 3=2Ak'kXs1;b.J/:

This yields the stated equivalence of the types w and w .
We now turn to the statement regarding the types X and X . For any H 2 LM.J/,

kP�N IŒ1J0 PCtrl.H;P�N /� � P�N IŒ1J0 PCtrl.H;P�N /�kXs2;b.J/

. kP�N IŒ1J0 PCtrl.H;P�N /�kXs2;b.J/:

Using Lemmas 4.8, 4.9, and 7.3, we have

kP�N IŒ1J0 PCtrl.H;P�N /�kXs2;b.J/ . T kPCtrl.H;P�N /k
L1t H

s2�1
x .J0�T3/

. T kHkLM.J0/k kL1t H
s2�1C8�
x .J�T3/

. T k MkH1=2Cˇ��x .T3/
�

1
2
TA:

This yields the desired estimate.

Lemma 9.8 (The implicationX ;Y !w ). Let �D �.�; s1; s2; �;�;�0; bC; b/ > 0 be suf-
ficiently small, and letA;T � 1. Then there exists a Borel set‚type

pur .A;T /�H
�1=2��
x .T3/

satisfying
�˝M .‚

type
pur .A; T //; �

˝

M .‚
type
pur .A; T // � 1 � �

�1 exp.�A� / (9.7)

for allM � 1 and such that the following holds for all 2 ‚type
pur .A;T /: If ' is of type X

or Y , the scalar multiple T �7A�1' is of type w .
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Proof. Using a separability argument, we can define‚type
pur .A;T / through countably many

bounds of the same form as in the definition of the type w . We first note that, after
adjusting �, we can replace A�1 in the conclusion by A�3. Using Theorem 1.1, it suffices
to prove that

P . C M 2 ‚
type
pur .A; T // � 1 � �

�1 exp.�A� /:

Thus, we may restrict both and M to sets with acceptable probabilities under P . After
these preparations, we now start with the main part of the argument.

First, we let w be of type Y . Using Lemma 2.6, it follows that T �4A' is of type w .
Using Lemma 9.7, it follows that T �6A�2' is of type w .

Now, let ' be of type X . Using Lemma 9.7 and the first step in this proof, we can
assume that ' is of type X . Using Lemma 2.6, T �4A�1' is of type w . Finally, using
Lemma 9.7 again, we find that T �6A�2' is of type w .

In Definition 2.13 above, we introduced the function Z-norms, which are used to
quantify structured perturbations of the initial data. We now prove the equivalence of the
Z.Œ0; T �; I t0;N;K/- and Z.Œ0; T �; I t0;N;K/-norms, which is similar to the statements
in Lemmas 9.7 and 9.8.

Lemma 9.9 (Equivalence of the blue and purple structured perturbations). Let A � 1, let
˛ > 0 be a sufficiently large absolute constant, and let � D �.�; s1; s2; �; �; �0; bC; b/ > 0
be sufficiently small. Then there exist Borel sets ‚sp

blue.A/; ‚
sp
red.A/ � H

�1=2��
x .T3/ sat-

isfying
P . 2 ‚sp

blue.A/; M 2 ‚
sp
red.A// � 1 � �

�1 exp.��A� /: (9.8)

and such that the following holds on this event:
For all T � 1, t0 2 Œ0; T �, N;K � 1, and ZŒt0� 2 H

s1
x .T3/, we have

T �˛A�1kZŒt0�kZ.Œ0;T �; It0;N;K/

� kZŒt0�kZ.Œ0;T �; It0;N;K/ � T
˛AkZŒt0�kZ.Œ0;T �; It0;N;K/: (9.9)

Proof. It suffices to prove (9.9) for events‚sp
blue.A;T / and‚sp

red.A;T / satisfying the prob-
abilistic estimate (9.8) as long as the lower bound in (9.8) does not depend on T . We can
then simply take the intersection of ‚sp

blue.T � A; T / and ‚sp
red.T � A; T / over all integer

times and increase ˛ by 1.
After using Lemma 9.7 to compare the high�high interaction terms (involving

L1 � L2), it remains to prove thatˇ̌̌ É É&:
� ��

WV � .P�N � P�NZ
�
N / P�N W

�
X
s2�1;bC�1.Œ0;T �/

�
 É É&:
� ��

WV � .P�N � P�NZ
�
N / P�N W

�
X
s2�1;bC�1.Œ0;T �/

ˇ̌̌
. T ˛A

�
kZ�Œt0�kHs1x

C

X
L1�L2

kPL1 � PL2ZkL2tH
�4ı1
x .Œ0;T ��T3/

�
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and ˇ̌̌
kWV � .P�N � P�NZ

ı
N / É:. / P�N WkXs2�1;bC�1.Œ0;T �/

� kWV � .P�N � P�NZ
ı
N / É:. / P�N WkXs2�1;bC�1.Œ0;T �/

ˇ̌̌
. T ˛AkZıŒt0�kHs2x

:

Regarding the first estimate, we haveˇ̌̌ É É&:
� ��

WV � .P�N � P�NZ
�
N / P�N W

�
X
s2�1;bC�1.Œ0;T �/

�
 É É&:
� ��

WV � .P�N � P�NZ
�
N / P�N W

�
X
s2�1;bC�1.Œ0;T �/

ˇ̌̌
.
 É É&:
� ��

V � .P�N � P�NZ
�
N / P�N

�
X
s2�1;bC�1.Œ0;T �/

(9.10)

C
 É É&:
� ��

V � .P�N � P�NZ
�
N / P�N

�
X
s2�1;bC�1.Œ0;T �/

(9.11)

C
 É É&:
� ��

V � .P�N � P�NZ
�
N / P�N

�
X
s2�1;bC�1.Œ0;T �/

: (9.12)

We can then control

� (9.10) through Proposition 8.6,

� (9.11) through Proposition 8.7 and Lemma 8.8,

� (9.11) through Proposition 8.10.

The proof of the second estimate is similar, except that we use Corollary 8.9 instead of
Lemma 8.8.

9.3. Multi-linear master estimate for Gibbsian initial data

In this subsection, we prove a version of the multi-linear master estimate for Gaussian data
(Proposition 2.8) for the purple types (Definition 9.6) instead of the blue types (Definition
2.4). Since we will only need this estimate in Propositions 3.5 and 3.7, which do not
involve contraction or continuity arguments, we can be less precise than in the multi-
linear master estimate for Gaussian data and simply capture the size of the forcing term
in the following norm.

Definition 9.10. LetN � 1, let J � R be a compact interval, and let R;'WJ �T3! R.
Then we define

kRkNLN .J;'/
def
D inf ¹kHkLM.J/ C kF kXs2�1;bC�1.J/W

R D P�N PCtrlŒH; P�N'�C F on J � T3
º:

Remark 9.11 (Drawback of É É& ). As mentioned above, the NLN .J;'/-norm is less
precise than our estimates in Section 2.1, since it does not give an explicit description of
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the low-frequency modulationH . This allows us to circumvent a technical problem which
the author was unable to resolve. In Proposition 5.7, we proved that

É É&:
� ��

WV �
�
P�N � P�N

�
N

�
P�N W

�
lives in Xs2�1;bC�1. One may therefore expect that

É É&:
� ��

WV �
�
P�N � P�N

�
N

�
P�N W

�
also lives in Xs2�1;bC�1. However, after using Proposition 9.1, we would need an estimate
for

É É&:
� ��

WV � .P�N � P�NYN /P�N W
�

in Xs2�1;bC�1. Unfortunately, this is not covered by Proposition 6.3. In fact, without any
additional assumptions on YN other than bounds in Xs2;b , the high�high!low interac-
tions in P�N � P�NYN rule out this estimate.

Equipped with the NL-norm, we now turn to the master estimate for Gibbsian initial
data.

Proposition 9.12 (Multi-linear master estimate for Gibbsian initial data). Let A; T � 1,
let ˛ >0 be a sufficiently large absolute constant, and let �D �.�; s1; s2;�;�;�0;bC;b/ > 0
be sufficiently small. Then there exists a Borel set ‚ms

pur.A; T / � H
�1=2��
x satisfying

�˝M . 2 ‚
ms
pur.A; T // � 1 � �

�1 exp.��A� / (9.13)

for all M � 1 and such that the following estimates hold for all 2 ‚ms
pur.A; T /:

Let J � Œ0; T � be an interval and let N � 1. Let '1; '2; '3W J � T3 ! R be as in
Definition 9.6 and let

.'1; '2I'3/
type

¤ . ; I /; . ; w I /:

(i) If '3
type
D , thenP�N �WV � .P�N'1 � P�N'2/P�N'3W�NLN .J; P�N /

� T ˛A:

(ii) In all other cases,

kWV � .P�N'1 � P�N'2/P�N'3WkXs2�1;bC�1.J/ � T
˛A:

Proof. While the proof requires no new ingredients, it relies on several earlier results. For
the advantage of the reader, we break up the proof into several steps.

Step 1: Definition of ‚ms
pur.A; T / and its Borel-measurability. Using the definition of the

time-restricted norms, we see that the statement for all intervals J � Œ0; T � is equivalent
to the statement for only J D Œ0; T �. Thus, we may simply choose ‚ms

pur.A; T / as the set
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where (i) and (ii) hold for all N � 1. To see that this leads to a Borel-measurable set, we
note that both LM.Œ0; T �/ and Xs2;b.Œ0; T �/ are separable. For a fixed N � 1, we also
find that the functions

.'1; '2; '3/ 7!
P�N �WV � .P�N'1 � P�N'2/P�N'3W�NLN .J; P�N /

and
.'1; '2; '3/ 7! kWV � .P�N'1 � P�N'2/P�N'3WkXs2�1;bC�1.J/

are continuous with respect to the C 0t H
�1=2��
x .Œ0; T � � T3/-norm. Thus, we can repre-

sent ‚ms
pur.A; T / through countably many constraints of the same form as in (i) and (ii),

and hence as a countable intersection of closed sets. In particular, ‚ms
pur.A; T / is Borel-

measurable.

Step 2: Reductions. It therefore remains to show the probabilistic estimate (9.13). Using
the absolute continuity and representation of the reference measures from Theorem 1.1,
it suffices to prove that

P . C M 2 ‚
ms
pur.A; T // � 1 � �

�1 exp.��A� /

for all M � 1. Furthermore, we can replace the upper bound T ˛A in (i) and (ii) by
CT ˛AC , where C D C.�; s1; s2; �; �; �0; bC; b/ � 1. After the estimate has been proven,
this can be repaired by adjusting A and �. Using Lemma 2.6, Proposition 2.8, Corol-
lary 9.3, Lemma 9.7, and Lemma 9.8, we may restrict to the event

¹ 2 ‚ms
blue.A; T /

T
‚

type
blue.A; T /

T
‚cub

blue.A; T /º
T
¹ M 2 ‚

type
red .A; T /

T
‚cub

red .A; T /ºT
¹ C M 2 ‚

type
pur .A; T /º:

Step 3: Multi-linear estimates. The estimates for '3
type

¤ follow directly from the multi-
linear master estimate for and the equivalence of the types in Corollary 9.3 and Lemmas
9.7 and 9.8. It then remains to treat the case '3

type
D . We further separate the proof of the

estimates into two cases.

Step 3.1: '1; '2
type

¤ . We first remind the reader that in this case the nonlinearity does not
require a renormalization. We then decompose

P�N
�
V � .P�N'1 � P�N'2/P�N

�
D P�N

�
V � .P�N'1 � P�N'2/ É P�N

�
C P�N

�
V � .P�N'1 � P�N'2/ É:. / P�N

�
C P�N

�
V � .P�N'1 � P�N'2/ É:. / P�N

�
:

Using Lemma 7.6, the first term is of the form P�N PCtrl.HN ; P�N / with
kHN kLM.Œ0;T �/ . T ˛A2. The second and third terms can be controlled through the multi-
linear master estimate for Gaussian random data.
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Step 3.2: '1; '3
type
D , '2

type

¤ . Using the equivalence of types (as in Corollary 9.3 and
Lemma 9.7) together with the previous cases, it suffices to treat

'1; '3
type
D ; '2

type
D
�

; X ; Y:

We decompose the nonlinearity

V � .P�N � P�N'2/P�N

using É É& if '2
type
D
�

; X and using É if '2
type
D Y . Then the bound follows from

the multi-linear master estimate for Gaussian initial data and Lemmas 7.4 and 7.6.

In Definition 2.13, we also introduced a structured perturbation of the initial data,
which we briefly examined in Lemma 9.9 above. While the multi-linear estimate does not
apply to the type . ;w I /, we now obtain a multi-linear estimate if the second argument
is a linear evolution with initial data as in Definition 2.13. Since the definition has been
tailored towards this estimate, the proof will be easy and short.

Lemma 9.13 (Multi-linear estimate for the structured perturbation). Let A; T � 1, let
˛ > 0 be a sufficiently large absolute constant, and let � D �.�; s1; s2; �; �; �0; bC; b/ > 0
be sufficiently small. Then there exists a Borel set ‚sp

pur.A; T / � H
�1=2��
x satisfying

�˝M . 2 ‚
sp
pur.A; T // � 1 � �

�1 exp.��A� / (9.14)

for all M � 1 and such that the following estimates hold for all 2 ‚
sp
pur.A; T /:

Let N;K � 1, let t0 2 Œ0; T �, let ZŒt0� 2 H
�1=2��
x .T3/, and let Z.t/ be the corre-

sponding solution to the linear wave equation. Then

kP�N ŒWV � .P�N � P�NZ/P�N W�kNLN .Œ0;T �;P�N /

� T ˛AkZŒt0�kZ.Œ0;T �; It0;N;K/:

Proof. Let Z�Œt0� and ZıŒt0� be as in Definition 2.13. Then we can decompose

P�N ŒWV � .P�N � P�NZ/P�N W�

D É É&
�
P�N ŒV � .P�N � P�NZ

�/P�N �
�

C É É&:
� ��

P�N ŒWV � .P�N � P�NZ
�/P�N W�

�
C P�N ŒWV � .P�N � P�NZ

ı/ É P�N W�

C P�N ŒV � .P�N � P�NZ
ı/ É:. / P�N �:

The estimate then follows directly from Definition 2.13 and Lemmas 7.4 and 7.6.
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Appendix A. Proofs of counting estimates

A.1. Cubic counting estimate

We start with the proof of the cubic counting estimate.

Proof of Proposition 4.18. We separately prove the four counting estimates (i)–(iv).

Proof of (i): By symmetry, we can assume that N1 � N2 � N3. Using the basic counting
estimate to handle the sum over n2 2 Z3, we obtain

#¹.n1; n2; n3/W jn1j � N1; jn2j � N2; jn3j � N3; j' �mj � 1º

.
X

n1;n32Z3

� Y
jD1;3

1¹jnj j � Nj º
�

min.hn13i; N2/�1N 3
2

. N 2
1N

3
2N

3
3 CN

3
1N

2
2N

3
3 . N�12 .N1N2N3/

3;

which is acceptable.

Proof of (ii): We emphasize that n123 is viewed as a free variable. In the variables
.n123; n1; n2/, the phase takes the form

' D ˙123hn123i ˙1 hn1i ˙2 hn2i ˙3 hn123 � n1 � n2i:

After changing .n1; n2/! .�n1;�n2/, we obtain the same form as in (i) and hence the
desired estimate.

Proof of (iii): In the variables .n123; n12; n1/, the phase takes the form

' D ˙123hn123i ˙1 hn1i ˙2 hn12 � n1i ˙3 hn123 � n12i:

By first summing over n1 and using the basic counting lemma, we gain a factor of
min.N1; N12/. Alternatively, by first summing over n123 and using the basic counting
lemma, we gain a factor of min.N123; N12/. By combining both estimates, we gain a
factor of

max
�
min.N1; N12/;min.N123; N12/

�
D min

�
N12;max.N123; N1/

�
:

While not part of the proof, we also remark that

jhn123i C hn1i � hn12 � n1i � hn123 � n12ij . N12:

This shows that we cannot gain a factor of the form med.N123; N12; N1/.

Proof of (iv): In the variables .n12; n1; n3/, the phase takes the form

' D ˙123hn12 C n3i ˙1 hn1i ˙2 hn12 � n1i ˙3 hn3i:

By first summing over n1 and using the basic counting lemma, we gain a factor of
min.N12; N1/. Alternatively, by first summing over n3 and using the basic counting
lemma, we gain a factor of min.N12; N3/. Combining both estimates completes the argu-
ment. The same obstruction as described in (iii) shows that the estimate is sharp.
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We now use the cubic counting estimate to prove the cubic sum estimate.

Proof of Proposition 4.20. Due to the symmetry n1$ n2, we may assume thatN1 �N2.
To simplify the notation, we set

C.m/ D C.N1; N2; N3; N12; N123; m/

D¹.n1; n2; n3/2 .Z
3/3W jnj j �Nj ; 1� j � 3; jn12j �N12; jn123j �N123; j'�mj � 1º:

We then haveX
n1;n2;n32Z3

h� 3Y
jD1

�Nj .nj /
�
hn123i

2.s�1/
hn12i

�2
� 3Y
jD1

hnj i
�2
�
1¹j' �mj � 1º

i
.

X
N123;N12

N
2.s�1/
123 N

�2
12

� 3Y
jD1

N�2j

�
#C.m/: (A.1)

To obtain the optimal estimate, we unfortunately need to distinguish five cases, which
we listed in Figure 5. Cases 1 and 2 distinguish between the high�high and high�low
interactions in the first two factors. This distinction is necessary to utilize the gain in N12.
The subcases mostly deal with the relation between N12 and N3, which is important to
use the gain in N123.

Case N1 $ N2 N1 $ N3 N3 $ N12 Basic counting estimate
1.a N1 � N2 N1 � N3 (iv)
1.b.i N1 � N2 N1 & N3 N3 � N12 (iv)
1.b.ii N1 � N2 N1 & N3 N3 & N12 (iii)
2.a N1 � N2 N1 œ N3 (i)
2.b N1 � N2 N1 � N3 (ii)

Fig. 5. Case distinction in the proof of Proposition 4.20.

Case 1.a: N1 � N2, N1� N3. In this case, N123 � N3. Using Proposition 4.18 (iv), the
contribution is bounded byX

N12W
N12.N1

N
�2
12 N�41 N 2s�4

3 #C.m/ .
X
N12W

N12.N1

N
2�2
12 N�11 N 2s�1

3 . N
1�2
1 N 2s�1

3 ;

which is acceptable. In estimating the sum, we have used the fact that  < 1.

Case 1.b.i:N1 � N2,N1 & N3,N3� N12. In this case,N123 � N12. Using Proposition
4.18 (iv), the contribution is bounded byX

N12W
N3�N12.N1

N
2s�2�2
12 N�41 N�23 #C.m/ .

X
N12W

N3�N12.N1

N
2s�2
12 N�11 N3

.
X
N12W

N12.N1

N
2s�2C1
12 N�11 . N

2.s�/
1 ;

which is acceptable. In estimating the sum, we have used the fact that  < s C 1=2.
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Case 1.b.i: N1 � N2, N1 & N3, N3 & N12. We note that N123 . max.N12; N3/ . N3.
Using Proposition 4.18 (iii), the contribution is bounded byX

N12;N123W
N12;N123.N3

N 2s�2
123 N

�2
12 N�41 N�23 #C.m/

.
X

N12;N123W
N12;N123.N3

min.N123; N12/�1N 2sC1
123 N

3�2
12 N�11 N�23

. N�11 N
2s�2C1
3 . N

2.s�/
1 ;

which is acceptable. In the last inequality, we have used  < s C 1=2 again.

Case 2.a: N1� N2, N1 œ N3. In this case, N12 � N1 and N123 � max.N1;N3/. Using
Proposition 4.18 (i), the contribution is bounded by

max.N1; N3/2s�2N
�2�2
1 N�22 N�23 #C.m/

. max.N1; N3/2s�2 min.N1; N3/�1N
1�2
1 N2N3

. max.N1; N3/2s�2 min.N1; N3/�1N
2�2
1 N3 D max.N1; N3/2s�1N

1�2
1 :

The restriction s � 1=2 is not strictly necessary for the statement of the proposition, but
ensures that the first factor does not grow in N1 or N3, which is essential in applications.

Case 2.a: N1 � N2, N1 � N3. In this case, N12 � N1. Using Proposition 4.18 (ii), the
contribution is bounded byX

N123W
N123.N1

N 2s�2
123 N

�4�2
1 N�22 #C.m/ .

X
N123W

N123.N1

N 2s
123N

�1�2
1 N2 . N

2s�2
1 ;

which is acceptable. In estimating the sum, we have used the fact that s > 0.

A.2. Cubic sup-counting estimates

Proof of Lemma 4.22. We prove the four estimates separately.

Proof of (i): By symmetry, we can assume without loss of generality thatN1 �N2 �N3.
Using the basic counting estimate in n2 2 Z3, we have

#¹.n1; n2; n3/W jn1j � N1; jn2j � N2; jn3j � N3; n D n123; j' �mj � 1º

. #¹.n2; n3/W jn2j � N2; jn3j � N3; j̇ 123 hni˙1 hn�n23i˙2 hn2i˙3 hn3i�mj � 1º

.
X
n32Z3

1¹jn3j � N3ºmin.hn�n3i; N2/�1N 3
2 . N 3

2N
2
3 :

Proof of (ii): The proof is essentially the same as the proof of (i) and we omit the details.
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Proof of (iii): Using the basic counting estimate in n2 2 Z3, we have

#¹.n12; n2; n3/W jn12j � N12; jn2j � N2; jn3j � N3; n D n123; j' �mj � 1º

. #¹.n12; n2/W jn12j � N12; jn2j � N2;

j˙123 hni ˙1 hn12 � n2i ˙2 hn2i ˙3 hn � n12i �mj � 1º

.
X

n122Z3

1¹jn12j � N12ºmin.N12; N2/�1N 3
2 . min.N12; N2/�1N 3

12N
3
2 :

Proof of (iv): The proof is essentially the same as the proof of (iii) and we omit the
details.

A.3. Paracontrolled cubic counting estimates

Proof of Lemma 4.23. To simplify the notation, we set Nmax D max.N1; N2; N3/. For
0 <  < ˇ, we have

hn12i
�2ˇ . hn12i�2 . hn1i�2 hn2i2 :

Together with Lemma 4.22 (ii), this yieldsX
n1;n32Z3

� Y
jD1;3

1¹jnj j � Nj º
�
hn123i

2.s2�1/hn12i
�2ˇ
hn1i

�2
hn3i

�2 1¹j' �mj � 1º

. N
�2�2
1 N

2
2 N�23

�

X
N123

N
2.s2�1/
123 #¹.n1; n3/W jn123j � N123; jn1j � N1; jn3j � N3; j' �mj � 1º

. N
�2�2
1 N

2
2 N�23

X
N123W

jN123j.Nmax

N
2.s2�1/
123 med.N123; N1; N3/3 min.N123; N1; N3/2:

Since med.N123; N1; N3/3 min.N123; N1; N3/2 . N123N
2
1N

2
3 , we obtain

N
�2�2
1 N

2
2 N�23

X
N123W

jN123j.Nmax

N
2.s2�1/
123 med.N123; N1; N3/3 min.N123; N1; N3/2

. N
�2
1 N

2
2

X
N123W

jN123j.Nmax

N
2s2�1
123 . N 2ı2

maxN
�2
1 N

2
2 :

A.4. Quartic counting estimate

Proof of Lemma 4.24. Using the upper bound on s, we can first sum over n4 2 Z3 to
obtain
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X
n1;n2;n3;n42Z3

� 4Y
jD1

1¹jnj j � Nj º
�
hn1234i

2s
hn123i

�2

� j yVS .n1; n2; n3/j
2
� 4Y
jD1

hnj i
�2
�
1¹j' �mj � 1º

. N
�2�
4

X
n1;n2;n32Z3

� 3Y
jD1

1¹jnj j � Nj º
�
hn123i

�2

� j yVS .n1; n2; n3/j
2
� 3Y
jD1

hnj i
�2
�
1¹j' �mj � 1º:

The remaining sum over n1; n2, and n3 can then be estimated using Proposition 4.20,
which yields the desired estimate.

Having proved the nonresonant quartic sum estimate (Lemma 4.24), we now turn to
the resonant quartic sum estimate. We begin with the basic resonance estimate (Lemma
4.25), which forms the main part of the proof.

Proof of Lemma 4.25. Since n1; n2 2 Z3 are fixed and the phase ' is globally Lipschitz,
there are at most � N1 nontrivial choices of m 2 Z. Due to the log-factor in (4.46), it
suffices to prove

sup
m2Z

X
n32Z3

1¹jn3j � N3ºhn123i
�1
hn3i

�21¹j' �mj � 1º . hn12i�1:

By inserting an additional dyadic localization, we obtainX
n32Z3

1¹jn3j � N3ºhn123i
�1
hn3i

�21¹j' �mj � 1º

� N�23

X
N123�1

N�1123

X
n32Z3

1¹jn123j � N123º1¹jn3j � N3º1¹j' �mj � 1º: (A.2)

To simplify the notation, we writeN12 for the dyadic scale of n12 2Z3. Using Lemma
4.17, we have

N�1123N
�2
3

X
n32Z3

1¹jn123j � N123º1¹jn3j � N3º1¹j' �mj � 1º

. N�1123N
�2
3 min.N123; N12; N3/�1 min.N123; N3/3:

We now separate the contributions of the three casesN123�N3,N123�N3,N123�N3.
In the following, we implicitly restrict the sum over N123 to values which are consistent
with jn123j � N123, jn12j � N12, and jn3j � N3 for some n1; n2; n3 2 Z3.

If N123 � N3, then N12 � N3. Thus,X
N123�N3

N�1123N
�2
3 min.N123; N12; N3/�1 min.N123; N3/3

. 1¹N12 � N3º
X

N123�N3

N123N
�2
3 . N�112 :
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If N123 � N3, then N12 . N123 � N3. Thus,X
N123�N3

N�1123N
�2
3 min.N123; N12; N3/�1 min.N123; N3/3 � N�112 :

Finally, if N123 � N3, then N123 � N12 � N3. Thus,X
N123�N3

N�1123N
�2
3 min.N123;N12;N3/�1 min.N123;N3/3 D N�112 N

�2
3 N�13 N 3

3 � N
�1
12 :

This completes the proof.

The resonant quartic sum estimate (Lemma 4.26) is now an easy consequence of the
basic resonance estimate (Lemma 4.25).

Proof of Lemma 4.26. Using Lemma 4.25, we haveX
n1;n22Z3

h� 2Y
jD1

1¹jnj j � Nj º
�
hn12i

2s
hn1i

�2
hn2i

�2

�

�X
m2Z

X
n32Z3

hmi�11¹jn3j � N3ºhn123i
�1
hn3i

�21¹j' �mj � 1º
�2i

. log.2CN3/2
X

n1;n22Z3

h� 2Y
jD1

1¹jnj j � Nj º
�
hn12i

2s�2
hn1i

�2
hn2i

�2
i

. log.2CN3/2 max.N1; N2/2s :

A.5. Quintic counting estimates

Before we turn to the proof of the nonresonant quintic counting estimate, we isolate a
helpful auxiliary lemma.

Lemma A.1 (Frequency scale estimate). Let N1; N2; N1345; N12345 be frequency scales
which can be achieved by frequencies n1; : : : ; n5 2 Z3, i.e., satisfying

1¹jn1j � N1º � 1¹jn2j � N2º � 1¹jn1345j � N1345º � 1¹jn12345j � N12345º 6� 0:

Then
min.N2; N12345/2 min.N1; N1345/

min.N12345; N1345; N2/
. N2 �N12345:

Proof. By using the properties of min and max, we have

min.N2; N12345/min.N1; N1345/
min.N12345; N1345; N2/

.
min.N2; N12345/N1345
min.N12345; N1345; N2/

. max.min.N2; N12345/; N1345/:

Since N1345 . max.N2; N12345/, this yields

min.N2; N12345/2 min.N1; N1345/
min.N12345; N1345; N2/

. min.N2; N12345/ �max.N2; N12345/

D N2N12345:
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Proof of Lemma 4.27. Let m; m0 2 Z be arbitrary. We introduce N12345 and N1345 to
further decompose according to the size of n12345 and n1345. Using the two-ball basic
counting lemma (Lemma 4.17) for the sum over n2 2 Z3 and summing over n1 2 Z3

directly, we obtain

X
n1;:::;n52Z3

h� 5Y
jD1

1¹jnj j � Nj º
�
1¹jn12345j � N12345º1¹jn1345j � N1345º

� hn12345i
2.s�1/

hn1345i
�2ˇ
hn345i

�2
hn34i

�2ˇ
� 5Y
jD1

hnj i
�2
�

� 1¹j �mj � 1º � .1¹j' �m0j � 1º C 1¹jz' �m0j � 1º/
i

. N
2.s�1/
12345 N

�2ˇ
1345 min.N12345; N1345; N2/�1 min.N2; N12345/3

5Y
jD1

N�2j

�

X
n1;n3;n4;n52Z3

� Y
jD1;3;4;5

1¹jnj j � Nj º
�
1¹jn1345j � N1345º

� hn345i
�2
hn34i

�2ˇ1¹j �mj � 1º

. N
2.s�1/
12345 N

�2ˇ
1345 min.N12345; N1345; N2/�1 min.N2; N12345/3 min.N1; N1345/3

5Y
jD1

N�2j

�

X
n3;n4;n52Z3

� 5Y
jD3

1¹jnj j � Nj º
�
hn345i

�2
hn34i

�2ˇ1¹j �mj � 1º:

Using Proposition 4.20 with s D 0 and  D ˇ to bound the remaining sum over n3; n4,
and n5, we obtain a bound of the total contribution by

N
2.s�1/
12345 .N1N2/

�2min.N2; N12345/3 min.N1; N1345/3

min.N12345; N1345; N2/
.N1345 max.N3; N4; N5//�2ˇ :

As long as the contribution is nontrivial, we find that N1345 max.N3; N4; N5/ &
max.N1; N3; N4; N5/. Thus, it remains to prove that

N
2.s�1/
12345 .N1N2/

�2min.N2; N12345/3 min.N1; N1345/3

min.N12345; N1345; N2/
. N

�2�
2 ;

which follows from a short calculation. Indeed, using Lemma A.1, we can estimate the
left-hand side by

N
2.s�1/
12345 .N1N2/

�2min.N2; N12345/3 min.N1; N1345/3

min.N12345; N1345; N2/

. N 2s�1
12345 min.N2; N12345/min.N1; N1345/2N�21 N�12 . N

2s�1C2�
12345 N

�2�
2 :

Due to our condition on s, this is acceptable.

We now prove the double-resonance quintic counting estimate.
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Proof of Lemma 4.29. We also apply a dyadic localization to jn345j � N345 and
jn45j � N45. By paying a factor of log.2 C max.N4; N5//2, it suffices to estimate the
maximum over N345;N45 instead of the sum. We do not require a logarithmic loss in N3,
since N3 � N4; N5 implies that there are only � 1 nontrivial choices for N345. We first
sum over n3 2 Z3 using the two-ball basic counting lemma (Lemma 4.17). We then sum
over n4 2 Z3 using only the dyadic constraint. This yields

N�23 N�24 sup
m2Z3

sup
jn5j�N5

X
n3;n42Z3

h� 4Y
jD3

1¹jnj j � Nj
¯�
1¹jn345j � N345º

� 1¹jn45j � N45ºhn345i
�1
hn45i

�ˇ1¹hn345i ˙3 hn3i ˙4 hn4i ˙5 hn5i 2 Œm;mC 1/º
i

. min.N345; N45; N3/�1 min.N3; N345/3N�1345N
�ˇ
45 N

�2
3 N�24

�

X
n42Z3

1¹jn4j � N4
¯
1¹jn345j � N345º

. min.N345; N45; N3/�1 min.N3; N345/3 min.N4; N45/3N�1345N
�ˇ
45 N

�2
3 N�24 :

Using a minor variant of Lemma A.1, this contribution is bounded by

N
�ˇ
45 N

�1
3 N�24 min.N3; N345/min.N4; N45/2 . max.N4; N45/�ˇ

. max.N4; N5/�ˇ :

A.6. Septic counting estimates

Proof of Lemma 4.31. Using the decay of yV , it suffices to proveX
.nj /j 62P

hnnri
2.s�1/

� X�

.nj /j2P

1¹jn1234567j � N1234567º1¹jn567j � N567º1¹jn4j � N4º

�ˆ.n1; n2; n3/hn4i
�1ˆ.n5; n6; n7/

�2
. log.2CN4/2

�
N
2.s�1=2/
1234567 N

�2.ˇ��/
567 CN

�2.1�sC�/
1234567

�
: (A.3)

The argument relies on two of our previous estimates. Using the cubic sum estimate
(Proposition 4.20), we deduce that for all N123 � 1,

X
n1;n2;n32Z3

1¹jn123j � N123º
� 3Y
jD1

hnj i
�=3
�
ˆ.n1; n2; n3/

2 . N
�2.ˇ��/
123 : (A.4)

Using the basic resonance estimate (Lemma 4.25), we find for all N3 � 1 thatX
n32Z3

1¹jn3j � N3ºhn3i
�1ˆ.n1; n2; n3/ . log.2CN3/hn12i�1hn1i�1hn2i�1: (A.5)

Using the symmetry of ˆ, it remains to consider the following three cases.
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Case 1: j D 4 is unpaired. By first using Cauchy–Schwarz, summing over n4, and then
using (A.4), we obtainX
.nj /j 62P

hnnri
2.s�1/

� X�

.nj /j2P

1¹jn1234567j � N1234567º1¹jn567j � N567º1¹jn4j � N4º

�ˆ.n1; n2; n3/hn4i
�1ˆ.n5; n6; n7/

�2
.

X
.nj /j 62P

h
1¹jnnrj � N1234567ºhnnri

2.s�1/
hn4i

�2
� X�

.nj /j2P

ˆ.n1; n2; n3/
2
�

�

� X�

.nj /j2P

1¹n567 � N567ºˆ.n5; n6; n7/
2
�i

. N
2.s�1=2/
1234567

X
.nj /j 62P^j¤4

� X�

.nj /j2P

ˆ.n1; n2; n3/
2
�

�

� X�

.nj /j2P

1¹n567 � N567ºˆ.n5; n6; n7/
2
�i

D N
2.s�1=2/
1234567

� X
n1;n2;n32Z3

ˆ.n1; n2; n3/
2
�� X
n5;n6;n72Z3

1¹n567�N567ºˆ.n5; n6; n7/
2
�i

. N
2.s�1=2/
1234567 N

�2.ˇ��/
567 :

This contribution is acceptable.

Case 2: .3; 4/ 2 P. We let P0 be the pairing on ¹1; 2; 5; 6; 7º obtained by removing the
pair .3; 4/ from P. We also understand the condition j 62 P0 as a subset of ¹1; 2; 5; 6; 7º.
By first using (A.5) and then Cauchy–Schwarz, we have thatX
.nj /j 62P

hnnri
2.s�1/

� X�

.nj /j2P

1¹jn1234567j � N1234567º1¹jn567j � N567º1¹jn4j � N4º

�ˆ.n1; n2; n3/hn4i
�1ˆ.n5; n6; n7/

�2
. log.2CN4/2N

2.s�1C�/
1234567

�

X
.nj /j 62P0

hnnri
�2�

� X�

.nj /j2P0

1¹jn567j � N567ºhn12i
�1
hn1i

�1
hn2i

�1ˆ.n5; n6; n7/
�2

. log.2CN4/2N
2.s�1C�/
1234567

�

X
.nj /j 62P0

h� X�

.nj /j2P0

hnnri
�2�

�Y
j2P0

hnj i
��=6

�
hn12i

�2
hn1i

�2
hn2i

�2
�

�

� X�

.nj /j2P0

1¹jn567j � N567º
�Y
j2P0

hnj i
�=6
�
ˆ.n5; n6; n7/

2
�i
:

We then use a direct calculation to bound the first inner factor and to estimate the sum over
n5; n6, and n7. The total contribution is bounded by log.2CN4/2N

2.s�1C�/
1234567 N

�2.ˇ��/
567 .

log.2CN4/2N
2.s�1C�/
1234567 , which is acceptable.
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Case 3: .4; 5/ 2 P. We let P0 be the pairing on ¹1; 2; 3; 6; 7º obtained by removing the
pair .4; 5/ from P. We also understand the condition j 62 P0 as a subset of ¹1; 2; 3; 6; 7º.
By first using (A.5) and then Cauchy–Schwarz, we haveX
.nj /j 62P

hnnri
2.s�1/

� X�

.nj /j2P

1¹jn1234567j � N1234567º1¹jn567j � N567º1¹jn4j � N4º

�ˆ.n1; n2; n3/hn4i
�1ˆ.n5; n6; n7/

�2
. log.2CN4/2N

2.s�1C�/
1234567

X
.nj /j 62P0

hnnri
�2�

�

� X�

.nj /j2P0

ˆ.n1; n2; n3/hn67i
�1
hn6i

�1
hn7i

�1
�2
:

Arguing similarly to Case 2, we obtain an upper bound by log.2CN4/2N
2.s�1C�/
1234567 . While

this bound does not contain the gain in N567, it is still acceptable.
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