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Abstract. We prove that the maximal infinite step pro-nilfactor X1 of a minimal dynamical sys-
tem .X; T / is the topological characteristic factor in a certain sense. Namely, we show that by an
almost one-to-one modification of � W X ! X1, the induced open extension �� W X� ! X�1 has
the following property: for x in a dense Gı subset of X�, the orbit closure Lx D O..x; : : : ; x/;

T � T 2 � � � � � T d / is .��/.d/-saturated, i.e., Lx D ..��/.d//�1.��/.d/.Lx/. Using results
derived from the above fact, we are able to answer several open questions: (1) if .X; T k/ is min-
imal for some k � 2, then for any d 2 N and any 0 � j < k there is a sequence ¹ni º of Z with
ni � j .mod k/ such that T ni x! x;T 2ni x! x; : : : ;T dni x! x for x in a denseGı subset ofX ;
(2) if .X;T / is totally minimal, then ¹T n

2
x W n 2 Zº is dense in X for x in a dense Gı subset of X ;

(3) for any d 2 N and any minimal t.d.s. which is an open extension of its maximal distal factor,
RPŒd� D APŒd�, where the former is the regionally proximal relation of order d and the latter is the
regionally proximal relation of order d along arithmetic progressions.

Keywords. Multiple recurrence, maximal equicontinuous factor

1. Introduction

In this introductory section we will provide some background related to the notion of
a characteristic factor of a topological dynamical system, present some open questions,
state our main results, and finally explain the main ideas of the proofs. In the paper, Z is
the set of integers and N D ¹1; 2; : : :º is the set of positive integers.
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1.1. Backgrounds

1.1.1. Characteristic factors. A connection between ergodic theory and additive combi-
natorics was established in the 1970’s with Furstenberg’s elegant proof of Szemerédi’s
theorem via ergodic theory. Furstenberg [18] proved Szemerédi’s theorem by means of
the following theorem: Let T be a measure preserving transformation (m.p.t. for short)
on the Borel probability space .X;X; �/. Then for every d � 1 and A 2 X with positive
measure,

lim inf
N!1

1

N

N�1X
nD0

�.A \ T �nA \ T �2nA \ � � � \ T �dnA/ > 0: (1.1)

In view of this theorem it is natural to ask about the convergence of these averages; or
more generally, about the convergence, either in L2.X; �/ or pointwise, of the multiple
ergodic averages

1

N

N�1X
nD0

f1.T
nx/ � � � fd .T

dnx/; (1.2)

where f1; : : : ; fd 2 L1.X; �/. After nearly 30 years’ efforts of many researchers, this
problem (for L2 convergence) was finally solved in [28, 43].

In the study of the averages (1.2), the idea of characteristic factors plays an important
role. For the origin of these ideas and this terminology, see [18, 21]. To be more precise,
let .X;X;�;T / be a measure preserving system (m.p.s.) and .Y;Y; �;T / be a factor ofX .
For d � 1, we say that Y is a characteristic factor of X if for all f1; : : : ; fd 2 L1.X;�/,

1

N

N�1X
nD0

f1.T
nx/ � � � fd .T

dnx/ �
1

N

N�1X
nD0

E.f1jY/.T
nx/ � � �E.fd jY/.T

dnx/! 0

in L2.X; �/.
Finding a good characteristic factor for certain schemes of averages often yields a

useful reduction of the problem of evaluating their limit behavior. For example, Fursten-
berg [18] proved that for each d � 2, the .d � 1/-step measurable distal factor (in the
structure theorem of an ergodic m.p.s.) is a characteristic factor for (1.2). The result in
[28, 43] improves the result of Furstenberg significantly, i.e., they show that for each
d � 2, a .d � 1/-step pro-nilsystem is a characteristic factor for (1.2).

By a topological dynamical system .X; T / (t.d.s. for short) we mean a homeomor-
phism T from a compact metric space X to itself. A counterpart of the notion of char-
acteristic factors in a t.d.s. was first studied in 1994 by Glasner [23]. There, the author
studied the characteristic factors for the transformation �d D T � T 2 � � � � � T d in the
sense of saturation: Let � WX ! Y be a map between two setsX and Y . A subset L ofX
is called �-saturated if ¹x 2 L W ��1.�.x// � Lº D L, i.e., L D ��1.�.L//. Given a
factor map � W .X;T /! .Y; T / and d � 2, the t.d.s. .Y; T / is said to be a d -step topolog-
ical characteristic factor . for �d / of .X; T / if there exists a dense Gı subset� of X such
that for each x 2 � the orbit closure Lx D O..x; : : : ; x/; �d / is � � � � � � � (d times)
saturated.
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In [23], it was shown that for minimal systems, up to a canonically defined proximal
extension, a characteristic family for �d is the family of canonical PI flows of class d � 1.
In particular, if .X; T / is distal, then its largest class d � 1 distal factor (in the structure
theorem of Furstenberg [17]) is its topological characteristic factor for �d . Moreover, if
.X; T / is weakly mixing, then the trivial system is its topological characteristic factor.

As in the ergodic situation, in topological dynamics one expects that the largest class
of d � 1 distal factor can be replaced by the .d � 1/-step pro-nilfactor. So, based on
the result of [23] and the parallelism between ergodic theory and topological dynamical
systems, one naturally asks:

Question 1. Assume that .X; T / is a minimal t.d.s. and d � 2. Is it true that its maximal
.d � 1/-step pro-nilfactor is a topological characteristic factor for �d?

1.1.2. Odd recurrence. It is easy to see that one consequence of (1.1) is the following
multiple ergodic recurrence theorem (MERT for short): if .X;X; �; T / is a m.p.s., then
for each d � 1 and A 2 X with �.A/ > 0 there is n 2 N such that

�.A \ T �nA \ � � � \ T �dnA/ > 0: (1.3)

As an immediate application of MERT, if .X;T / is minimal then for each d � 1 and each
non-empty open subset U of X , there is n 2 N such that

U \ T �nU \ � � � \ T �dnU 6D ;: (1.4)

We will refer to this property as the topological multiple recurrence theorem (TMRT, for
short). For topological proofs of the TMRT see [2, 4, 19, 20]. It is easy to see that TMRT
is equivalent to the following statement: if .X; T / is minimal and d � 1, then there is a
dense Gı subset � of X such that for each x 2 � there is an increasing sequence ¹niº
in N with

T nix ! x; T 2nix ! x; : : : ; T dnix ! x: (1.5)

We note that TMRT, or (1.5), is also equivalent to the well known van der Waerden
theorem: if r � 1 and N D N1 [ � � � [Nr then one of the setsNi contains arbitrarily long
arithmetic progressions.

There are several ways in which one can generalize (1.3) and (1.4). The first one is to
extend these properties to nilpotent group actions (there are counterexamples for solvable
groups [3]). For this type of results we refer to [2, 33, 34] and the references therein.

Another way is to restrict n to a particular congruence class: n� j .mod k/ for a given
k � 2 and 0 � j < k; or to other subsets of N, for example to the set of primes. Host and
Kra [27] (for d � 3) and Frantzikinakis [14, Corollary 6.5] (for the general d ) showed
that if .X;X; �; T / is a m.p.s. and T k is ergodic for some k � 2, then for any d � 1, any
A 2 X with �.A/ > 0 and any 0 � j < k, we have �.A \ T �nA \ � � � \ T �dnA/ > 0
for some n � j .mod k/.

In view of the results of Host, Kra and Frantzikinakis the following well known ques-
tion has been open till now.
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Question 2. Let .X; T k/ be minimal for some k � 2 and let d � 1. Is it true that for any
non-empty open subset U of X and 0 � j < k one has

U \ T �nU \ � � � \ T �dnU 6D ; (1.6)

for some n � j .mod k/?

Since the fact that .X; T k/ is minimal for some k � 2 does not imply that there is
a Borel invariant probability measure � with .X;X; T k ; �/ ergodic, Question 2 cannot
be answered by using ergodic results. We remark that if .X; T / is minimal and weakly
mixing then Question 2 has an affirmative answer [23, 32].

1.1.3. Density problems. In ergodic theory there are many results stating that the time
averages are equal to the spatial averages under various ergodicity assumptions. For exam-
ple, the von Neumann mean ergodic theorem tells us that if .X;X; �; T / is ergodic, then
for each f 2 L2.X; �/, one has 1

N

PN
nD1 f .T

nx/!
R
f d� in L2.X; �/ as N !1.

The corresponding topological statement is the following: if .X; T / is a transitive t.d.s.,
then there is a dense Gı subset � of X such that each x 2 � has a dense orbit.

Furstenberg [19] (for L2) and Bourgain [6] (pointwise for general p) have shown
that if .X;X; �; T / is totally ergodic, then for each f 2 Lp.X; �/ with p > 1 and each
non-constant integral polynomial P.n/, we have

1

N

NX
nD1

f .T P.n//x !

Z
f d� in Lp.X; �/: (1.7)

As not every minimal t.d.s. admits a totally ergodic measure, the following question
is natural.

Question 3. Let .X; T / be totally minimal and P.n/ be a non-constant integral polyno-
mial. Is it true that ¹T P.n/x W n 2 Zº is dense in X for x in a dense Gı subset of X?

We note that the total minimality assumption is necessary for the above question. Let
X be a periodic orbit of period 3; then .X; T 2/ is minimal but it is easy to check that
¹T n

2
x W n 2 Zº is not dense in X for any x 2 X .

A more challenging problem is whether one can replace the polynomial times by the
set of primes in the above question. A convergence similar to (1.7) has been proved to be
true in ergodic theory due to Vinogradov [41]: under the total ergodicity assumption, for
all f 2 L2.X; �/,

lim
N!1

1

�.N /

X
p�N;p prime

T pf D

Z
f d� in L2.X; �/;

where �.N/ denotes the number of primes less than or equal to N . See [5, 15] for more
information.

1.1.4. Regionally proximal relations of higher order. Finally, we proceed to give the
background of the last problem.
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The notion of the regionally proximal relation RPŒ1� is an important tool in the study
of a t.d.s. For a minimal t.d.s., when the acting group is amenable, it is known that it is a
closed equivalence relation and that X=RPŒ1� is the maximal equicontinuous factor [35].
In [28] Host and Kra introduced very useful new tools, like the so-called Gowers–Host–
Kra seminorms, the G Œd�-actions (d � 1) etc., to construct a (pro-nilsystem) factor Zd�1,
and to show that it is the characteristic factor for the averages (1.2).

To get the corresponding factors in a t.d.s., in the pioneering work [29] Host, Kra
and Maass introduced the notion of the regionally proximal relation of order d (d � 1),
denoted by RPŒd�, and proved that for a minimal distal Z-system, RPŒd� is an equivalence
relation and X=RPŒd� is a pro-nilsystem of order d . Later, Shao and Ye [37] showed that
RPŒd� is an equivalence relation for arbitrary minimal systems of abelian groups. See
Glasner, Gutman and Ye [25] for the case of general group actions.

In [29] the authors study RPŒd� through the so-called dynamical parallelepiped of
dimension d , QŒdC1�.X/. Since the average in (1.2) is only related to �d , it is natural
to define a kind of regionally proximal relation of higher order, by using �d directly. In
[26] the authors followed this direction by introducing a notion, called regionally prox-
imal relation of order d along arithmetic progressions, denoted by APŒd�. Among other
things, the authors proved that under some additional assumptions, for a uniquely ergodic
minimal distal system, one has RPŒd� D APŒd� for every d � 1. They posed the following
conjecture:

Conjecture 1.1 of [26]. Let .X; T / be a minimal distal system. Then RPŒd� D APŒd� for
d � 1.

1.2. The main results

In this subsection we state our main results. For a minimal t.d.s. .X; T / and d � 1 we use
RPŒd� to denote the regionally proximal relation of order d , and set RPŒ1�D

T
d�1RPŒd�:

Let Xd D X=RPŒd� for d 2 N [ ¹1º. Then X1 is the maximal equicontinuous factor
of X .

The following theorem says that for a minimal t.d.s. and d � 2, up to almost one-
to-one extensions, its maximal .d � 1/-step pro-nilfactor is a topological characteristic
factor for �d .

Theorem A. Let .X;T / be a minimal t.d.s. andX1 be the maximal1-step pro-nilfactor
of X , and let � W X ! X1 be the factor map. Then there are minimal t.d.s. X� and X�1
which are almost one-to-one extensions of X and X1 respectively, and a commuting
diagram below such that X�1 is a d -step topological characteristic factor of X� for all
d � 2.

X
��

 ����� X�??y� ??y��
X1

��

 ����� X�1
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Using Theorem A, we can show that if a minimal t.d.s. .X; T / is an open extension
of its maximal distal factor, then for each d � 2, the d -step topological characteristic
factor of X is Xd�1 D X=RPŒd�1� (Theorem 4.3). This fact emphasizes the analogy
with the ergodic situation. We point out that the number d � 1 is the sharp result, since
T nix ! x; : : : ; T .d�1/nix ! x and T dnix ! y for some y implies .x; y/ 2 RPŒd�1�

(see Lemma 2.9).
Moreover, Theorem A answers Question 1 in the best possible way. This is so because

in structure theorems of a general minimal t.d.s. .X;T / there may appear proximal exten-
sions (in one sense or another), Theorem A is the best result we can expect, meaning that
the almost one-to-one modifications are actually needed. One may find an example of a
minimal t.d.s. .X; T / which is an almost one-to-one extension of an equicontinuous t.d.s.
.Z; T /, and yet .Z; T / is not a characteristic factor for T � T 2 [23, 42].

Assume that .X; T / is minimal and x 2 X . The orbit closure of .x; : : : ; x/ under the
action h�d ; �d i is denoted by Nd .X; T; x/, where

�d .T / D T � T
2
� � � � � T d and �d .T / D T

.d/
D T � � � � � T:

It is easy to see that Nd .X; T; x/ is independent of x, so Nd .X; T; x/ will be denoted by
Nd .X; T / or Nd .T / or Nd .X/. A basic result proved by Glasner [23] is that Nd .X/ is
minimal under the h�d ; �d i action. We note that the minimality ofNd .X/ implies van der
Waerden’s theorem; see [24, Theorem 1.56].

We further investigate the dynamical properties of Nd .X/, and one consequence of
this study, Theorem C, will be used in proving Theorems D and E.

Theorem B. Let .X; T / be a minimal t.d.s. and d � 1. Then the maximal equicontinu-
ous factor of .Nd .X; T /; h�d ; �d i/ is .Nd .X1; T /; h�d ; �d i/, where as above X1 is the
maximal equicontinuous factor of .X; T /.

In fact, we will show more: see Theorems 5.7 and 5.8. Namely, it is proved that for
each d; k 2 N, the maximal k-step pro-nilfactor of Nd .X/ is the same as the one of
Nd .X1/, and that there is a dense Gı set � � X such that for each x 2 �, the maximal
k-step pro-nilfactor of O.x.d/; �d / is the same as the one of O..�1x/

.d/; �d /, where
�1 W X ! X1 is the canonical factor map. Applying Theorem B we obtain

Theorem C. Let .X; T / be a minimal t.d.s. and k � 2. Then .X; T k/ is minimal if and
only if Nd .X; T / D Nd .X; T k/ for each d � 1.

As applications of these results we get an affirmative answer to Question 2 and state
it in its equivalent form:

Theorem D. Let .X; T k/ be minimal for some k � 2. Then for any d � 1 and any 0 �
j < k there is a sequence ¹niº �Z with ni � j .mod k/ such that T nix! x;T 2nix! x;

: : : ; T dnix ! x for x in a dense Gı subset of X .

It is shown in [18] that if r 2 N and N D N1 [ � � � [ Nr , then there is i such that
Ni contains a piecewise syndetic set. Then the orbit closure of the characteristic function
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1Ni 2 ¹0;1º
N contains a point! which is not .0;0; : : :/, and such that each word appearing

in ! appears syndetically. If in addition there is some k � 2 such that each word appearing
in ! also appears in position nk C 1 for some n 2 N, then we say that the partition
N D N1 [ � � � [Nr is irreducible of type k.

Using this terminology Theorem D can be restated as follows:
If N D N1 [ � � � [Nr is an irreducible partition of type k, then there is an i such that

for each l 2 N and 0 � j < k there are a; b 2 N with a; a C b; : : : ; a C lb 2 Ni and
b � j .mod k/.

The following is an affirmative answer to Question 3 for polynomials of degree 2.

Theorem E. Let .X; T / be a totally minimal t.d.s., and P.n/ D an2 C bn C c be an
integral polynomial with a 6D 0. Then there is a dense Gı subset � of X such that for
every x 2 �, the set ¹T P.n/.x/ W n 2 Zº is dense in X .

We note that Theorems D and E cannot be obtained by using ergodic results, since
.X; T k/minimal for some k � 2 does not imply that there is a Borel invariant probability
measure � with .X;X; T k ; �/ ergodic.

Finally, we confirm Conjecture 1.1 of [26]. In fact, we show more:

Theorem F. Let .X; T / be a minimal t.d.s. which is an open extension of its maximal
distal factor. Then for any d � 1, APŒd� D RPŒd�.

We remark that Theorem F is sharp in some sense; see Conjecture 4 in the last section.

1.3. The main ideas of the proofs

We start from the proof of Theorem A. In a deep sense Theorem A is similar to the
ergodic case: one wants to reduce questions regarding the �d -action from a general system
(meaning ergodic m.p.s. or minimal t.d.s.) to the same questions in a pro-nilsystem.

Now unlike the ergodic situation where the structure theorem for ergodic systems
involves only two kinds of extensions, namely isometric and weakly mixing extensions,
in the structure theorem of the general minimal t.d.s. [11,40], proximal extensions (which
in general need not be open) necessarily appear. This fact causes great difficulties when
one wants to apply this structure theorem. To overcome these difficulties, we slightly
modify the structure by introducing various kinds of auxiliary extensions. If all we need
is openness of the maps then the price we pay is the introduction of an auxiliary almost
one-to-one modification of the original extension. Fortunately, such a modification exists
in a canonical way by the classical construction called the O-diagram.

The second difficulty we face is more essential: there are no tools like Gowers–Host–
Kra seminorms or the van der Corput lemma in topological dynamics, whereas these tools
are frequently used in [28]. The two main ingredients we use instead are: a simplified
version of a construction used by Glasner [23], and the characterizations of the region-
ally proximal relation of order d obtained by Huang, Shao and Ye [30], which involves
Poincaré and Birkhoff sets, introduced by Furstenberg [18], and their higher order ver-
sions by Frantzikinakis, Lesigne and Wierdl [16].
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Once we have these tools, the real difficulty is in checking one specific condition in
the construction. Namely, we need to verify that ifO is a relatively open subset ofNd .X/,
then the orbit closure ofO under the �d -action is “saturated” in the sense that if it contains
some point in a fiber, then it already contains the full fiber (see Lemma 4.1). In trying to do
this for a while, we realized that this can be done only when all the generators of the group
h�d ; �d i are used. For example, when d D 3 and h�3; �3i D hT � T � T; T � T 2 � T 3i,
in the proof we have to use the generators

¹id � T � T 2; �3º; ¹T � id � T �1; �3º; ¹T 2 � T � id; �3º:

In previous works we never expected that the last two generators may become useful. The
idea to use all the generators is crucial in the current paper, and we also believe that this
phenomenon will become useful in other settings as well.

Now we turn to the proof of Theorem B. By Theorem A, it is relatively easy to see
that the maximal equicontinuous factor of Nd .X/ is the same as the one of Nd .X1/.
So, it remains to show this for the higher order pro-nilsystems. This is done by using
Glasner’s result (Lemma 3.4), a recent result proved by Qiu and Zhao (Lemma 2.10), and
Lemma 2.9.

Theorem C is obtained as an application of Theorem B, together with a result for
equicontinuous systems (Proposition 5.10), and a discussion of the decomposition for
minimal t.d.s. under the iterations of T .

With the preparations we have outlined so far it is not hard to get Theorems D–F,
except that we need to develop a tool in order to switch results for Nd .X/ under the
h�d ; �d i action to Nd .X/ under the �d action. We provide such a tool in Lemma 6.1.

To finish, we note that Theorem A opens a window for the possibility to explore some
further natural questions which we will discuss in the last section of this paper.

1.4. The organization of the paper

In Section 2, we present some preliminaries. In Section 3 we provide the two main tools
for the proof of Theorem A. Section 4 is devoted to proving Theorem A. The proofs for
Theorems B and C are expounded in Section 5. In Section 6 we give some applications of
Theorems B and C; more specifically, we prove Theorems D–F there. Some open ques-
tions are discussed in the final section.

2. Preliminaries

In this section we give some necessary notions and some known facts which we will use
later.

2.1. General topological dynamics

A topological dynamical system (t.d.s. for short) is a triple X D .X; �;…/, where X is a
compact Hausdorff space, � is a Hausdorff topological group and … W � � X ! X is a
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continuous map such that ….e; x/ D x and ….s;….t; x// D….st; x/, where e is the unit
of � , s; t 2 � and x 2 X . We shall fix � and suppress the action symbol. Thus for x 2 X
and t 2 � , write tx for ….t; x/.

We always assume that X is a compact metric space with metric �.�; �/, and � is a
discrete countable group. When � D Z, we will write the t.d.s. as .X; T / with T being a
homeomorphism on X . So in this notation � D ¹T n W n 2 Zº.

Let .X;�/ be a t.d.s. and x 2 X . Then O.x;�/D ¹gx W g 2 �º denotes the orbit of x,
which is also denoted by �x. We usually denote the closure of O.x;�/ by O.x;�/, or �x.
For A � X , the orbit of A is given by O.A; �/ D ¹tx W x 2 A; t 2 �º, and O.A; �/ D

O.A; �/.
A subset A�X is called invariant (or �-invariant) if ga � A for all a 2 A and g 2 � .

When Y �X is a closed and invariant subset of the system .X;�/, we say that the system
.Y; �/ is a subsystem of .X;�/. If .X;�/ and .Y; �/ are two t.d.s., their product system is
the system .X � Y; �/, where g.x; y/ D .gx; gy/ for any g 2 � and x; y 2 X .

A t.d.s. .X; �/ is called minimal if X contains no proper non-empty closed invariant
subsets. It is easy to verify that a t.d.s. is minimal if and only if every orbit is dense. In a
general system .X; �/ we say that a point x 2 X is minimal if .O.x; �/; �/ is minimal.

A factor map � W X ! Y between the t.d.s. .X; �/ and .Y; �/ is a continuous onto
map which intertwines the actions; we say that .Y;�/ is a factor of .X;�/ and that .X;�/
is an extension of .Y; �/. The systems are said to be isomorphic if � is bijective. Let
� W .X; �/! .Y; �/ be a factor map. Then

R� D ¹.x1; x2/ W �.x1/ D �.x2/º

is a closed invariant equivalence relation, and Y D X=R� .
Let X; Y be compact metric spaces and T W X ! Y be a map. For n � 2 let

T .n/ D T � � � � � T„ ƒ‚ …
n times

W Xn ! Y n:

Thus we write .Xn; T .n// for the n-fold product system .X � � � � �X; T � � � � � T /. The
diagonal of Xn is

�n.X/ D ¹.x; : : : ; x/ 2 X
n
W x 2 Xº:

When n D 2 we write �.X/ D �2.X/.

2.2. Proximal, distal and regionally proximal relations

Let .X;�/ be a t.d.s. Fix .x; y/ 2 X2. It is a proximal pair if lim infg2� �.gx; gy/ D 0; it
is a distal pair if it is not proximal. Denote by P.X;�/ the set of proximal pairs of .X;�/.
It is also called the proximal relation. A well known theorem of Auslander–Ellis states
that for a t.d.s. .X; �/, any x 2 X is proximal to some minimal point y in O.x; �/ (see
e.g. [19, Theorem 8.7]).

A t.d.s. .X; �/ is equicontinuous if for every " > 0 there exists ı > 0 such that
�.x; y/ < ı implies �.gx; gy/ < " for every g 2 � . It is distal if P.X; �/ D �.X/.
Any equicontinuous system is distal.
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Let Sdistal (respectively Seq) be the smallest closed invariant equivalence relation S
on X for which the factor X=S is a distal (respectively equicontinuous) system. The
equivalence relation Sdistal (resp. Seq/ is called the distal (resp. equicontinuous/ structure
relation of X . It is well known that Sdistal is the smallest closed invariant equivalence
relation on X which includes P.X/ and X=Sdistal is the largest distal factor of X (see e.g.
[9, Chapter V, (1.5)]).

In the study of t.d.s., one of the first problems was to characterize Seq. A natural can-
didate for Seq is the so-called regionally proximal relation RP.X/ introduced by Ellis
and Gottschalk [12]. Let .X; �/ be a minimal t.d.s. The regionally proximal relation
RP.X; �/ is defined as: .x; y/ 2 RP.X; �/ if for any " > 0 and for any neighborhood
U � V of .x; y/ there are .x0; y0/ 2 U � V and g 2 � such that �.gx0; gy0/ < ". It is well
known that RP.X; �/ is an invariant closed relation and this relation defines the maximal
equicontinuous factor Xeq D X=Seq of .X; �/ (see e.g. [9, Chapter V, (1.6)]).

It is a difficult problem to find conditions under which RP.X/ is an equivalence rela-
tion (i.e., RP.X/ D Seq). Starting with Veech [38], various authors, including Peterson,
Ellis–Keynes [13], McMahon [35] and Bronstein [7], came up with various sufficient con-
ditions for RP.X/ to be an equivalence relation. What we will use is the following result
(see e.g. [9, Chapter V, (1.17), (2.12)]).

Theorem 2.1. Let .X; �/ be a minimal t.d.s., where � is an amenable group. Then we
have the following statements:

(1) RP.X/ is an invariant closed equivalence relation which induces the maximal equi-
continuous factor Xeq.

(2) If .Y; �/ is a factor of .X; �/ and we let � W X ! Y be a factor map, then

� � �.RP.X; �// D RP.Y; �/:

An extension � W X ! Y is said to be proximal if R� � P.X/. The following lemma
is well known (see e.g. [9, Chapter V, (1.17), (2.9)]).

Lemma 2.2. Let �i W .Xi ; �/! .Yi ; �/ be proximal extensions for 1 � i � n: Then

nY
iD1

�i D �1 � � � � � �n W
� nY
iD1

Xi ; �
�
!

� nY
iD1

Yi ; �
�

is proximal.

2.3. RPŒd� and APŒd�

If n D .n1; : : : ; nd / 2 Zd and " 2 ¹0; 1ºd , we define

n � " D
dX
iD1

ni"i :

For a t.d.s. .X; T /, Host, Kra and Maass [29] introduced the following definition.
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Definition 2.3. Let .X; T / be a t.d.s. and let d 2 N. The points x; y 2 X are said to
be regionally proximal of order d if for any ı > 0, there exist x0; y0 2 X and a vector
n D .n1; : : : ; nd / 2 Zd such that �.x; x0/ < ı; �.y; y0/ < ı, and

�.T n�"x0; T n�"y0/ < ı for any " 2 ¹0; 1ºd n ¹0º;

where 0D .0; : : : ; 0/ 2 ¹0; 1ºd . The set of regionally proximal pairs of order d is denoted
by RPŒd� (or by RPŒd�.X; T / in case of ambiguity), and is called the regionally proximal
relation of order d .

Similarly we can define RPŒd�.X; �/ for a system .X; �/ with abelian group � . We
note that RPŒ1� D RP. The regionally proximal relation of order d was introduced by
Host, Kra and Maass [29]. It is easy to see that RPŒd� is a closed and invariant relation.
Observe that

P.X/ � � � � � RPŒdC1� � RPŒd� � � � � � RPŒ2� � RPŒ1� D RP:

Definition 2.4. LetG be a group. ForA;B �G, we write ŒA;B� for the subgroup spanned
by ¹Œa;b�D aba�1b�1 W a 2A;b 2Bº. The commutator subgroupsGj , j � 1, are defined
inductively by setting G1 D G and GjC1 D ŒGj ;G�. Let d � 1 be an integer. We say that
G is d -step nilpotent if GdC1 is the trivial subgroup.

Let G be a d -step nilpotent Lie group and ƒ be a discrete cocompact subgroup of G.
The compact manifold X D G=ƒ is called a d -step nilmanifold. The group G acts on X
by left translations and we write this action as .g; x/ 7! gx. The Haar measure � of X
is the unique probability measure on X invariant under this action. Let � 2 G and T be
the transformation x 7! �x of X . Then .X;�; T / is called a d -step nilsystem. An inverse
limit of d -step nilsystems is called a d -step pro-nilsystem or a system of order d .

Host, Kra and Maass [29] showed that if a t.d.s. .X; T / is minimal and distal then
RPŒd� is an equivalence relation, and a very deep result stating that .X=RPŒd�; T / is the
maximal d -step pro-nilfactor of the system. Shao and Ye [37] showed that all these results
in fact hold for arbitrarily minimal t.d.s. of abelian group actions. See Glasner, Gutman
and Ye [25] for similar results regarding general group actions.

The following theorems proved in [29] (for minimal distal systems) and in [37] (for
general minimal t.d.s.) give us conditions under which the pair .x; y/ belongs to RPŒd�

and the relation between RPŒd� and d -step pro-nilsystems. We state them for Z-actions
and they hold for minimal t.d.s. under abelian group actions.

Theorem 2.5. Let .X; T / be a minimal t.d.s. and let d � 1 be an integer. Then

(1) RPŒd� is an equivalence relation.

(2) .X; T / is a d -step pro-nilsystem if and only if RPŒd� D �.X/.

Theorem 2.6. Let � W .X; T /! .Y; S/ be a factor map between minimal t.d.s. and let
d � 1 be an integer. Then:

(1) � � �.RPŒd�.X; T // D RPŒd�.Y; S/.
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(2) .Y; T / is a d -step pro-nilsystem if and only if RPŒd�.X; T / � R� .

In particular, the quotient of .X; T / under RPŒd�.X; T / is the maximal d -step pro-nilfac-
tor of X .i.e., the maximal factor which is a d -step pro-nilsystem/.

Let Xd D X=RPŒd�.X; T / and �d W .X; T /! .Xd ; T / be the factor map. The sys-
tem X0 is the trivial system and the system X1 is the maximal equicontinuous factor Xeq.

The following lemma is an easy consequence of the definition.

Lemma 2.7. Let .X; T / be a t.d.s. and d 2 N. Then

RPŒd�.X; T / D RPŒd�.X; T n/; 8n 2 N:

Proof. Let d; n 2 N. It is clear that RPŒd�.X; T n/ � RPŒd�.X; T /. Now we show the
opposite inclusion.

Let .x; y/ 2 RPŒd�.X; T / and ı > 0. There is ı0 > 0 such that if �.x1; x2/ < ı0 then
�.T jx1; T

jx2/ < ı for all j 2 ¹1; : : : ; dnº. Now since .x; y/ 2 RPŒd�.X; T /, there exist
x0; y0 2 X and a vector n0 D .n01; : : : ; n

0
d
/ 2 Zd such that �.x; x0/; �.y; y0/ < ı0, and

�.T n0�"x0; T n0�"y0/ < ı0 for any " 2 ¹0; 1ºd n ¹0º:

Thus by the choice of ı0, one has

�.T n0�"Cjx0; T n0�"Cjy0/ < ı for any " 2 ¹0; 1ºd n ¹0º and 1 � j � dn:

Let nk D n0k C jk � 0 .mod n/, where 0 � jk � n � 1 for k D 1; : : : ; d . Note that

n0 � " � n � " � n0 � "C dn:

It follows that
�.T n�"x0; T n�"y0/ < ı for any " 2 ¹0; 1ºd n ¹0º:

Since nk � 0 .mod n/ for all k D 1; : : : ; d , we have .x; y/ 2 RPŒd�.X; T n/.

Now we give the definition of APŒd�.

Definition 2.8. Let .X;T / be a t.d.s. and d 2 N. We say that .x; y/ 2 X �X is a region-
ally proximal pair of order d along arithmetic progressions if for each ı > 0 there exist
x0; y0 2 X and n 2 Z such that �.x; x0/; �.y; y0/ < ı and

�.T inx0; T iny0/ < ı for each 1 � i � d:

The set of all such pairs is denoted by APŒd�.X;T / or APŒd�.X/ and called the region-
ally proximal relation of order d along arithmetic progressions.

It follows easily that APŒd�.X; T / � RPŒd�.X; T / for each d 2 N. The following
simple observation will be used in the sequel. Let .X; T / be a t.d.s., x 2 X , and d 2 N.
Set x.d/ D .x; : : : ; x/ 2 Xd .
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Lemma 2.9. Let .X; T / be a minimal t.d.s. Then for each d � 3, .x.d�1/; y/ 2 Nd .X/
for some x; y 2 X implies that

.x; y/ 2 APŒd�2�.X; T / � RPŒd�2�.X; T /:

Moreover, for d �3 and x2X , the conditions T nix!x; : : : ; T .d�1/nix!x;T dnix!y

for some y imply that .x; y/ 2 APŒd�1�.X; T / � RPŒd�1�.X; T /.

2.4. 1-step nilsystems

For any minimal t.d.s. .X; T /, RPŒ1� D
T1
dD1 RPŒd� is a closed invariant equivalence

relation (we write RPŒ1�.X;T / in case of ambiguity). The following notion first appeared
in [10].

A minimal t.d.s. .X; T / is an 1-step pro-nilsystem, or a system of order 1, if the
equivalence relation RPŒ1� is trivial, i.e., coincides with the diagonal. Similarly, one can
show that the quotient of a minimal t.d.s. .X; T / under RPŒ1� is the maximal 1-step
pro-nilfactor of .X; T /.

Let .X; T / be a minimal t.d.s. It is easy to see that if .X; T / is an inverse limit of
minimal nilsystems, then .X; T / is an 1-step pro-nilsystem. Conversely, if .X; T / is a
minimal1-step pro-nilsystem, i.e., RPŒ1�D�.X/, then .X;T /D lim

 �
.Xd ;T /d2N since

�.X/DRPŒ1� D
T
d�1RPŒd�. In fact, a minimal t.d.s. is an1-step pro-nilsystem if and

only if it is an inverse limit of minimal nilsystems [10].
Since minimal pro-nilsystems are uniquely ergodic, it is easy to see that minimal1-

step pro-nilsystems are also uniquely ergodic.

2.5. Furstenberg’s tower for minimal distal systems

Let � W .X; �/! .Y; �/ be a factor map. We define the notion of regionally proximal
relation relative to � (denoted by RP�.X/ or RP� ) as follows: .x; y/ 2 RP� if for any
neighborhood U � V of .x; y/ and any " > 0 there are .x0; y0/ 2 U � V with �.x0/ D
�.y0/ and g 2� such that �.gx0;gy0/ < ". Thus for .Y;�/ the trivial one-point system, we
retrieve the regionally proximal relation. We say that � is an equicontinuous or isometric
extension if for any " > 0 there exists ı > 0 such that �.x1/ D �.x2/ and �.x1; x2/ < ı
imply �.gx1; gx2/ < " for any g 2 � . A factor map � is equicontinuous if and only if
RP�.X/ D �.X/.

Furstenberg’s structure theorem for minimal distal systems [17] says that any minimal
distal system can be constructed by equicontinuous extensions. Furstenberg showed that if
� W X ! Y is a factor map with .X;�/minimal and distal, then RP� is a closed invariant
equivalence relation and X=RP� the largest equicontinuous extension of Y within X .
This gives a structure theorem for minimal distal systems: For every minimal distal system
.X; �/ there is an ordinal � (which is countable when X is metrizable) and a family
¹.Fn; �/ºn�� of systems such that

(i) F0 is a one-point trivial system,
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(ii) for every n < � there exists a homomorphism �nC1 W FnC1 ! Fn which is equicon-
tinuous,

(iii) for a limit ordinal � � � the system F� is the inverse limit of the systems ¹F�º�<� ,

(iv) F� D X .

Altogether, we have

F0
�1
 � F1

�2
 � � � �

�n
 � Fn

�nC1
 ��� FnC1  � � �  F� D X: (2.1)

(2.1) is referred to as the Furstenberg tower. Note that in (2.1) for each n < �, the system
.FnC1; �/ can be chosen to be the largest equicontinuous extension of Fn within X . That
is, if we let  n W X ! Fn be the factor map, then FnC1 D Fn=RP n for n < �, and we
have

X

 n

  

 nC1

||

FnC1
�nC1

// Fn

We call Fn the largest distal factor of order n.
An interesting result proved by Qiu and Zhao [36, Section 6] is that Fn D Xn D

X=RPŒn� for pro-nilsystems.

Lemma 2.10. Let k; d 2 N with k � d and .X; T / be a minimal d -step pro-nilsystem.
Then Xk D X=RPŒk� coincides with Fk for 1 � k � d .

By Lemma 2.10, we have

Lemma 2.11. Let .X; T / be a minimal t.d.s. and n � 1. Then XnC1 is an equicontinuous
extension of Xn.

We remark that a simple argument shows the following result.

Proposition 2.12. Let .X; T / be a minimal t.d.s. and n 2 N. Then Xn D X=RPŒn� is a
factor of Fn, the largest distal factor of order n.

Proof. We use induction on n 2N. When nD 1, we have RPŒ1�.X/D RP.X/ and X1 D
X=RPŒ1�.X/ D X=RP.X/ D F1. Now we assume that Xn is a factor of Fn for n 2 N.
Let  n W X ! Fn and �n W X ! Xn be the corresponding factor maps:

X

�n

  

 n

~~

Fn // Xn

This induces the factor map

� W FnC1 D X=RP n.X/! X 0nC1 D X=RP�n.X/:
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Note X 0nC1 is the largest equicontinuous extension of Xn within X . As XnC1 is an
equicontinuous extension of Xn within X , it follows that XnC1 is a factor of X 0nC1. Thus
XnC1 is a factor of FnC1. The proof is complete.

2.6. Some properties of Nd .X; T /

Let .X; T / be a t.d.s., and let x 2 X , A � X and d 2 N. Set x.d/ D .x; : : : ; x/ 2 Xd and

�d .A/ D A
.d/
D ¹x.d/ D .x; : : : ; x/ W x 2 Aº � Xd ;

�d D �.T / D T
.d/
D T � � � � � T .d times/;

�d D �d .T / D T � T
2
� � � � � T d :

Note that �d .X/ is the diagonal of Xd . Let Gd D h�d ; �d i, the group generated by �d
and �d . Let � 0

d
D � 0

d
.T /D id� T � � � � � T d�1 D id� �d�1: Note that Gd D h�d ; �d i D

h�d ; �
0
d
i, which will be frequently used in this paper.

Let X;Y be sets, and let � W X ! Y be a map. A subset L of X is called �-saturated
if

¹x 2 L W ��1.�.x// � Lº D L;

i.e., L D ��1.�.L//.

Definition 2.13 ([23]). Let � W .X; T / ! .Y; T / be a factor map of t.d.s. and d 2 N.
Then .Y;T / is said to be a d -step topological characteristic factor . for �d / or topological
characteristic factor of order d if there exists a dense Gı subset X0 of X such that for
each x 2 X0 the orbit closure

Lx D O.x.d/; �d /

is �.d/ D � � � � � � � (d times) saturated. That is, .x1; : : : ; xd / 2 Lx if and only if
.x01; : : : ; x

0
d
/ 2 Lx whenever �.xi / D �.x0i / for all i 2 ¹1; : : : ; dº.

Theorem 2.14 ([23]). If .X;T / is a distal minimal t.d.s. and d � 2, then Fd�1 its largest
distal factor of order d � 1, is a topological characteristic factor of order d .

The following result follows from Theorem 2.14 and Lemma 2.10.

Theorem 2.15. Let .X; T / be a d -step nilsystem for some d 2 N. Then for each 1 � i �
d � 1, Xi is an .i C 1/-step topological characteristic factor of X .

Let .X; T / be a t.d.s. and d 2 N . Let

Nd .X; T / D Nd .X/ D O.�d .X/; �d /:

If .X; T / is transitive and x 2 X is a transitive point, then Nd .X/ D O.x.d/; h�d ; �d i/:

We want to emphasize that Nd .X; T / also plays a key role in the study of the point-
wise convergence of (1.2) for ergodic distal m.p.s. In particular, it is shown in [31] that
each ergodic m.p.s. admits a uniquely ergodic minimal model .X; T / such that Zd D Xd
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for d 2 N and .Nd .X/; h�d ; �d i/ is minimal and uniquely ergodic, where Zd is the mea-
surable pro-nilfactor defined in [28].

The next theorem is fundamental for the analysis carried throughout our work (for a
short enveloping semigroup proof see [24, Proposition 1.55]):

Theorem 2.16 (Glasner [23]). Let .X;T / be a minimal t.d.s. and d 2N. Then the system
.Nd .X/; h�d ; �d i/ is minimal and the �d -minimal points are dense in Nd .X/.

By the same proof of Theorem 2.16, we have

Theorem 2.17. Let .X;T / be a minimal t.d.s. and a1; : : : ; ad be distinct integer numbers,
where d 2 N. Let

� D T a1 � � � � � T ad :

Then the system .O.�d .X/; �/; h�d ; �i/ is minimal and the � -minimal points are dense
in O.�d .X/; �/.

The following two lemmas follow from [23].

Lemma 2.18. Let .X;T / be a minimal t.d.s. and d 2N. Let U �X be a non-empty open
subset and let U .d/ D �d .U / D ¹x.d/ W x 2 U º. Then

intNd .X/ O.U .d/; �d / ¤ ;:

Proof. Since .X; T / is minimal, there is some K 2 N such that X D
SK
kD1 T

�kU . It
follows that �d .X/ D

SK
kD1.T

.d//�kU .d/. Thus

Nd .X/ D O.�d .X/; �d / D O
� K[
kD1

.T .d//�kU .d/; �d

�
D

K[
kD1

.T .d//�kO.U .d/; �d /:

Therefore intNd .X/ O.U .d/; �d / ¤ ;:

2.7. Open extensions

Let .X; T / and .Y; S/ be t.d.s. and let � W X ! Y be a factor map. One says that

(1) � is an open extension if it is open as a map;

(2) � is an almost one-to-one extension if there exists a dense Gı set � � X such that
��1.¹�.x/º/ D ¹xº for any x 2 �.

We will often use the following construction which is originally due to Veech (see
[39, Theorem 3.1])

Theorem 2.19. Given a factor map � WX! Y between minimal t.d.s. .X;T / and .Y;S/,
there exists a commutative diagram of factor maps .called O-diagram/

X
��

 ����� X�

�

??y ??y��
Y

��

 ����� Y �
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such that

(a) �� and �� are almost one-to-one extensions;

(b) �� is an open extension;

(c) X� is the unique minimal set in R��� D ¹.x; y/ 2 X � Y � W �.x/ D ��.y/º, and
�� and �� are the restrictions to X� of the projections of X � Y � onto X and Y �

respectively.

We note that this diagram is canonical. In particular, when the map � is open, we have
X� D X .

2.8. Some subsets of Z

A subset S of Z is syndetic if it has a bounded gap, i.e., there is N 2 N such that
¹i; i C 1; : : : ; i C N º \ S ¤ ; for every i 2 Z. A subset S � Z is thick if it contains
arbitrarily long runs of integers, i.e., for every n 2 N there exists some an 2 Z such that
¹an; an C 1; : : : ; an C nº � S .

A subset S of Z is piecewise syndetic if it is the intersection of a syndetic set with a
thick set; and it is thickly syndetic if for each n 2N there is a syndetic subset ¹wn1 ;w

n
2 ; : : :º

of S such that ¹wni ; w
n
i C 1; : : : ; w

n
i C nº � S for each i 2 N. Denote by Fts the family

of all thickly syndetic sets. It is clear that if F1; F2 2 Fts then so is F1 \ F2. That is, Fts

is a filter.

3. Some tools used in proving Theorem A

In this section we will introduce some tools that will be used in proving Theorem A. We
start with the saturation theorem.

3.1. A saturation theorem

In [23] Glasner proved an auxiliary theorem in order to prove saturation with respect to
the Furstenberg tower. By simplifying the assumptions of this theorem, we find that it
applies to a more general setup. We will discuss this theorem, and other lemmas related
to saturation properties.

Lemma 3.1 ([22, Lemma 2.1]). Let � WX! Y be an open map of compact metric spaces.
Let V D ¹V � X W V open and �.V /D Y º. Then there exists a countable subset ¹Viº1iD1
of V such that every element of V contains some Vi .

Proof. First we show that for each V 2 V , there exists a closed subset LV � V with
�.LV / D Y . Let V 2 V . If V c D ;, then set LV D V . If V c 6D ;, then for " > 0 denote

V" D ¹x 2 V W d.x; V
c/ � "º:
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If for every n 2N, �.V1=n/¤ Y , then there exists yn 2 Y n �.V1=n/. Let limn!1 yn D y

without loss of generality. By assumption there exists x 2 V with �.x/ D y. Let ı D
d.x;V c/. By our assumption, ı > 0. Since � is open we can find xn 2X with �.xn/D yn
such that limn!1 xn D x. But then xn is eventually in Vı=2 and yn 2 �.Vı=2/, a contra-
diction. Thus we have proved that for every V 2 V there exists a closed subset LV � V
with �.LV / D Y .

Let U D ¹Uiº
1
iD1 be a countable basis for open sets on X . Then for each V 2 V , one

can find a finite subset ¹Ui1 ; : : : ; Uik º that covers LV and satisfies
Sk
jD1 Uij � V , which

implies that �.
Sk
jD1 Uij / D Y . Thus

V0 D
°
V D

k[
jD1

Uij W Uij 2 U and �.V / D Y
±

is the required countable collection of subsets.

Based on results in [23, Section 3], we derive the following useful theorem. For com-
pleteness, we include a proof.

Theorem 3.2 (Saturation theorem). Let I be some index set and for each � 2 I let �� W
.X� ; �/! .Z� ; �/ be an extension of t.d.s. (not necessarily minimal t.d.s.), where � is a
discrete countable group. Let

.X; �/ D
�Y
�2I

X� ; �
�
; .Z; �/ D

�Y
�2I

Z� ; �
�
;

and let � W X ! Z be the product homomorphism. Let NZ be a non-empty closed �-
invariant subset of Z, and let NX D ��1.NZ/.

Let Q be a closed subset of NX . Suppose that

(1) � is open, i.e., �� is open for each � 2 I ;

(2) for every non-empty relatively open set U � NX ,

O.U; �/ D ��1.�.O.U; �///I

(3) O.Q; �/ D NX ;

(4) for every non-empty relatively open subset U of Q, intNX O.U; �/ ¤ ;:

Then there exists a dense Gı subset � of Q such that x 2 � implies that O.x; �/ is
� -saturated.

Proof. Let S be a non-empty closed subset of NZ for which cl.intNZ S/ D S , and let

QS D ¹x 2 Q W O.x; �/ \ �
�1.intNZ S/ ¤ ;º:

Then by (3), QS is a non-empty open subset of Q.
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Claim. There exists a dense Gı subset�S ofQS such that for each x 2 �S , there exists
z 2 S with

��1.z/ � Lx D O.x; �/:

Proof of the Claim. Let

V D ¹V � NX W V \ �
�1.S/ is relatively open in ��1.S/ and �.V / � Sº:

Since �.U \ ��1.S//D �.U /\S for each open setU ofNX , by openness of � it follows
that � j��1.S/ W ��1.S/! S is open. Therefore by Lemma 3.1 there exists a countable
subcollection ¹Vkº1kD1 of V such that each V 2 V contains an element of ¹Vkº1kD1.

For each k 2 N, Vk \ ��1.S/ is relatively open in ��1.S/ and �.Vk/ � S , so by the
fact that intNZ S ¤ ;, we conclude that intNX Vk ¤ ;. By condition (2) and cl.intNZ S/
D S we get

O.intNX Vk ; �/ D �
�1.�.O.intNX Vk ; �/// � O.��1.S/; �/: (3.1)

For each k 2 N, let

ƒk D ¹x 2 QS W O.x; �/ \ Vk ¤ ;º:

Let U be a non-empty open subset of QS . Then U is a relatively open subset of Q (since
QS is an open subset of Q), and by (4), intNX O.U; �/ ¤ ;. From this fact we find that

O.U; �/ \O.Vk ; �/ ¤ ;:

For each x 2 U � QS , we have

O.x; �/ \ ��1.intNZ S/ ¤ ;:

Thus x 2 O.��1.intNZ S/; �/; i.e.,

U � O.��1.intNZ S/; �/:

By (3.1),
O.U; �/ � O.��1.intNZ S/; �/ � O.intNX Vk ; �/:

Since intNX O.U; �/ ¤ ;, we have

O.U; �/ \O.Vk ; �/ ¤ ;:

Hence O.U; �/ \ Vk ¤ ;, and it follows that ƒk is an open dense subset of QS . The set

�S D

1\
kD1

ƒk

is therefore a dense Gı subset of QS . In particular, for S D NZ , �NZ is a dense Gı
subset of Q.
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Now for x 2 �S we show that there exists z 2 S with ��1.z/ � Lx D O.x; �/. Let
V DNX nLx . Then V is an open �-invariant subset ofNX , and if �.V /� S , then V 2 V

and Vk � V for some k. Since then, however, x 2 O.Vk ; �/ � V , we get a contradiction.
Thus there exists z 2 S with ��1.z/ \ V D ;, i.e., ��1.z/ � Lx .

The proof of the Claim is complete.

Let ¹B0 D NZ ; B1; B2; : : :º be a basis for the topology of NZ . Define Sj D Bj and,
inductively, we define dense Gı subsets �j of Q as follows. Let �0 D �S0 D �NZ . We
put

�jC1 D .�j \�SjC1/ [
�
�j \ .QSjC1/

c
�
:

Notice that this is a disjoint union. Finally, let � D
T1
jD0�j .

Let x0 2 � and denote L D O.x0; �/. Put

L� D ¹x 2 L W �
�1.�.x// � Lº:

Since � is open, L� is closed and clearly L� is � -saturated. If L� D L, we are done.
Otherwise, let z0 2 �.L/ n �.L� /. Since NZ n �.L� / is open and ¹Biº1iD0 is a basis of
the topology ofNZ , there is some j such that z0 2 Bj � Sj � NZ n �.L� /.

Now
x0 2 � � �j D .�j�1 \�Sj / [

�
�j�1 \ .QSj /

c
�
:

Since z0 2 �.L/ \ Bj , we have

O.x0; �/ \ �
�1.Bj / ¤ ;;

and hence x0 2 QSj . Therefore x0 2 �j�1 \ �Sj � �Sj . By the Claim there exists
z 2 Sj with ��1.z/ � L, whence ��1.z/ � L� ; this contradicts Sj � NZ n �.L� /. To
sum up, for all x0 2 � the set O.x0; �/ is � -saturated. The proof is complete.

The following lemma was implicitly proved in [23]; we give a proof for completeness.

Lemma 3.3. Let � W .X;T /! .Y;T / be an open extension of minimal t.d.s. and d 2N. If
Y is a d -step topological characteristic factor of X , then NdC1.X/ is �.dC1/-saturated,
i.e.,

.�.dC1//�1.NdC1.Y // D NdC1.X/:

Proof. By the hypothesis, there is a dense Gı subset �d of X such that for any x 2 �d ,
O.x.d/; �d / is �.d/-saturated. It is clear that

NdC1.X/ � .�
.dC1//�1.NdC1.Y //:

Now we prove the opposite inclusion. Let y 2 Y and x 2 ��1.y/. Since �d is dense,
choose ¹xiºi2N � �d such that xi ! x as i ! 1. Let yi D �.xi /; then yi ! y as
i !1: Since ¹xiºi2N � �d , for each i 2 N we have

O..xi /
.d/; �d / D .�

.d//�1.O.yi
.d/; �d //:
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It follows that (recall here � 0
dC1
D id � �d )

¹xiº � .�
.d//�1.O.yi

.d/; �d // D ¹xiº �O.x
.d/
i ; �d /

D O.x
.dC1/
i ; id � �d / D O.x

.dC1/
i ; � 0dC1/

� O.�dC1.X/; �
0
dC1/ D O.�dC1.X/; �dC1/:

In particular,
¹xiº � .�

.d//�1.yi
.d// � O.�dC1.X/; �dC1/:

Note that ��1 is continuous as � is open, and we have

¹xº � .�.d//�1.y.d// D lim
i!1
¹xiº � .�

.d//�1.yi
.d// � O.�dC1.X/; �dC1/:

That is,

.�.dC1//�1.y.dC1// D ��1.y/ � .�.d//�1.y.d// � O.�dC1.X/; �dC1/:

Since y 2 Y is arbitrary, we have

.�.dC1//�1.�dC1.Y // � O.�dC1.X/; �dC1/:

By the continuity of ��1, we have

.�.dC1//�1.NdC1.Y // D .�
.dC1//�1.O.�dC1.Y /; �dC1//

D O
�
.�.dC1//�1.�dC1.Y //; �dC1

�
� O.�dC1.X/; �dC1/ D NdC1.X/:

The proof is complete.

Lemma 3.4. Let d 2N, .X;T / be a distal minimal t.d.s. and  d W X ! Fd be the factor
map to its largest distal factor of order d . Then there is a dense Gı subset � of X such
that if x 2 �, then O.x.dC1/; �dC1/ is  .dC1/

d
-saturated and . .dC2/

d
/�1NdC2.Fd / D

NdC2.X/.

Proof. The first part is from Theorem 2.14, and the second follows from Lemma 3.3.

The following lemma is easy to verify, by the definitions.

Lemma 3.5. Let X; Y; Z be compact metric spaces. Let � W X ! Y , � W X ! Z and
 W Z ! Y be continuous surjective maps such that � D  ı �:

X

�

��

�

$$
Z

 

zz
Y

(1) If A � X is �-saturated, then A is �-saturated.

(2) If A � X is �-saturated and �.A/ is  -saturated, then A is �-saturated.
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3.2. The connection of RPŒd� with recurrence sets

We now turn to the second tool we use in the proof of Theorem A. We need the notions of
Poincaré and Birkhoff recurrence sets of higher order [16, 18]. To define them we appeal
to the MERT and TMRT theorems stated in the introduction.

Let .X; T / be a t.d.s., and let x 2 X and U � X . Set

NT .x; U / D ¹n 2 Z W T nx 2 U º:

Definition 3.6. Let d 2 N.

(1) We say that S � Z is a set of d -recurrence if for every measure preserving system
.X;X; �; T / and for every A 2 X with �.A/ > 0, there exists n 2 S such that

�.A \ T �nA \ � � � \ T �dnA/ > 0:

(2) We say that S � Z is a set of d -topological recurrence if for every minimal t.d.s.
.X; T / and for every non-empty open subset U of X , there exists n 2 S such that

U \ T �nU \ � � � \ T �dnU ¤ ;:

(3) We say that S � Z is a Nild Bohr0-set if there are a d -step nilsystem .X; T /, x 2 X
and a neighborhood U of x such that S � NT .x; U /.

Let FPoid (resp. FBird , Fd ) be the family of sets of d -recurrence (resp. sets of d -
topological recurrence, Nild Bohr0-sets). It is obvious from the definitions above that
FPoid � FBird .

The following result plays an important role in the proof of Theorem A.

Theorem 3.7 ([30, Theorem 7.2.7]). Let .X; T / be a minimal t.d.s., and let d 2 N and
x; y 2 X . Then the following statements are equivalent:

(1) .x; y/ 2 RPŒd�.X; T /.
(2) NT .x; U / 2 FPoid for each neighborhood U of y.

(3) NT .x; U / 2 FBird for each neighborhood U of y.

(4) NT .x;U / 2 F �
d

, i.e., NT .x;U /\A 6D ; for each Nild Bohr0-set A and each neigh-
borhood U of y.

Remark 3.8. Theorem 3.7 still holds if .X; T / is a t.d.s. consisting of finitely many
minimal subsystems. In fact, if one of the statements in Theorem 3.7 holds, then it is easy
to see that x; y are in the same minimal subsystem of .X; T /, and using Theorem 3.7 in
the minimal subsystem, we see that the rest of the statements hold. In particular, if .X; T /
is minimal and n 2 N, Theorem 3.7 holds for .X; T n/.

4. Proof of Theorem A

With the preparation in Section 3, we are in a position to show Theorem A.
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4.1. Proof of Theorem A assuming a key lemma

In this subsection we will give a very useful lemma, which allows us to reduce problems
related to general minimal t.d.s. to their nilfactors. Recall that Xd D X=RPŒd� for d 2 N
and �d W .X; T /! .Xd ; T / is the corresponding factor map. For j < i , let

�i;j W .Xi ; T /! .Xj ; T /:

Then we have
X

�j

  

�i

~~

Xi
�i;j

// Xj

The following lemma plays a key role in the proof of Theorem A; the proof of the
lemma will be given in later subsections since it is very long. We remark that perhaps
the number d 0 picked in the lemma is not sharp, but it is convenient for us to get all the
information we need.

Lemma 4.1. Let � W .X; T /! .Y; T / be an extension of minimal t.d.s., and let d 2 N.

X

�

��

�d 0

}}

Xd 0 Y
�
oo

If � is open and Xd 0 be a factor of Y with d 0 � 2dŠ.d � 1/Š, then for every non-empty
relatively open subset O of Nd .X/, one has

O.O; �d / D .�
.d//�1.�.d/.O.O; �d ///:

Now we prove Theorem A assuming Lemma 4.1. In fact, Theorem A follows from
the following theorem and the O-diagram construction.

Theorem 4.2. Let � W .X; T / ! .Y; T / be an extension of minimal t.d.s. If � is open
and X1 is a factor of Y , then Y is a d -step topological characteristic factor of X for all
d 2 N.

X

�

��

�1

}}

X1 Y
�
oo

That is, for all d 2 N there exists a dense Gı subset �d of X such that for each x 2 �d
the orbit closure Lx D O.x.d/; �d / is �.d/-saturated.

Proof of Theorem 4.2 assuming Lemma 4.1. We use induction on d . The case d D 1 is
trivial.
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Case d D 2. In this case N2.X/ D X �X , N2.Y / D Y � Y . Let � W .X; T /! .Y; T /.
Then we also have � W .X; T 2/! .Y; T 2/. Let

�.2/ W .X �X; T � T 2/! .Y � Y; T � T 2/:

We need to verify the following:

.1/2 �
.2/ is open;

.2/2 for every non-empty relatively open subset O of N2.X/,

O.O; T � T 2/ D .�.2//�1.�.2/.O.O; T � T 2///I

.3/2 O.�.X/; T � T 2/ D N2.X/ D .�
.2//�1.N2.Y //;

.4/2 for every non-empty open subset U of X , intN2.X/ O.U .2/; T � T 2/ ¤ ;:

.1/2 is from our assumption; .3/2 is clear; by Lemma 2.18, we have .4/2; and .2/2
follows from Lemma 4.1.

Then by the saturation theorem (Theorem 3.2) there exists a denseGı subset�2 ofX
such that x 2 �2 implies that O.x.2/; T � T 2/ is �.2/-saturated. That is, Y is a 2-step
topological characteristic factor of X .

Case d C 1. We assume that the result holds for d � 2, and we show it for d C 1. We
will verify the conditions of the saturation theorem. That is, we will verify the following
conditions:

.1/dC1 �
.dC1/ is open;

.2/dC1 for every non-empty relatively open subset O of NdC1.X/,

O.O; �dC1/ D .�
.dC1//�1.�.dC1/.O.O; �dC1///I

.3/dC1 O.�dC1.X/; �dC1/ D NdC1.X/ D .�
.dC1//�1.NdC1.Y //;

.4/dC1 for every non-empty open subset U of X , intNdC1.X/ O.U .dC1/; �dC1/ ¤ ;:

Condition .1/dC1 follows from our assumption that � is open. .2/dC1 follows from
Lemma 4.1. By inductive hypothesis on d , Y is a d -step topological characteristic factor
of X ; then by Lemma 3.3, NdC1.X/ is �.dC1/-saturated, i.e.,

.�.dC1//�1.NdC1.Y // D NdC1.X/:

Hence we have .3/dC1. By Lemma 2.18, we have .4/dC1.
So by the saturation theorem (Theorem 3.2) there exists a dense Gı subset �dC1

of X such that x 2 �dC1 implies that O.x.dC1/; �dC1/ is �.dC1/-saturated. That is, Y is
a d C 1-step topological characteristic factor of X . The proof is complete.

We are now ready to show how Theorem A follows from Theorem 4.2.

Proof of Theorem A. Let .X; T / be a minimal t.d.s., and � W X ! X1 be the factor map.
Then by the O-diagram (Theorem 2.19) there are minimal t.d.s. X� and X�1 which are
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almost one-to-one extensions of X and X1 respectively such that �� is open:

X
��

 ����� X�??y� ??y��
X1

��

 ����� X�1

By Theorem 4.2,X�1 is a d -step topological characteristic factor ofX� for all d � 2. The
proof is complete.

As a corollary of Theorem 4.2, we have

Theorem 4.3. Let .X; T / be a minimal t.d.s. which is an open extension of its maximal
distal factor, and d 2 N. Then Xd is a .d C 1/-step topological characteristic factor
of X .

Proof. We want to show that Xd is a d C 1-step topological characteristic factor of X .
Since X1 is a factor of the maximal distal factor, by our assumption �1 W X ! X1
is open. By the proof of Theorem 4.2, there is some zd such that X zd is a d C 1-step
topological characteristic factor of X :

X

�d

��

�zd

$$

X zd

�zd;dzz

Xd

By Theorem 2.15, Xd is a d C 1-step topological characteristic factor of X zd . By Lem-
ma 3.5, Xd is a d C 1-step topological characteristic factor of X .

We now proceed to the proof of Lemma 4.1.

4.2. Cases d D 1; d D 2 for Lemma 4.1

In this subsection, to make the idea clear, we show the cases d D 1 and d D 2 of
Lemma 4.1, and we show the general case after that.

Let � be the metric of X and �d the metric of Xd defined by

�d .x; y/ D max
1�j�d

�.xj ; yj /;

where x D .x1; : : : ; xd /; y D .y1; : : : ; yd / 2 Xd . For x 2 Xd and ı > 0, let

Bı.x/ D ¹y 2 Xd W �d .x; y/ < ıº:

Case d D 1. In this case , we take d 0 D 1:
X

�

��

�1

~~

X1 Y
�
oo



E. Glasner, W. Huang, S. Shao, B. Weiss, X. Ye 26

It is easy to see that N2.X/ D X � X and N2.Y / D Y � Y . Let � W .X; T /! .Y; T /.
Note that R� � RPŒ1�.X/. Let

�.2/ W .X �X; T � T 2/! .Y � Y; T � T 2/:

For any non-empty open set O � N2.X/, we need to show that

N WD O.O; T � T 2/ D .�.2//�1.�.2/.O.O; T � T 2///:

To prove this, we first show the following claim:

Claim. Let .x1; x2/ 2 O . Then ��1.�.x1// � ¹x2º � N and ¹x1º � ��1.�.x2// � N:

Let .x1; x2/ 2 O . Let " > 0 be such that B".x1/ � B".x2/ � O . Let z1 2 X be such
that .x1; z1/ 2 R� � RPŒ1�.X/.

Since .x1; z1/ 2 R� � RPŒ1�.X/, we know by Theorem 3.7 that NT .x1; B".z1//
2 FBir1 . By the definition of FBir1 , there is n 2 Z such that

T n.x1/ 2 B".z1/ and A D B".x2/ \ T
�2nB".x2/ 6D ;:

Pick x02 2 A, and we have T nx1 2 B".z1/ and T 2nx02 2 B".x2/: It is clear that

.x1; x
0
2/ 2 B".x1/ � B".x2/ � O:

Thus

�2..z1; x2/;O.O; T � T
2// � �2..z1; x2/;O..x1; x

0
2/; T � T

2// < ":

Since " is arbitrary, we see that .z1; x2/ 2 N D O.O; T � T 2/. This implies that

��1.�.x1// � ¹x2º � N:

Now let z2 2X with .x2; z2/2R� �RPŒ1�.X/. Since .x2; z2/2R� �RPŒ1�.X;T /D
RPŒ1�.X; T 2/, by Theorem 3.7 we have

NT 2.x2; B".z2// 2 FBir1 :

Thus by the definition of FBir1 , there is some n such that

T 2nx2 2 B".z2/ and B".x1/ \ T
�nB".x1/ ¤ ;:

Let x01 2 B".x1/ \ T
�nB".x1/. Then

T nx01 2 B".x1/; T 2nx2 2 B".z2/:

Thus �2..T � T 2/n.x01; x2/; .x1; z2// < ": Note that .x01; x2/ � B".x1/ � B".x2/ � O
� N: It follows that

�2..x1; z2/;O.O; T � T
2// � �2

�
.x1; z2/;O..x

0
1; x2/; T � T

2/
�
< ":
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Since " is arbitrary, .x1; x02/ 2 N D O.O; T � T 2/: Thus

¹x1º � �
�1.�.x2// � N:

The proof of the Claim is complete.

Let .z1; z2/ 2 N D O.O; �2/. We will show that

.z01; z
0
2/ 2 N whenever �.zi / D �.z0i /; i D 1; 2:

First we show that .z01; z2/ 2 N . Since .z1; z2/ 2 N D O.O; �2/, there are some
sequences ¹.xi1; x

i
2/ºi2N � O and ¹niºi2N � Z such that

�
ni
2 .x

i
1; x

i
2/! .z1; z2/; i !1:

By the Claim and since .xi1; x
i
2/ 2 O ,

��1.�.xi1// � ¹x
i
2º � N:

Since � is open, it follows that

�
ni
2 .�

�1.�.xi1// � ¹x
i
2º/ D �

�1.�.T nixi1// � ¹T
2nixi2º

i!1
���! ��1.�.z1// � ¹z2º � O.N; �2/ D N:

Thus .z01; z2/ 2 N: Similarly, .z01; z
0
2/ 2 N:

Thus we have finished the case d D 1.

Case d D 2. For every non-empty relatively open set O � N3.X/, we want to show that

N D O.O; �3/ D .�
.3//�1.�.3/.O.O; �3///;

where �3 D T � T 2 � T 3.
In this case, we take d 0 D 4:

X

�

��

�4

~~

X4 Y
�
oo

Let
�.3/ W .X3; �3/! .Y 3; �3/:

We have
.X3; �3/

�.3/

��

�
.3/
4

yy

.X34 ; �3/ .Y 3; �3/
�.3/
oo

Let �3;1 D id � T � T 2, �3;2 D T � id � T �1 and �3;3 D T 2 � T � id. It is easy to
see that

h�3; T
.3/
i D h�3;1;; T

.3/
i D h�3;2; T

.3/
i D h�3;3; T

.3/
i:
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Step 1. Let .x1; x2; x3/ 2 O . If y 2 X and �.x1/ D �.y/, then .y; x2; x3/ 2 N D
O.O; �3/.

Since .x1; x2; x3/ 2O andO is a relatively open subset ofN3.X/, there is some ı > 0
such that

Bı..x1; x2; x3// \N3.X/ � O:

By Theorem 2.17, .N3.X/; hid � T � T 2; T .3/i/ is minimal and the id � T � T 2-
minimal points in N3.X/ are dense in N3.X/.

Let " > 0 with " < ı=2. Choose an id � T � T 2-minimal point .z1; z2; z3/ 2 N3.X/
such that

�3..z1; z2; z3/; .x1; x2; x3// < " < ı=2:

By the openness of � , we may assume that there is some y1 2 X such that

�.y1; y/ < " and �.z1/ D �.y1/:

Let
A D O..z1; z2; z3/; id � T � T 2/:

Since .z1; z2; z3/ is id � T � T 2-minimal, .A; id � T � T 2/ is a minimal t.d.s. Note that
by the definition of A, for all .w1; w2; w3/ 2 A, one has w1 D z1.

Let
U D A \ .B".z1/ � B".z2/ � B".z3//

be a non-empty open subset of A.
By the assumption .z1; y1/ 2 R� � RPŒ4�.X; T / D RPŒ4�.X; T 2/, we have

NT 2.z1; B".y1// 2 FBir4 :

Thus, according to Theorem 3.7 there is some n 2 Z such that T 2nz1 2 B".y1/ and

B D U \ .id � T � T 2/�nU \ .id � T � T 2/�2nU

\ .id � T � T 2/�3nU \ .id � T � T 2/�4nU ¤ ;:

Let .z1; y2; y3/ 2 B . Then from .z1; y2; y3/ 2 .id � T � T 2/�4nU , we get T 4ny2 2
B".z2/, and from .z1; y2; y3/ 2 .id� T � T 2/�3nU we get T 6ny3 2B".z3/ (this explains
why we need to use RPŒ4� instead of RPŒ2� for our method). Hence, we have

T 2nz1 2 B".y1/; T 4ny2 2 B".z2/; T 6ny3 2 B".z3/: (4.1)

Thus

�3
�
�2n3 .z1; y2; y3/; .y1; z2; z3/

�
< ";

�3
�
.y1; z2; z3/;O..z1; y2; y3/; �3/

�
< ":

Since �3..z1; z2; z3/; .x1; x2; x3// < " and �.y1; y/ < ", we have

�3
�
.y1; z2; z3/; .y; x2; x3/

�
< ":
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Thus
�3
�
.y; x2; x3/;O..z1; y2; y3/; �3/

�
< "C " D 2": (4.2)

Since .z1; y2; y3/ 2 U and �3..z1; y2; y3/; .z1; z2; z3// < ", it follows that

�3..z1; y2; y3/; .x1; x2; x3//

< �3..z1; y2; y3/; .z1; z2; z3//C �d ..z1; z2; z3/; .x1; x2; x3// < "C " < ı:

Hence
.z1; y2; y3/ 2 Bı..x1; x2; x3// \N3.X/ � O:

So O..z1; y2; y3/; �3/ � O.O; �3/, and we have

�3..y; x2; x3/;O.O; �3// < 2";

by (4.2). As " is arbitrary, we see that indeed .y; x2; x3/ 2 O.O; �3/.

Step 2. Let .x1; x2; x3/ 2 O . If y 2 X and �.x2/ D �.y/, then .x1; y; x3/ 2 N .

Since .x1; x2; x3/ 2O andO is a relatively open subset ofN3.X/, there is some ı > 0
such that

Bı..x1; x2; x3// \N3.X/ � O:

By Theorem 2.17, .N3.X/; hT � id � T �1; T .3/i/ is minimal and the T � id � T �1-
minimal points in N3.X/ are dense in N3.X/.

Let " > 0 with " < ı=2. Choose an T � id� T �1-minimal point .z1; z2; z3/ 2 N3.X/
such that

�3..z1; z2; z3/; .x1; x2; x3// < " < ı=2:

By the openness of � , we may assume that there is some y2 2 X such that

�.y2; y/ < " and �.z2/ D �.y2/:

Let
A D O..z1; z2; z3/; T � id � T �1/:

Since .z1; z2; z3/ is T � id � T �1-minimal, .A; T � id � T �1/ is a minimal t.d.s. Note
that by the definition of T � id � T �1, for all .w1; w2; w3/ 2 A, one has w2 D z2.

Let
U D A \ .B".z1/ � B".z2/ � B".z3//

be a non-empty open subset of A.
By Theorem 3.7 and the assumption .z2; y2/ 2 R� � RPŒ4�.X; T / D RPŒ4�.X; T 2/,

we have
NT 2.z2; B".y2// 2 FBir4 :

Thus by the definition of FBir4 there is some n 2 Z such that T 2nz2 2 B".y2/ and

B D U \ .T � id � T �1/�nU \ .T � id � T �1/�2nU

\ .T � id � T �1/�3nU \ .T � id � T �1/�4nU ¤ ;:
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Let .y1; z2; y3/ 2 B . Then we have

T ny1 2 B".z1/; T 2nz2 2 B".y2/; T 3ny3 2 B".z3/: (4.3)

Thus

�3
�
�n3 .y1; z2; y3/; .z1; y2; z3/

�
< ";

�3
�
.z1; y2; z3/;O..y1; z2; y3/; �3/

�
< ":

Since �3..z1; z2; z3/; .x1; x2; x3// < " and �.y2; y/ < ", we have

�3
�
.z1; y2; z3/; .x1; y; x3/

�
< ":

Thus
�3
�
.x1; y; x3/;O..y1; z2; y3/; �3/

�
< "C " D 2": (4.4)

Since .y1; z2; y3/ 2 U and �3..y1; z2; y3/; .z1; z2; z3// < ", it follows that

�3..y1; z2; y3/; .x1; x2; x3//

< �3..y1; z2; y3/; .z1; z2; z3//C �d ..z1; z2; z3/; .x1; x2; x3// < "C " < ı:

Hence
.y1; z2; y3/ 2 Bı..x1; x2; x3// \N3.X/ � O:

So O..y1; z2; y3/; �3/ � O.O; �3/, and we have

�3..x1; y; x3/;O.O; �3// < 2";

by (4.4). As " is arbitrary, we have .x1; y; x3/ 2 O.O; �3/.

Step 3. Let .x1; x2; x3/ 2 O . If y 2 X and �.x3/ D �.y/, then .x1; x2; y/ 2 N .

Since .x1; x2; x3/ 2O andO is a relatively open subset ofN3.X/, there is some ı > 0
such that

Bı..x1; x2; x3// \N3.X/ � O:

By Theorem 2.17, .N3.X/; hT 2 � T � id; T .3/i/ is minimal and the T 2 � T � id-
minimal points in N3.X/ are dense in N3.X/.

Let " > 0 with " < ı=2. Choose an T 2 � T � id-minimal point .z1; z2; z3/ 2 N3.X/
such that

�3..z1; z2; z3/; .x1; x2; x3// < " < ı=2:

By the openness of � , we may assume that there is some y3 2 X such that

�.y3; y/ < " and �.z3/ D �.y3/:

Let
A D O..z1; z2; z3/; T

2
� T � id/:

Since .z1; z2; z3/ is T 2 � T � id-minimal, .A; T 2 � T � id/ is a minimal t.d.s. Note that
by the definition of T 2 � T � id, for all .w1; w2; w3/ 2 A, one has w3 D z3.
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Let
U D A \ .B".z1/ � B".z2/ � B".z3//

be a non-empty open subset of A.
By Theorem 3.7 and the assumption .z3; y3/ 2 R� � RPŒ4�.X; T / D RPŒ4�.X; T 6/,

we have
NT 6.z3; B".y3// 2 FBir4 :

Thus by the definition of FBir4 there is some n 2 Z such that T 6nz3 2 B".y3/, and

B D U \ .T 2 � T � id/�nU \ .T 2 � T � id/�2nU

\ .T 2 � T � id/�3nU \ .T 2 � T � id/�4nU ¤ ;:

Let .y1; y2; z3/ 2 B . Then we have

T 2ny1 2 B".z1/; T 4ny2 2 B".z2/; T 6nz3 2 B".y3/: (4.5)

Thus

�3
�
�2n3 .y1; y2; z3/; .z1; z2; y3/

�
< ";

�3
�
.z1; z2; y3/;O..y1; y2; z3/; �3/

�
< ":

Since �3..z1; z2; z3/, .x1; x2; x3// < " and �.y3; y/ < ", we have

�3
�
.z1; z2; y3/; .x1; x2; y/

�
< ":

Thus
�3
�
.x1; x2; y/;O..y1; y2; z3/; �3/

�
< "C " D 2": (4.6)

Since .y1; y2; z3/ 2 U and �3..y1; y2; z3/; .z1; z2; z3// < ", it follows that

�3..y1; y2; z3/; .x1; x2; x3//

< �3..y1; y2; z3/; .z1; z2; z3//C �d ..z1; z2; z3/; .x1; x2; x3// < "C " < ı:

Hence
.y1; y2; z3/ 2 Bı..x1; x2; x3// \N3.X/ � O:

So O..y1; y2; z3/; �3/ � O.O; �3/, and we have

�3..x1; x2; y/;O.O; �3// < 2";

by (4.6). As " is arbitrary, we have .x1; x2; y/ 2 O.O; �3/.

Step 4. N D .�.3//�1.�.3/N/.

Let .z1; z2; z3/ 2 N D O.O; �3/. We will show that

.z01; z
0
2; z
0
3/ 2 N whenever �.zi / D �.z0i /; i D 1; 2; 3:

First we show that .z01; z2; z3/ 2N . Since .z1; z2; z3/ 2N DO.O; �3/, there are some
sequences ¹.xi1; x

i
2; x

i
3/ºi2N � O and ¹niºi2N � Z such that

�
ni
3 .x

i
1; x

i
2; x

i
3/! .z1; z2; z3/; i !1:
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By Step 1 and .xi1; x
i
2; x

i
3/ 2 O ,

��1.�.xi1// � ¹x
i
2º � ¹x

i
3º � N:

Since � is open, it follows that

�
ni
3 .�

�1.�.xi1// � ¹x
i
2º � ¹x

i
3º/ D �

�1.�.T nixi1// � ¹T
2nixi2º � ¹T

3nixi3º

i!1
���! ��1.�.z1// � ¹z2º � ¹z3º � O.N; �3/ D N:

Thus we have
.z01; z2; z3/ 2 N:

Similarly, using Step 2 we have

.z01; z
0
2; z3/ 2 N:

And then using Step 3 we have
.z01; z

0
2; z
0
3/ 2 N:

Thus we have finished the proof for the case d D 2.

4.3. Proof of Lemma 4.1 in the general case

Recall that � is the metric of X and �d is the metric of Xd defined by

�d .x; y/ D max
1�j�d

�.xj ; yj /;

where x D .x1; : : : ; xd /; y D .y1; : : : ; yd / 2 Xd .
Let O be a non-empty relatively open subset of Nd .X/. First we show the following

claim.

Claim. Let xD .x1; : : : ; xd / 2 O and j 2 ¹1; : : : ; dº. Then for each y 2 X with �.y/D
�.xj /, one has

.x1; : : : ; xj�1; y; xjC1; : : : ; xd / 2 O.O; �d /:

Proof of the Claim. Since x 2 O and O is a relatively open subset of Nd .X/, there is
some ı > 0 such that

Bı.x/ \Nd .X/ � O:

For j 2 ¹1; : : : ; dº, let

Sj D �
�1
d .T .d//j D T j�1 � T j�2 � � � � � T � id � T �1 � � � � � T �.d�j /: (4.7)

Note that
h�d ; T

.d/
i D hSj ; T

.d/
i:

By Theorem 2.17, .Nd .X/; hSj ; T .d/i/ is minimal and the Sj -minimal points in Nd .X/
are dense in Nd .X/.
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Let " > 0 with " < ı=2. Choose an Sj -minimal point zD .z1; : : : ; zd / 2 Nd .X/ such
that

�d .z; x/ < " < ı=2:

By the openness of � , we may assume that there is some yj 2 X such that

�.yj ; y/ < " and �.zj / D �.yj /:

Let
A D O.z; Sj /:

Since z is Sj -minimal, .A; Sj / is a minimal t.d.s. Note that by the definition of Sj , for all
w D .w1; : : : ; wd / 2 A, one has wj D zj .

Let
U D A \ .B".z1/ � B".z2/ � � � � � B".zd //

be a non-empty open subset of A.
SinceXd 0 is a factor of Y , we have .zj ; yj / 2 RPŒd

0�.X;T /, where d 0 D 2dŠ.d � 1/Š.
By Lemma 2.7, RPŒd

0�.X; T / D RPŒd
0�.X; T j.d�1/Š/. Consequently, by Theorem 3.7,

NT j.d�1/Š.zj ; V / 2 FBird 0 for each neighborhood V of yj . Together with the definition
of FBird 0 , there is some n 2 Z such that

T j.d�1/Šnzj 2 B".yj /; (4.8)

and
U \ S�nj U \ S�2nj U \ � � � \ S�d

0n
j U ¤ ;: (4.9)

Let
w0 2 U \ S�nj U \ S�2nj U \ � � � \ S�d

0n
j U ¤ ;;

and
w D .w1; : : : ; wd / D S

.d 0=2/n
j w0 2 U:

Then by (4.9),

S inj w D S .d
0=2Ci/n

j w0 2 U for all i with �d 0=2 � i � d 0=2:

That is, for all i with �d 0=2 � i � d 0=2, we have

T .j�1/inw1 2 B".z1/;

T .j�2/inw2 2 B".z2/;

: : : ;

T inwj�1 2 B".zj�1/;

wj D zj ;

T �inwjC1 2 B".zjC1/;

: : : ;

T �.d�j /inwd 2 B".zd /: (4.10)
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Since d 0 D 2dŠ.d � 1/Š, by (4.10) and (4.8) we have

T .d�1/Šnw1 2 B".z1/;

T .d�1/Š2nw2 2 B".z2/;

: : : ;

T .d�1/Š.j�1/nwj�1 2 B".zj�1/;

T .d�1/Šjnwj 2 B".yj /;

T .d�1/Š.jC1/nwjC1 2 B".zjC1/;

: : : ;

T .d�1/Šdnwd 2 B".zd /:

It follows that

�d
�
�
.d�1/Šn

d
w; .z1; : : : ; zj�1; yj ; zjC1; : : : ; zd /

�
< ";

and hence
�d
�
.z1; : : : ; zj�1; yj ; zjC1; : : : ; zd /;O.w; �d /

�
< ":

Since �d .z; x/ < " and �.yj ; y/ < ", we have

�d
�
.z1; : : : ; zj�1; yj ; zjC1; : : : ; zd /; .x1; : : : ; xj�1; y; xjC1; : : : ; xd /

�
< ":

Thus
�d
�
.x1; : : : ; xj�1; y; xjC1; : : : ; xd /;O.w; �d /

�
< "C " D 2": (4.11)

Since w 2 U and �d .w; z/ < ", it follows that

�d .w; x/ < �d .w; z/C �d .z; x/ < "C " < ı:

Hence w 2 Bı.x/ \Nd .X/ � O .
By (4.11), we have

�d
�
.x1; : : : ; xj�1; y; xjC1; : : : ; xd /;O.O; �d /

�
< 2":

As " is arbitrary, we have

.x1; : : : ; xj�1; y; xjC1; : : : ; xd / 2 O.O; �d /:

The proof of the Claim is complete.

Now we will use the Claim to show that the orbit closure L D O.O; �d / is �.d/-
saturated.

For j 2 ¹1; : : : ; dº, let

z D .z1; : : : ; zd / 2 L D O.O; �d /:

We show that

z0 D .z1; z2; : : : ; zj�1; z0j ; zjC1; : : : ; zd / 2 L whenever �.z0j / D �.zj /.
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Since z D .z1; : : : ; zd / 2 L D O.O; �d /; there are sequences ¹x D .xi1; : : : ; x
i
d
/ºi2N

� O , ¹niºi2N such that
�
ni
d

xi ! z; i !1:

By the Claim we have

¹xi1º � � � � � ¹x
i
j�1º � �

�1.�.xij // � ¹x
i
jC1º � � � � � ¹x

i
d º � L D O.O; �d /:

Since � is open, it follows that

�
ni
d
.¹xi1º � � � � � ¹x

i
j�1º � �

�1.�.xij // � ¹x
i
jC1º � � � � � ¹x

i
d º/

D ¹T nixi1º � � � � � ¹T
.j�1/nixij�1º � �

�1.�.T jnixij //

� ¹T .jC1/nixijC1º � � � � � ¹T
dnixid º

i!1
���! ¹z1º � � � � � ¹zj�1º � �

�1.�.zj // � ¹zjC1º � � � � � ¹zd º

� O.L; �d / D L:

To sum up, if zD .z1; : : : ; zd / 2 LD O.O; �d /; then for each j 2 ¹1; : : : ; dº we have

.z1; z2; : : : ; zj�1; z
0
j ; zjC1; : : : ; zd / 2 L whenever �.z0j / D �.zj /.

Thus, .z1; : : : ; zd / 2 L if and only if .z01; : : : ; z
0
d
/ 2 L whenever �.zi / D �.z0i / for all

i 2 ¹1; : : : ; dº. That is, L D O.O; �d / is �.d/-saturated.
The proof is complete.

5. Proofs of Theorems B and C

In this section we prove Theorems B and C.

5.1. Proof of Theorem B for pro-nilsystems

For a t.d.s. .X; T / and subsets U; V of X , put NT .U; V / D ¹n 2 Z W U \ T �nV 6D ;º.
First recall two facts used in the proof of Lemma 5.2.

Lemma 5.1. (1) If .X; T / has a dense set of minimal points, so does .X �X; T � T /.

(2) If .X; T / is a t.d.s with dense minimal points and .x; y/ 2 RP.X/, then for
each neighborhood U of .x; y/ and each neighborhood W of the diagonal �.X/,
NT�T .U;W / is thickly syndetic.

Proof. (1) Let U;V be open sets of X . It suffices to show that we can find a T � T -mini-
mal point in U � V . Since .X; T / has a dense set of minimal points, there are T -minimal
points x1 2 U and x2 2 V . Let X1 D O.x1; T / and X2 D O.x2; T /. Then .X1; T / and
.X2; T / are minimal t.d.s. and .X1 �X2/\ .U � V / ¤ ;. Since any t.d.s. has a minimal
subsystem, let .z1; z2/ be a T � T -minimal point of X1 � X2. As .X1; T / and .X2; T /
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are minimal, there are some n1; n2 2 Z such that T n1z1 2 U and T n2z2 2 V . Hence
.T n1z1; T

n2z2/ 2 U � V and .T n1z1; T n2z2/ is T � T -minimal. Thus .X �X; T � T /
has a dense set of minimal points.

(2) Let .x; y/ 2 RP.X/ and U be a neighborhood of .x; y/. For a neighborhoodW of
�.X/, choose " > 0 such that �".X/ D ¹.z; z0/ 2 X � X W �.z; z0/ < "º � W . For any
k 2 N there is some 0 < ık < " such that �.z; z0/ < ık implies that �.T j z; T j z0/ < "
for all j 2 ¹1; : : : ; kº. By (1), T � T -minimal points are dense in X � X , and thus
by the definition of RP.X/ there is some T � T -minimal point .xk ; yk/ 2 U such that
O..xk ; yk/; T � T / \�ık .X/ ¤ ;. Since .xk ; yk/ is minimal, the set

NT�T ..xk ; yk/;�ık / D ¹n 2 Z W .T � T /n.xk ; yk/ 2 �ık º

is syndetic. Let n 2 NT�T ..xk ; yk/; �ık /. Then �.T nCjxk ; T nCjyk/ < " for every
j 2 ¹1; : : : ; kº, that is,

¹Œn; nC k� W n 2 NT�T ..xk ; yk/;�ık /º � NT�T ..xk ; yk/;�"/ � NT�T .U;W /;

where Œn; nC k� D ¹n; nC 1; : : : ; nC kº. Thus NT�T .U; W / is thickly syndetic. The
proof is complete.

Lemma 5.2. Let .X; T / and .Y; S/ be two minimal t.d.s. Then the maximal equicontin-
uous factor of .X � Y; T n � Sm/ is Xeq � Yeq for any n; m 2 N, where Xeq D X1 and
Yeq D Y1 are the maximal equicontinuous factors of X and Y respectively.

Proof. Let � W .X; T /! .Xeq; T / and � W .Y; S/! .Yeq; S/ be the factor maps to the
maximal equicontinuous factors of .X; T / and .Y; S/ respectively. Fix n; m 2 N. Since
by Lemma 2.7, RP.X; T / D RP.X; T n/ and RP.Y; S/ D RP.Y; Sm/, we find that � W
.X; T n/! .Xeq; T

n/ and � W .Y; Sm/! .Yeq; S
m/ are the factor maps to the maximal

equicontinuous factors of .X; T n/ and .Y; Sm/ respectively. Since .Xeq � Yeq; T
n � Sm/

is equicontinuous, it remains to show that R��� � RP.T n � Sm/.
To this end, we assume that .x1; y1/; .x2; y2/ 2 X � Y with .x1; x2/ 2 RP.X; T n/

and .y1; y2/ 2 RP.Y; Sm/. Then �.x1/ D �.x2/ and �.y1/ D �.y2/. Fix " > 0. Let
U1 � V1 and U2 � V2 be neighborhoods of .x1; y1/ and .x2; y2/ respectively. Moreover,
letW1 andW2 be the "-neighborhoods of�.X/ and�.Y / respectively. Note that .X;T n/
and .Y; Sm/ each have a dense set of minimal points. Consequently, by Lemma 5.1, both
NT n�T n.U1 � U2; W1/ and NSm�Sm.V1 � V2; W2/ are thickly syndetic. As the family
Fts of all thickly syndetic sets is a filter,

NT n�T n.U1 � U2; W1/ \NSm�Sm.V1 � V2; W2/ ¤ ;:

Pick k in this intersection. Then there are .x01; y
0
1/ 2 U1 � V1 and .x02; y

0
2/ 2 U2 � V2 such

that
T kn � T kn.x01; x

0
2/ 2 W1; Skm � Skm.y01; y

0
2/ 2 W2:

Denote the metrics of X and Y by �X and �Y , and let the metric of X � Y be

�X�Y ..x1; y1/; .x2; y2// D max ¹�X .x1; x2/; �Y .y1; y2/º:
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Then

�X�Y
�
.T n � Sm/k.x01; y

0
1/; .T

n
� Sm/k.x02; y

0
2/
�

� �X .T
nkx01; T

nkx02/C �Y .S
mky01; S

mky02/ < 2":

As " is arbitrary, we have

..x1; x2/; .y1; y2// 2 RP.X � Y; T n � Sm/:

This ends the proof.

Lemma 5.3. Let � W .X; �/! .Y; �/ be a factor map between two minimal t.d.s. and
k 2 N, where � is abelian. If ��1.y/2 � RPŒk�.X/ for some y 2 Y , then

R� � RPŒk�.X/:

Proof. Let z 2 Y and x1; x2 2 ��1.z/. Then by the Auslander–Ellis Theorem, .x1; x2/ is
proximal to some minimal point .y1; y2/ with �.y1/ D �.y2/. Since .Y; �/ is minimal,
it is easy to see that

; ¤ O..y1; y2/; �/ \ �
�1.y/2 � RPŒk�.X/:

As O..y1; y2/; �/ is minimal and RPŒk�.X/ is a �-invariant closed subset of X �X , we
have

O..y1; y2/; �/ � RPŒk�.X/:

In particular, .y1; y2/ 2 RPŒk�.X/. Since P.X/ � RPŒk�.X/ we have

.x1; y1/; .x2; y2/ 2 RPŒk�.X/:

We conclude that .x1; x2/ 2 RPŒk�.X/ since RPŒk�.X/ is an equivalence relation by The-
orem 2.5.

Corollary 5.4. Let � W .X; T /! .Y; T / be a factor map between two minimal t.d.s. and
d; k 2 N. Then

�.d/ W .Nd .X/; h�d ; �d i/! .Nd .Y /; h�d ; �d i/

is a factor map. If for some x 2 X ,

¹x.d/º � .�.d//�1.�.x/.d// � RPŒk�.Nd .X/; h�d ; �d i/;

then
R�.d/ � RPŒk�.Nd .X/; h�d ; �d i/:

Proof. Let y D �.x/ and Gd D h�d ; �d i. Note that .Nd .X; T /;Gd / is minimal. By Lem-
ma 5.3, it suffices to show that

..�.d//�1.y.d///2 � RPŒk�.Nd .X/; h�d ; �d i/:
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Let x; x0 2 .�.d//�1.y.d//. Since x.d/ 2 Nd .X/, by our assumption

.x.d/; x/; .x.d/; x0/ 2 ¹x.d/º � .�.d//�1.y.d// � RPŒk�.Nd .X/; h�d ; �d i/:

Since RPŒk� is an equivalence relation (Theorem 2.5),

.x; x0/ 2 RPŒk�.Nd .X/; h�d ; �d i/:

That is,
..�.d//�1.y.d///2 � RPŒk�.Nd .X/; h�d ; �d i/:

The proof is complete.

We will prove the following theorem, which is a special case of Theorem B.

Theorem 5.5. Let .X; T / be a minimal pro-nilsystem and d 2 N. Then the maximal
equicontinuous factor of .Nd .X/; h�d ; �d i/ is .Nd .Xeq/; h�d ; �d i/.

Proof. Let �1 W X ! X1 D Xeq be the factor map to the maximal equicontinuous factor
and d 2 N. Let Gd D h�d ; �d i. Then �1 induces a factor map

�
.d/
1 W .Nd .X/;Gd /! .Nd .X1/;Gd /:

Since .X1; T / is equicontinuous, so is .Nd .X1/;Gd /. By Theorem 2.1 it follows that

RP..Nd .X/;Gd // � R�.d/
1

:

To show that the maximal equicontinuous factor of .Nd .X/; Gd / is .Nd .X1/; Gd /, it
remains to show that

R
�
.d/
1

� RP.Nd .X/;Gd /: (5.1)

For simplicity, we use

.x1; : : : ; xd / �Gd
.y1; : : : ; yd / and .x1; : : : ; xd / ��d

.y1; : : : ; yd /

to denote ..x1; : : : ; xd /; .y1; : : : ; yd // 2RP.Nd .X/;Gd / and ..x1; : : : ; xd /; .y1; : : : ; yd //
2 RP.Nd .X/; �d / respectively.

We prove (5.1) by induction on d .

Step 1. For d D 1 it is clear. For d D 2, G2 is generated by T � T and id � T . It is clear
that N2.X/ D X �X and N2.X1/ D X1 �X1. By Lemma 5.2, if �1.x1/ D �1.x2/ and
�1.y1/ D �1.y2/ then ..x1; y1/; .x2; y2// is regionally proximal for T � T 2, and thus
..x1; y1/; .x2; y2// 2 RP.N2.X/;G2/.

Step 2. Now we assume that (5.1) holds for d � 1, where d � 3. Let

p1 W .Nd .X/;Gd /! .Nd�1.X/;Gd�1/; .x1; : : : ; xd�1; xd / 7! .x1; : : : ; xd�1/;
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be the projection to the first d � 1 coordinates. By Lemma 5.3, we need to show that for
some z 2 X1,

.�
.d/
1 /�1.z.d// � .�

.d/
1 /�1.z.d// � RP.Nd .X/;Gd /:

Let
.x1; : : : ; xd /; .y1; : : : ; yd / 2 .�

.d/
1 /�1.z.d//:

Then via the mapping p1, the points .x1; : : : ; xd�1/; .y1; : : : ; yd�1/ are in Nd�1.X/ and
in .�.d�1/1 /�1.z.d�1//. By the inductive hypothesis, ..x1; : : : ; xd�1/; .y1; : : : ; yd�1//
2 RP.Nd�1.X/;Gd�1/, i.e.,

.x1; : : : ; xd�1/ �Gd�1
.y1; : : : ; yd�1/:

By Theorem 2.1, there are x0
d
; y0
d
2 X such that .x1; : : : ; xd�1; x0d /; .y1; : : : ; yd�1; y

0
d
/ 2

Nd .X/ with
.x1; : : : ; xd�1; x

0
d / �Gd

.y1; : : : ; yd�1; y
0
d /:

If we can show that

.x1; : : : ; xd�1; xd / �Gd
.x1; : : : ; xd�1; x

0
d /; .y1; : : : ; yd�1; yd / �Gd

.y1; : : : ; yd�1; y
0
d /;

then since RP is an equivalence relation, we have

.x1; : : : ; xd�1; xd / �Gd
.y1; : : : ; yd�1; yd /;

that is, (5.1) holds for d . So we only need to show .x1; : : : ;xd�1;xd /�Gd .x1; : : : ;xd�1;x
0
d
/,

and similarly we will have .y1; : : : ; yd�1; yd / �Gd .y1; : : : ; yd�1; y
0
d
/.

Since .x1; : : : ; xd�1; xd / 2 Nd .X/, for a fixed x 2 ��11 .z/ there is some sequence
¹giºi2N � Gd such that

gi .x1; : : : ; xd�1; xd /! x.d/; i !1:

Without loss of generality, we assume that

gi .x1; : : : ; xd�1; x
0
d /! .x.d�1/; y/; i !1;

for some y 2 X . Since .X; T / is a pro-nilsystem, it is distal and so is .Nd .X/; Gd /.
In particular, ..x1; : : : ; xd�1; xd /; .x1; : : : ; xd�1; x0d // is G

.2/

d
-minimal, where G

.2/

d
D

¹.g; g/ W g 2 Gd º. Hence�
.x1; : : : ; xd�1; xd /; .x1; : : : ; xd�1; x

0
d /
�
2 O

�
.x.d/; .x.d�1/; y//;G

.2/

d

�
:

Now if x.d/ �
Gd
.x.d�1/; y/, then by the G

.2/

d
-invariance of RP.Nd .X/; Gd / we find that

.x1; : : : ; xd�1; xd / �Gd
.x1; : : : ; xd�1; x

0
d
/. Thus it is left to show that

x.d/ �
Gd
.x.d�1/; y/:
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By Lemma 2.9 and since .x.d�1/; y/ 2 Nd .X/, we have .x; y/ 2 RPŒd�2�.X; T /.
Thus .x; y/ 2 RP�d�3.X; T / by Lemma 2.10, where �d�3 W X ! Xd�3. Note that when
d D 3, X0 is the trivial system and RP�0.X; T / D RP.X; T /.

We proceed to prove that

x.d�1/ �
�d�1

.x.d�2/; y/:

If d D 3, then by Step 1, .x; x/ �
T�T2

.x; y/. If d � 4, then we argue as follows. Let " > 0.

Since .x; y/ 2 RP�d�3.X; T / D RP�d�3.X; T
d�1/, there are x0; y0 2 X , w 2 Xd�3 and

n 2 Z such that

�.x; x0/ < "; �.y; y0/ < "; �d�3.x
0/ D �d�3.y

0/ D w; �.T .d�1/nx0; T .d�1/ny0/ < ":

By Lemma 3.4 we know that .�.d�1/
d�3

/�1Nd�1.Xd�3/ D Nd�1.X/. Since w.d�1/ 2
Nd�1.Xd�3/, we deduce

.��1d�3.w//
d�1
D .�

.d�1/

d�3
/�1.w.d�1// � Nd�1.X/:

This implies that .x0/.d�1/; ..x0/.d�2/; y0/ 2 Nd�1.X/. To sum up, for each " > 0, there
are .x0/.d�1/; ..x0/.d�2/;y0/2Nd�1.X/ and n2Z such that �d�1.x.d�1/; .x0/.d�1// < ",
�d�1..x

.d�2/; y/; ..x0/.d�2/; y0// < " and

�d�1
�
�nd�1..x

0/.d�1//; �nd�1..x
0/.d�2/; y0/

�
< ";

which implies that
x.d�1/ �

�d�1
.x.d�2/; y/:

We continue our proof. For each " > 0, let U and V be open neighborhoods of x.d/

and .x.d�1/; y/ in Nd .X/ with diam.U /; diam.V / < "=2. Let

p2 W .Nd .X/;Gd /! .Nd�1.X/;Gd�1/; .x1; x2; : : : ; xd / 7! .x2; : : : ; xd /;

be the projection to the last d � 1 coordinates. Then p2.U / and p2.V / are open neighbor-
hoods of x.d�1/ and .x.d�2/; y/ in Nd�1.X/ respectively. Since x.d�1/ �

�d�1
.x.d�2/; y/,

there are y 2 p2.U /, y0 2 p2.V / and n 2 Z such that

�d�1.�
n
d�1.y/; �

n
d�1.y

0// < ":

There are y1;y01 2X such that .y1;y/ 2U and .y01;y
0/ 2 V . As diam.U /;diam.V / < "=2,

it follows that �.y1; y01/ < ". This implies that

�d
�
.id � �nd�1.y1; y/; .id � �

n
d�1.y

0
1; y
0/
�
< ": (5.2)

This shows that
x.d/ �

Gd
.x.d�1/; y/;

since Gd is also generated by �d and id � �d�1. The proof is complete.
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5.2. Proof of Theorem B for general systems

Actually, we will show more. First we need a lemma.

Lemma 5.6. Let � W .X;�/! .Y;�/ be a factor map between minimal t.d.s. and d 2N,
where � is abelian. If � is proximal, then the maximal d -step pro-nilfactor of .X; �/ is
the same as the one of .Y; �/, i.e., Xd .X/ D Xd .Y /.

Proof. First we have the following commutative diagram:

X
�d;X
�����! Xd .X/

�

??y ??y� 0
Y

�d;Y
�����! Xd .Y /

We need to show that Xd .X/ D Xd .Y /. Otherwise there are x01 ¤ x
0
2 2 Xd .X/ such

that � 0.x01/D�
0.x02/D z. Choose x1;x2 2X such that �d;X .x1/Dx01 and �d;X .x2/Dx02.

Let y1 D �.x1/;y2 D �.x2/. Since � 0 ı�d;X D �d;Y ı� , we have �d;Y .y1/D �d;Y .y2/
D z, i.e., .y1; y2/ 2 RPŒd�.Y /.

By Theorem 2.6, there are .zx1; zx2/ 2 RPŒd�.X/ such that � � �.zx1; zx2/ D .y1; y2/.
Since � is proximal, .zx1; x1/; .zx2; x2/ 2 P.X/. Since P�RPŒd�, by Theorem 2.5 we have

.x1; x2/ 2 RPŒd�.X/:

It follows that x01 D �d;X .x1/ D �d;X .x2/ D x
0
2, a contradiction.

Theorem 5.7. Let .X; T / be minimal and d 2 N. Then for each k 2 N the maximal
k-step pro-nilfactor of .Nd .X/; h�d ; �d i/ is the same as the one of .Nd .X1/; h�d ; �d i/.
Moreover, the maximal equicontinuous factor of .Nd .X/; h�d ; �d i/ is .Nd .X1/; h�d ; �d i/,
where X1 D Xeq is the maximal equicontinuous factor of X .

Proof. Let X1 be the1-step pro-nilfactor of X . Then by Theorem A we have the dia-
gram

X
��

 ����� X�

�1

??y ??y��
X1

��

 ����� X�1

where ��; �� are almost one-to-one and �� is open, and there is a dense Gı subset �
of X� such that for each x 2 � and each l 2 N the orbit closure of x.l/ under �l is
.��/.l/-saturated.

The diagram above induces the commutative diagram

.Nd .X/;Gd /
.��/.d/

 ����� .Nd .X
�/;Gd /

�
.d/
1

??y ??y.��/.d/
.Nd .X1/;Gd /

.��/.d/

 ����� .Nd .X
�
1/;Gd /
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where .��/.d/; .��/.d/ are almost one-to-one, Gd D h�d ; �d i. Note that an almost one-to-
one extension is proximal. By Lemma 5.6, for k 2 N, the maximal k-step pro-nilfactor
of .Nd .X/; Gd / is the same as the one of .Nd .X�/; Gd /, and the maximal k-step pro-
nilfactor of .Nd .X1/; Gd / is the same as the one of .Nd .X�1/; Gd /. Thus, for k 2 N,
to show that the maximal k-step pro-nilfactor of .Nd .X/; Gd / is the same as the one of
.Nd .X1/;Gd /, it suffices to show that the maximal k-step pro-nilfactor of .Nd .X�/;Gd /
is the same as the one of .Nd .X�1/;Gd /. To that end, it suffices to show that

R.��/.d/ � RPŒk�.Nd .X�/;Gd /:

By Corollary 5.4, we show that for some x 2 X�,

¹x.d/º � ..��/�1.��.x///d � RPŒk�.Nd .X�/;Gd /:

Let x 2 � and let .z1; : : : ; zd / 2 ..��/�1.��.x///d . We show .x.d/; .z1; : : : ; zd // 2

RPŒk�.Nd .X�/;Gd /.
For each " > 0, let U D B".x/ and Vi D B".zi /, 1 � i � d . We claim that there is

n 2 Z such that

x D .T nx; T 2nx; : : : ; T dnx/ 2 U � U � � � � � U;

�
dnj

d
.x/ 2 V1 � � � � � Vd ; 1 � j � k C 1:

Since x 2 �, for l D .k C 1/d2 C d the orbit closure of x.l/ under �l is .��/.l/-
saturated. Note that for i1; i2 2 ¹1; : : : ;dº and j1; j2 2 ¹1; : : : ; kC 1º, if .i1; j1/¤ .i2; j2/,
then .dj1 C 1/i1 ¤ .dj2 C 1/i2. Now we define

W D W1 � � � � �Wl � X l and w D .w1; : : : ; wl / 2 X l

as follows: for r 2 ¹1; : : : ; lº,

Wr D

²
Vi if r D .dj C 1/i for 1 � i � d; 1 � j � k C 1,
U else,

wr D

²
zi if r D .dj C 1/i for 1 � i � d; 1 � j � k C 1,
x else.

Thus W is an open neighborhood of w in X l , and note that

.w1; : : : ; wd / D x
.d/;

.wdjC1; w.djC1/2; : : : ; w.djC1/d / D .z1; z2; : : : ; zd /; 81 � j � k C 1:

It is clear that .��/.l/.w/ D .��/.l/.x.l//, and hence w 2 ..��/.l//�1..��/.l/.x.l///.
Since the orbit closure of x.l/ under �l is .��/.l/-saturated, there is n 2 Z such that
�n
l
.x.l// 2W, that is, T rnx 2 Wr ; 1 � r � l . In particular,

x D �nd .x
.d// 2 U � � � � � U;

and for 1 � j � k C 1,

�
dnj

d
.x/ D .T .djC1/nx; T .djC1/2nx; : : : ; T .djC1/dnx/ 2 V1 � V2 � � � � � Vd :
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Let y D �dn
d
.x/. We have

�d .�
dnj

d
.x/; �dnj

d
.y// � d" for j D 1; : : : ; k:

This implies that .x.d/; .z1; : : : ; zd // 2 RPŒk�.Nd .X�/;Gd / by definition. Thus we have
proved that the maximal k-step nilfactor factor of .Nd .X�/;Gd / is the same as the max-
imal k-step nilfactor of .Nd .X�1/; Gd /. It follows that the maximal k-step nilfactor of
.Nd .X/;Gd / is the same as the maximal k-step nilfactor of .Nd .X1/;Gd /.

Moreover, the maximal equicontinuous factor of .Nd .X/; Gd / is the same as the
maximal equicontinuous factor of .Nd .X1/; Gd /. By Theorem 5.5, the latter factor is
.Nd .X1/;Gd /. The proof is complete.

A similar proof yields the following result.

Theorem 5.8. Let .X; T / be a minimal t.d.s. with d; k 2 N. Then there is a dense Gı
subset � of X such that for each x 2 �, the maximal k-step pro-nilfactor of O.x.d/; �d /

is the same as the one of O..�1x/
.d/; �d /.

Proof. The proof is a modification of the previous one. Assume first we have the same
diagram as in the proof of Theorem 5.7. By Theorem 4.2 there is a dense Gı subset ��

of X� such that for each x 2 �� and each l 2 N the orbit closure of x.l/ under �l is
.��/.l/-saturated. It is clear that there is a dense Gı set � of X such that for each x 2 �,
.��/�1.x/ \ �� is not empty. By the same analysis as in the proof of Theorem 5.7, it
remains to show that for each x 2 ��, the maximal k-step pro-nilfactor of O.x.d/; �d / is
the same as the one of O..��x/.d/; �d /.

The result is clear for d D 1. We now assume that d � 2. Assume that .x1; : : : ; xd /,
.y1; : : : ; yd / 2 O.x.d/; �d / with ��.xi /D ��.yi / for a given x 2 ��. We will show that

..x1; : : : ; xd /; .y1; : : : ; yd // 2 RPŒk�.O.x.d/; �d /; �d /

for each k 2 N.
To do this, for a given k 2 N and each " > 0, let Ui D B".xi / and Vi D B".yi /,

1 � i � d . Then by the argument in the proof of Theorem 5.7 there is n 2 Z such that

x D .T nx; : : : ; T dnx/ 2 U1 � � � � � Ud ;

�
dnj

d
.x/ 2 V1 � � � � � Vd ; 1 � j � k C 1:

Let y D �dn
d
.x/. Then y D �dnCn

d
.x.d// 2 O.x.d/; �d / and

�d .�
dnj

d
.x/; �dnj

d
.y// � d" for j D 1; : : : ; k:

This implies that ..x1; : : : ; xd /; .y1; : : : ; yd // 2 RPŒk�.O.x.d/; �d /; �d / by definition of
RPŒk�. The proof is complete.

We remark that in general O.x.d/; �d / is not minimal. Thus, to show Theorem 5.8 we
cannot use exactly the same arguments as for Theorem 5.7.
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5.3. Proof of Theorem C

First we have the following simple observation.

Lemma 5.9. Let .X; T / be a minimal t.d.s. We have:

(1) Nd .X; T / D Nd .X; T �1/ and Nd .X; T n/ � Nd .X; T / for any n 2 Z n ¹0º.

(2) Nd .X; T / D
Sn�1
l;kD0 �

l
d
�k
d
Nd .X; T

n/.

The following proposition will be used in the proof of Theorem C.

Proposition 5.10. If .X; T / is a minimal equicontinuous system and .X; T n/ is minimal
for some n 2 N, then Nd .X; T / D Nd .X; T n/ for any d 2 N.

Proof. Let d 2N. It is clear thatNd .X;T n/�Nd .X;T /. To show the opposite inclusion,
let x 2 X . It suffices to show that

O.x.d/; h�d ; �d i/ D O..x; : : : ; x/; h�d ; �d i/ � Nd .X; T
n/:

Since each point in O.x.d/; h�d ; �d i/ has the form .T kClx; T kC2lx; : : : ; T kCdlx/ for
some k; l 2 Z, we need to show that

.T kClx; T kC2lx; : : : ; T kCdlx/ 2 Nd .X; T
n/:

By the assumption that .X;T n/ is minimal, there are sequences ¹piºi2N ; ¹qiºi2N �Z
such that

T npix ! T kx; T nqi ! T lx; i !1:

Let " > 0. Since .X; T / is equicontinuous, there is ı > 0 such that if �.x; y/ < ı then
�.T ix; T iy/ < " for all i 2 Z.

Since T nqix! T lx as i!1, there isN 2N such that if i �N then �.T nqix;T lx/
< ı. This implies that for any 1 � j � d and i � N we have

�.T jnqix; T .j�1/nqiClx/ < ";

�.T .j�1/nqiClx; T .j�2/nqiC2lx/ < "; : : : ;

�.T nqiC.j�1/lx; T jlx/ < ";

which implies that

�.T jnqix; T jlx/ < j" � d"; 81 � j � d:

Since " is arbitrary,

.T nqix; T n2qix; : : : ; T ndqix/! .T lx; T 2lx; : : : ; T dlx/; i !1:

It follows that there are p0i ; q
0
i 2 Z with

.T np
0
i
Cnq0

ix;T np
0
i
Cn2q0

ix; : : : ;T np
0
i
Cndq0

ix/! .T kClx;T kC2lx; : : : ;T kCdlx/; i!1:

Thus
.T kClx; T kC2lx; : : : ; T kCdlx/ 2 Nd .X; T

n/:

The proof is complete.
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Theorem 5.11. LetG be an abelian group and � be a subgroup of finite index. Let .X;G/
be a minimal t.d.s., and let � W .X; G/ ! .Xeq; G/ be the factor map to its maximal
equicontinuous factor. Then .X; �/ is minimal if and only if .Xeq; �/ is minimal.

Proof. Since � W .X;�/! .Xeq; �/ is a factor map, the minimality of .X;�/ implies the
minimality of .Xeq; �/. Now we show the converse.

Assume that .Xeq; �/ is minimal; we will show that .X; �/ is minimal. Note that
� W .X; G/ ! .Xeq; G/ is the factor map to the maximal equicontinuous factor. Since
ŒG W �� <1, we have RP.X;G/D RP.X;�/ by the same proof as that of Lemma 2.7. It
follows that � W .X; �/! .Xeq; �/ is also the factor map to its maximal equicontinuous
factor. Thus any equicontinuous factor of .X;�/ is also a factor of .Xeq; �/. In particular,
any equicontinuous factor of .X; �/ is minimal as .Xeq; �/ is minimal.

If .X; �/ is not minimal, then there is a non-empty �-minimal subset W of .X; �/
with W ¤ X . Since ŒG W �� <1, there are h1; : : : ; hm 2 G with m 2 N such that

G D

m[
iD1

hi�:

Since .W;�/ is minimal andG is abelian, .hiW;�/ is also minimal for all i 2 ¹1; : : : ;mº.
Note that

Sm
iD1 hiW is G-invariant, and we have X D

Sm
iD1 hiW as .X;G/ is minimal.

Since minimal subsets are either identical or disjoint, there is a subset ¹g1; : : : ; grº �
¹h1; : : : ; hmº, 2 � r � m, such that

X D

rG
iD1

giW;

where
F

means disjoint union. Now define

� W .X; �/! .¹1; : : : ; rº; �/; giW 7! ¹iº;8i 2 ¹1; : : : ; rº:

Since .giW;�/ is minimal for i 2 ¹1; : : : ; rº, � D id on ¹1; : : : ; rº. As r � 2, we see that
.¹1; : : : ; rº;�/ is a non-minimal equicontinuous factor of .X;�/, which is a contradiction.
Thus .X; �/ is minimal. The proof is complete.

Now we are ready to show Theorem C.

Proof of Theorem C. Let .X;T / be minimal and k � 2. It suffices to show that if .X;T k/
is minimal, then Nd .X; T / D Nd .X; T k/ for each d 2 N. This is an application of The-
orem B and some previous results.

Set Gd .T / D h�d .T /; �d .T /i. Then Gd .T
k/ is a subgroup of Gd .T / of finite index.

Since .X; T k/ is minimal, we infer that .Xeq; T
k/ is minimal. Thus by Proposition 5.10,

Nd .Xeq;T /DNd .Xeq;T
k/, and hence .Nd .Xeq;T /;Gd .T

k//D .Nd .Xeq;T
k/;Gd .T

k//

is minimal.
By Theorem B, the maximal equicontinuous factor of .Nd .X; T /; Gd .T // is

.Nd .Xeq; T /, Gd .T //. As Gd .T
k/ is a subgroup of Gd .T / of finite index, by Theo-

rem 5.11, the minimality of .Nd .Xeq; T /; Gd .T
k// implies that .Nd .X; T /; Gd .T k// is
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minimal. Since .X; T k/ is minimal, by Theorem 2.16, .Nd .X; T k/; Gd .T k// is mini-
mal. It follows that Nd .X; T / D Nd .X; T

k/ as Nd .X; T k/ � Nd .X; T /. The proof is
complete.

6. Proofs of Theorems D–F

In this section we prove Theorems D–F. First we need a lemma.

6.1. A key lemma

To prove Theorem D we need Lemma 6.1 below. Given a compact metric space Z and a
sequence of non-empty closed subsets An � Z, define

lim inf
n!1

An D
°
z 2 Z W 9zn 2 AnW z D lim

n!1
zn

±
;

lim sup
n!1

An D
°
z 2 Z W for some subsequence ¹niº; 9zi 2 Ani W z D lim

n!1
zi

±
:

When A WD lim infn!1An D lim supn!1An, we write A D limn!1An and call A the
limit of the sequence ¹Anºn2N . In fact, in this case the set A is the limit of ¹Anºn2N in
the space 2Z of non-empty closed subsets of Z with the Hausdorff metric.

Lemma 6.1. Let .X; T / be a t.d.s. Assume that for some d; n 2 N,

NdC1.X; T / D NdC1.X; T
n/:

Then the set
�d D ¹x 2 X W O.x

.d/; �d .T // D O.x.d/; �d .T
n//º

is a dense Gı subset of X , where x.d/ D .x; : : : ; x/ 2 Xd ; �d .T / D T � T 2 � � � � � T d .

Proof. Let � 0
dC1

.T / D id � T � T 2 � � � � � T d D id � �d .T /. Note that

NdC1.T / D O.�dC1; �dC1.T // D O.�dC1; �
0
dC1.T //:

For x 2 X , let

C.x/ D O.x.dC1/; � 0dC1.T // D ¹xº �O.x.d/; �d .T //;

D.x/ D ¹.x; u1; : : : ; ud / W 9xi 2 X; ni 2 ZW .� 0dC1.T //
ni .x

.dC1/
i /! .x; u1; : : : ; ud /º:

Then it is clear that C.x/ � D.x/ D NdC1.T / \ .¹xº �Xd /.

Claim 1. The map C W X ! 2NdC1.T /, x 7! C.x/, is lower semicontinuous, that is,
xi ! x, i !1 implies that lim infi!1 C.xi / � C.x/.

In fact, by definition it follows from xi ! x and x.dC1/i 2 C.xi / for all i that

x.dC1/ 2 lim inf
i!1

C.xi /:
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Now for each k 2 Z, since .� 0
dC1

.T //k.x
.dC1/
i / 2 C.xi / for all i , one has

.� 0dC1.T //
k.x.dC1// 2 lim inf

i!1
C.xi /:

Thus
O.x.dC1/; � 0dC1.T // � lim inf

i!1
C.xi /:

It follows that
O.x.dC1/; � 0dC1.T // � lim inf

i!1
C.xi /

as claimed.
The following claim is a direct consequence of the definition of the map D.

Claim 2. For every x 2 X ,

D.x/ �
[°

lim inf
i!1

C.xi / W xi ! x
±
:

LetX0 �X be the set of C -continuity points. Then it is well known thatX0 is a dense
Gı subset of X [8]. Now for x0 2 X0, for every sequence xi ! x0 as i !1, we have
lim infi!1 C.xi / D limi!1 C.xi / D C.x0/. It follows that D.x0/ � C.x0/ � D.x0/,
whence

D.x0/ D C.x0/: (6.1)

In the following discussion we consider both � 0
dC1

.T / and � 0
dC1

.T n/. We will use the
symbols C� 0

dC1
.T /; D� 0

dC1
.T /; D� 0

dC1
.T n/; and C� 0

dC1
.T n/, whose meaning is clear.

By assumption,

NdC1.T / D
[
x2X

NdC1.T / \ .¹xº �X
d /

D

[
x2X

D� 0
dC1

.T /.x/ D
[
x2X

D� 0
dC1

.T n/.x/ D NdC1.T
n/;

and thereforeD� 0
dC1

.T /.x/DD� 0
dC1

.T n/.x/ for all x 2X . Now let�d be the intersection
of the sets of continuity points of the maps C� 0

dC1
.T / and C� 0

dC1
.T n/. Then by (6.1), for

each x 2 �d ,

C� 0
dC1

.T /.x/ D D� 0
dC1

.T /.x/ D D� 0
dC1

.T n/.x/ D C� 0
dC1

.T n/.x/:

Let � W XdC1 ! Xd be the projection on coordinates ¹2; : : : ; d C 1º, and we have

O.x.d/; �d .T // D �C� 0
dC1

.T /:

Hence for each x 2 �d ,

O.x.d/; �d .T // D �C� 0
dC1

.T / D �C� 0
dC1

.T n/ D O.x.d/; �d .T
n//:

The proof is complete.
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By Lemma 6.1 we have

Theorem 6.2. Let .X;T / be a minimal t.d.s. and n;d � 2. Then the following statements
are equivalent:

(1) NdC1.X; T / D NdC1.X; T n/.

(2) There is a dense Gı subset X0 of X such that for any l 2 Z and x 2 X0, there is a
sequence ¹qiº � Z with

T nqix ! T lx; T 2nqix ! T 2lx; : : : ; T dnqix ! T dlx:

(3) ¹x 2 X W O.x.d/; �d .T // D O.x.d/; �d .T
n//º is a dense Gı subset of X .

6.2. Proof of Theorem D

Let .X; T k/ be minimal for some k � 2 and d 2 N. We show that for any d 2 N and
any 0 � j < k there exists a sequence ¹niº with ni � j .mod k/ such that T nix ! x,
T 2nix ! x; : : : ; T dnix ! x as i !1 for x in a dense Gı subset of X .

By Theorem C and Lemma 6.1, there is a denseGı subsetX0 such that for any x 2X0,

O.x.d/; �d / D O.x.d/; �kd /:

Now assume that 0 � j < k. Note that

.T �jx; T �2jx; : : : ; T �djx/ 2 O.x.d/; �d /:

Thus there is a sequence mi %1 such that

T kmix ! T �jx; T 2kmix ! T �2jx; : : : ; T dkmix ! T �djx; i !1;

i.e.,
T kmiCjx ! x; T 2kmiC2jx ! x; : : : ; T dkmiCdjx ! x; i !1:

Then ni D kmi C j is what we need. The proof is complete.

6.3. Proof of Theorem E

Let U and V be non-empty open subsets of X . We are going to show that there is n 2 N
such that

U \ T �P.n/V 6D ;:

Since .X; T / is minimal, there is N 2 N such that

X D

N[
iD1

T iU:

Let q.n/D an2C bn. By Bergelson–Leibman’s theorem [2, Theorem C] there are n 2N
and x 2 V such that

T q.n/x 2 V; T q.2n/x 2 V; : : : ; T q.Nn/x 2 V:
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Thus there is an open neighborhood V1 of x such that V1 � V with

T q.n/V1 � V; T q.2n/V1 � V; : : : ; T q.Nn/V1 � V:

By Theorem C there are ki ; li 2 Z such that

.T 2an � � � � � T 2aNn/ki .T 2an � � � � � T 2an/li .x; : : : ; x/

! .T x; : : : ; T Nx/ 2 T V1 � � � � � T
NV1:

This implies that there are k; l 2 Z such that

T 2ankC2aln�1x 2 V1; T 4ankC2anl�2x 2 V1; : : : ; T 2aNnkC2anl�Nx 2 V1;

i.e.,

T q.n/C2ankC2aln�1x 2 V; T q.2n/C4ankC2anl�2x 2 V; : : : ;

T q.Nn/C2aNnkC2anl�Nx 2 V:

For j 2 ¹1; : : : ; N º,

q.jn/C 2jank C 2anl � j

D a.jn/2 C b.jn/C 2jank C 2anl � j

D a.jnC k/2 C b.jnC k/C c � .ak2 C bk C c/C 2aln � j

D P.jnC k/ � P.k/C 2aln � j:

Let y D T �P.k/C2alnx. Then

T P.jnCk/.T �jy/ 2 V; 8j 2 ¹1; : : : ; N º:

Since X D
SN
iD1 T

iU , there is some j0 2 ¹1; : : : ; N º such that T �j0y 2 U . Thus

T �j0y 2 U \ T �P.j0nCk/V:

In particular, U \ T �P.j0nCk/V ¤ ;. Then a standard argument by considering the basis
of the topology ofX and taking the intersection yields the conclusion of the theorem. The
proof is complete.

As a corollary we have

Corollary 6.3. Let .X; T / be a totally minimal t.d.s., and let k � 2 and 0 � j < k. Let
P.n/ D an2 C bnC c with a; b; c 2 Z; a ¤ 0 be an integral polynomial. Then there is
a dense Gı subset � of X such that for any x 2 �, T P.ni /.x/! x for some sequence
¹niº with ni � j .mod k/.

Proof. By putting Q.n/ D P.kn C j / and using Theorem E we see that there is a
sequence ¹niº1 � N with ni � j .mod k/ such that T P.ni /x ! x for x in a dense
Gı set.
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6.4. Proof of Theorem F

Let .X; T / be a minimal t.d.s. which is an open extension of its maximal distal factor. We
will prove that for any d 2 N, APŒd� D RPŒd�. Since APŒd� � RPŒd�, it suffices to show
that RPŒd� � APŒd�.

Let d 2 N and �d W X ! Xd be the factor to Xd . Since .X; T / is an open extension
of its maximal distal factor, �d is open. By Theorem 4.3, there is a dense Gı subset �
of X such that for each x 2 �, O.x.dC1/; �dC1/ is �.dC1/

d
-saturated.

Let x 2 � and .x; y/ 2 RPŒd�. Then for each neighborhood U of y, there is n 2 Z
such that T jnx 2 U for each 1 � j � d C 1, which implies that .x; y/ 2 APŒd� by taking
x0 D x and y0 D T nx in the definition of APŒd�.

Now let .x; y/ 2 RPŒd�. In each neighborhood W of .x; y/, there are .x0; y0/ 2 W
with x0 2 � and .x0; y0/ 2 RPŒd� by the openness of �d . By what we have just proved,
.x0; y0/ 2 APŒd�, which implies that .x; y/ 2 APŒd� since APŒd� is closed. This ends the
proof.

7. Some conjectures

With the help of Theorem A and its consequences we have been able to answer several
open questions. In fact, Theorem A also opens a window for exploring other natural ques-
tions, which we will discuss now.

Conjecture 1. Let .X;T / be a totally minimal t.d.s., and P.n/ be a non-constant integral
polynomial. Then there is a dense Gı subset � of X such that for every x 2 �, the set
¹T P.n/.x/ W n 2 Zº is dense in X .

Note that in Theorem E we have shown that this is true when P.n/ D an2 C bnC c.
Also, by [32], Conjecture 1 holds for minimal weakly mixing systems.

Conjecture 2. Let .X; T / be a totally minimal t.d.s., P be the set of prime numbers, and
P.n/ be a non-constant integral polynomial. Then there is a denseGı subset� ofX such
that for every x 2 �, the set ¹T P.n/.x/ W n 2 Pº is dense in X .

In particular, there is some point x such that ¹T nx W n 2 Pº is dense in X .

We think that it may be relatively easy to show that Theorem D holds for any finite
collection of non-constant integral polynomials Pi .n/ under the total minimality assump-
tion (see Corollary 6.3). But we believe that it needs a real work to verify the following
conjecture.

Conjecture 3. Let .X;T k/ be minimal for some k � 2 and d 2N. Then for non-constant
integral polynomials Pm.n/ with Pm.0/ D 0, 1 � m � d , and any 0 � j < k, there is a
sequence ¹niºi2N such that

T P1.ni /x ! x; : : : ; T Pd .ni /x ! x; i !1; (7.1)

where ni � j .mod k/ and x is in a dense Gı subset of X .
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The last conjecture is related to the APŒd� relation.

Conjecture 4. There is a minimal t.d.s. .X; T / with APŒ2�.X; T / D �X , yet .X; T / is
not distal.

Acknowledgments. We would like to thank V. Bergelson, N. Frantzikinakis and J.-P. Thouvenot for
suggesting some of the questions we discuss in this work.

Funding. This research is supported by National Natural Science Foundation of China (12031019,
12090012, 11971455, 11731003) and by a grant of the Israel Science Foundation (ISF 1194/19).

References

[1] Bergelson, V., Host, B., Kra, B.: Multiple recurrence and nilsequences. Invent. Math. 160,
261–303 (2005) Zbl 1087.28007 MR 2138068

[2] Bergelson, V., Leibman, A.: Polynomial extensions of van der Waerden’s and Szemerédi’s
theorems. J. Amer. Math. Soc. 9, 725–753 (1996) Zbl 0870.11015 MR 1325795

[3] Bergelson, V., Leibman, A.: A nilpotent Roth theorem. Invent. Math. 147, 429–470 (2002)
Zbl 1042.37001 MR 1881925

[4] Błaszczyk, A., Plewik, S., Turek, S.: Topological multidimensional van der Waerden theorem.
Comment. Math. Univ. Carolin. 30, 783–787 (1989) Zbl 0691.54027 MR 1045910

[5] Bourgain, J.: An approach to pointwise ergodic theorems. In: Geometric aspects of functional
analysis (1986/87), Lecture Notes in Mathematics 1317, Springer, Berlin, 204–223 (1988)
Zbl 0662.47006 MR 950982

[6] Bourgain, J.: Pointwise ergodic theorems for arithmetic sets. Inst. Hautes Études Sci. Publ.
Math. 69, 5–45 (1989) Zbl 0705.28008 MR 1019960

[7] Bronšteı̆n, I. U.: Extensions of minimal transformation groups. Sijthoff and Noordhoff,
Alphen aan den Rijn (1979) Zbl 0431.54023 MR 550605

[8] Choquet, G.: Convergences. Ann. Univ. Grenoble Sect. Sci. Math. Phys. (N.S.) 23, 57–112
(1948) Zbl 0031.28101 MR 0025716

[9] de Vries, J.: Elements of topological dynamics. Mathematics and its Applications 257, Kluwer
Academic Publishers Group, Dordrecht (1993) Zbl 0783.54035 MR 1249063

[10] Dong, P., Donoso, S., Maass, A., Shao, S., Ye, X.: Infinite-step nilsystems, independence and
complexity. Ergodic Theory Dynam. Systems 33, 118–143 (2013) Zbl 1268.37019
MR 3009105

[11] Ellis, R., Glasner, S., Shapiro, L.: Proximal-isometric (P J) flows. Adv. Math. 17, 213–260
(1975) Zbl 0304.54039 MR 380755

[12] Ellis, R., Gottschalk, W. H.: Homomorphisms of transformation groups. Trans. Amer. Math.
Soc. 94, 258–271 (1960) Zbl 0094.17401 MR 123635

[13] Ellis, R., Keynes, H.: A characterization of the equicontinuous structure relation. Trans. Amer.
Math. Soc. 161, 171–183 (1971) Zbl 0233.54023 MR 282357

[14] Frantzikinakis, N.: The structure of strongly stationary systems. J. Anal. Math. 93, 359–388
(2004) Zbl 1073.60040 MR 2110334

[15] Frantzikinakis, N., Host, B., Kra, B.: Multiple recurrence and convergence for sequences
related to the prime numbers. J. Reine Angew. Math. 611, 131–144 (2007) Zbl 1126.37005
MR 2361086

[16] Frantzikinakis, N., Lesigne, E., Wierdl, M.: Sets of k-recurrence but not .k C 1/-recurrence.
Ann. Inst. Fourier (Grenoble) 56, 839–849 (2006) Zbl 1123.37001 MR 2266880

[17] Furstenberg, H.: The structure of distal flows. Amer. J. Math. 85, 477–515 (1963)
Zbl 0199.27202 MR 157368

https://doi.org/10.1007/s00222-004-0428-6
https://zbmath.org/?q=an:1087.28007
https://mathscinet.ams.org/mathscinet-getitem?mr=2138068
https://doi.org/10.1090/S0894-0347-96-00194-4
https://doi.org/10.1090/S0894-0347-96-00194-4
https://zbmath.org/?q=an:0870.11015
https://mathscinet.ams.org/mathscinet-getitem?mr=1325795
https://doi.org/10.1007/s002220100179
https://zbmath.org/?q=an:1042.37001
https://mathscinet.ams.org/mathscinet-getitem?mr=1881925
https://zbmath.org/?q=an:0691.54027
https://mathscinet.ams.org/mathscinet-getitem?mr=1045910
https://doi.org/10.1007/BFb0081742
https://zbmath.org/?q=an:0662.47006
https://mathscinet.ams.org/mathscinet-getitem?mr=950982
https://doi.org/10.1007/bf02698838
https://zbmath.org/?q=an:0705.28008
https://mathscinet.ams.org/mathscinet-getitem?mr=1019960
https://zbmath.org/?q=an:0431.54023
https://mathscinet.ams.org/mathscinet-getitem?mr=550605
https://zbmath.org/?q=an:0031.28101
https://mathscinet.ams.org/mathscinet-getitem?mr=0025716
https://doi.org/10.1007/978-94-015-8171-4
https://zbmath.org/?q=an:0783.54035
https://mathscinet.ams.org/mathscinet-getitem?mr=1249063
https://doi.org/10.1017/S0143385711000861
https://doi.org/10.1017/S0143385711000861
https://zbmath.org/?q=an:1268.37019
https://mathscinet.ams.org/mathscinet-getitem?mr=3009105
https://doi.org/10.1016/0001-8708(75)90093-6
https://zbmath.org/?q=an:0304.54039
https://mathscinet.ams.org/mathscinet-getitem?mr=380755
https://doi.org/10.2307/1993310
https://zbmath.org/?q=an:0094.17401
https://mathscinet.ams.org/mathscinet-getitem?mr=123635
https://doi.org/10.2307/1995935
https://zbmath.org/?q=an:0233.54023
https://mathscinet.ams.org/mathscinet-getitem?mr=282357
https://doi.org/10.1007/BF02789313
https://zbmath.org/?q=an:1073.60040
https://mathscinet.ams.org/mathscinet-getitem?mr=2110334
https://doi.org/10.1515/CRELLE.2007.076
https://doi.org/10.1515/CRELLE.2007.076
https://zbmath.org/?q=an:1126.37005
https://mathscinet.ams.org/mathscinet-getitem?mr=2361086
https://doi.org/10.5802/aif.2202
https://zbmath.org/?q=an:1123.37001
https://mathscinet.ams.org/mathscinet-getitem?mr=2266880
https://doi.org/10.2307/2373137
https://zbmath.org/?q=an:0199.27202
https://mathscinet.ams.org/mathscinet-getitem?mr=157368


E. Glasner, W. Huang, S. Shao, B. Weiss, X. Ye 52

[18] Furstenberg, H.: Ergodic behavior of diagonal measures and a theorem of Szemerédi on arith-
metic progressions. J. Anal. Math. 31, 204–256 (1977) Zbl 0347.28016 MR 498471

[19] Furstenberg, H.: Recurrence in ergodic theory and combinatorial number theory. Princeton
University Press, Princeton, NJ (1981) Zbl 0459.28023 MR 603625

[20] Furstenberg, H., Weiss, B.: Topological dynamics and combinatorial number theory. J. Anal.
Math. 34, 61–85 (1979) (1978) Zbl 0425.54023 MR 531271

[21] Furstenberg, H., Weiss, B.: A mean ergodic theorem for .1=N /
PN
nD1 f .T

nx/g.T n
2
x/. In:

Convergence in ergodic theory and probability (Columbus, OH, 1993), Ohio State University
Mathematical Research Institute Publications 5, de Gruyter, Berlin, 193–227 (1996)
Zbl 0869.28010 MR 1412607

[22] Glasner, E.: A topological version of a theorem of Veech and almost simple flows. Ergodic
Theory Dynam. Systems 10, 463–482 (1990) Zbl 0712.54029 MR 1074314

[23] Glasner, E.: Topological ergodic decompositions and applications to products of powers of a
minimal transformation. J. Anal. Math. 64, 241–262 (1994) Zbl 0855.54048 MR 1303514

[24] Glasner, E.: Ergodic theory via joinings. Mathematical Surveys and Monographs 101, Amer-
ican Mathematical Society, Providence, RI (2003) Zbl 1038.37002 MR 1958753

[25] Glasner, E., Gutman, Y., Ye, X.: Higher order regionally proximal equivalence relations for
general minimal group actions. Adv. Math. 333, 1004–1041 (2018) Zbl 1394.37016
MR 3818095

[26] Glasner, E., Huang, W., Shao, S., Ye, X.: Regionally proximal relation of order d along arith-
metic progressions and nilsystems. Sci. China Math. 63, 1757–1776 (2020) Zbl 1451.37015
MR 4145918

[27] Host, B., Kra, B.: An odd Furstenberg–Szemerédi theorem and quasi-affine systems. J. Anal.
Math. 86, 183–220 (2002) Zbl 1013.37003 MR 1894481

[28] Host, B., Kra, B.: Nonconventional ergodic averages and nilmanifolds. Ann. of Math. (2) 161,
397–488 (2005) Zbl 1077.37002 MR 2150389

[29] Host, B., Kra, B., Maass, A.: Nilsequences and a structure theorem for topological dynamical
systems. Adv. Math. 224, 103–129 (2010) Zbl 1203.37022 MR 2600993

[30] Huang, W., Shao, S., Ye, X.: Nil Bohr-sets and almost automorphy of higher order. Mem.
Amer. Math. Soc. 241, no. 1143, v+83 pp. (2016) Zbl 1375.37029 MR 3476203

[31] Huang, W., Shao, S., Ye, X.: Pointwise convergence of multiple ergodic averages and strictly
ergodic models. J. Anal. Math. 139, 265–305 (2019) Zbl 1434.37001 MR 4041103

[32] Huang, W., Shao, S., Ye, X.: Topological correspondence of multiple ergodic averages of
nilpotent group actions. J. Anal. Math. 138, 687–715 (2019) Zbl 1446.37006 MR 3996054

[33] Leibman, A.: Multiple recurrence theorem for nilpotent group actions. Geom. Funct. Anal. 4,
648–659 (1994) Zbl 0848.54025 MR 1302335

[34] Leibman, A.: Multiple recurrence theorem for measure preserving actions of a nilpotent group.
Geom. Funct. Anal. 8, 853–931 (1998) Zbl 0917.28017 MR 1650102

[35] McMahon, D. C.: Relativized weak disjointness and relatively invariant measures. Trans.
Amer. Math. Soc. 236, 225–237 (1978) Zbl 0388.54030 MR 467704

[36] Qiu, J., Zhao, J.: Top-nilpotent enveloping semigroups and pro-nilsystems. J. Anal. Math. 148,
595–636 (2022) Zbl 1510.37021 MR 4525763

[37] Shao, S., Ye, X.: Regionally proximal relation of order d is an equivalence one for minimal
systems and a combinatorial consequence. Adv. Math. 231, 1786–1817 (2012)
Zbl 1286.37010 MR 2964624

[38] Veech, W. A.: The equicontinuous structure relation for minimal Abelian transformation
groups. Amer. J. Math. 90, 723–732 (1968) Zbl 0177.51204 MR 232377

[39] Veech, W. A.: Point-distal flows. Amer. J. Math. 92, 205–242 (1970) Zbl 0202.55503
MR 267560

https://doi.org/10.1007/BF02813304
https://doi.org/10.1007/BF02813304
https://zbmath.org/?q=an:0347.28016
https://mathscinet.ams.org/mathscinet-getitem?mr=498471
https://doi.org/10.1017/s0143385700001887
https://zbmath.org/?q=an:0459.28023
https://mathscinet.ams.org/mathscinet-getitem?mr=603625
https://doi.org/10.1007/BF02790008
https://zbmath.org/?q=an:0425.54023
https://mathscinet.ams.org/mathscinet-getitem?mr=531271
https://doi.org/10.1515/9783110889383.193
https://zbmath.org/?q=an:0869.28010
https://mathscinet.ams.org/mathscinet-getitem?mr=1412607
https://doi.org/10.1017/S0143385700005691
https://zbmath.org/?q=an:0712.54029
https://mathscinet.ams.org/mathscinet-getitem?mr=1074314
https://doi.org/10.1007/BF03008411
https://doi.org/10.1007/BF03008411
https://zbmath.org/?q=an:0855.54048
https://mathscinet.ams.org/mathscinet-getitem?mr=1303514
https://doi.org/10.1090/surv/101
https://zbmath.org/?q=an:1038.37002
https://mathscinet.ams.org/mathscinet-getitem?mr=1958753
https://doi.org/10.1016/j.aim.2018.05.023
https://doi.org/10.1016/j.aim.2018.05.023
https://zbmath.org/?q=an:1394.37016
https://mathscinet.ams.org/mathscinet-getitem?mr=3818095
https://doi.org/10.1007/s11425-019-1607-5
https://doi.org/10.1007/s11425-019-1607-5
https://zbmath.org/?q=an:1451.37015
https://mathscinet.ams.org/mathscinet-getitem?mr=4145918
https://doi.org/10.1007/BF02786648
https://zbmath.org/?q=an:1013.37003
https://mathscinet.ams.org/mathscinet-getitem?mr=1894481
https://doi.org/10.4007/annals.2005.161.397
https://zbmath.org/?q=an:1077.37002
https://mathscinet.ams.org/mathscinet-getitem?mr=2150389
https://doi.org/10.1016/j.aim.2009.11.009
https://doi.org/10.1016/j.aim.2009.11.009
https://zbmath.org/?q=an:1203.37022
https://mathscinet.ams.org/mathscinet-getitem?mr=2600993
https://doi.org/10.1090/memo/1143
https://zbmath.org/?q=an:1375.37029
https://mathscinet.ams.org/mathscinet-getitem?mr=3476203
https://doi.org/10.1007/s11854-019-0061-3
https://doi.org/10.1007/s11854-019-0061-3
https://zbmath.org/?q=an:1434.37001
https://mathscinet.ams.org/mathscinet-getitem?mr=4041103
https://doi.org/10.1007/s11854-019-0036-4
https://doi.org/10.1007/s11854-019-0036-4
https://zbmath.org/?q=an:1446.37006
https://mathscinet.ams.org/mathscinet-getitem?mr=3996054
https://doi.org/10.1007/BF01896657
https://zbmath.org/?q=an:0848.54025
https://mathscinet.ams.org/mathscinet-getitem?mr=1302335
https://doi.org/10.1007/s000390050077
https://zbmath.org/?q=an:0917.28017
https://mathscinet.ams.org/mathscinet-getitem?mr=1650102
https://doi.org/10.2307/1997782
https://zbmath.org/?q=an:0388.54030
https://mathscinet.ams.org/mathscinet-getitem?mr=467704
https://doi.org/10.1007/s11854-022-0238-z
https://zbmath.org/?q=an:1510.37021
https://mathscinet.ams.org/mathscinet-getitem?mr=4525763
https://doi.org/10.1016/j.aim.2012.07.012
https://doi.org/10.1016/j.aim.2012.07.012
https://zbmath.org/?q=an:1286.37010
https://mathscinet.ams.org/mathscinet-getitem?mr=2964624
https://doi.org/10.2307/2373480
https://doi.org/10.2307/2373480
https://zbmath.org/?q=an:0177.51204
https://mathscinet.ams.org/mathscinet-getitem?mr=232377
https://doi.org/10.2307/2373504
https://zbmath.org/?q=an:0202.55503
https://mathscinet.ams.org/mathscinet-getitem?mr=267560


Topological characteristic factors and nilsystems 53

[40] Veech, W. A.: Topological dynamics. Bull. Amer. Math. Soc. 83, 775–830 (1977)
Zbl 0384.28018 MR 467705

[41] Vinogradov, I. M.: The method of trigonometrical sums in the theory of numbers. Interscience
Publishers, London (1947) Zbl 0041.37002 MR 0062183

[42] Wu Q., Xu, H., Ye, X.: On structure theorems and non-saturated examples. Comm. Math.
Statist. (to appear); arXiv:2201.00152

[43] Ziegler, T.: Universal characteristic factors and Furstenberg averages. J. Amer. Math. Soc. 20,
53–97 (2007) Zbl 1198.37014 MR 2257397

https://doi.org/10.1090/S0002-9904-1977-14319-X
https://zbmath.org/?q=an:0384.28018
https://mathscinet.ams.org/mathscinet-getitem?mr=467705
https://doi.org/10.2307/3608603
https://doi.org/10.2307/3608603
https://zbmath.org/?q=an:0041.37002
https://mathscinet.ams.org/mathscinet-getitem?mr=0062183
https://arxiv.org/abs/2201.00152
https://doi.org/10.1090/S0894-0347-06-00532-7
https://zbmath.org/?q=an:1198.37014
https://mathscinet.ams.org/mathscinet-getitem?mr=2257397

	1. Introduction
	1.1. Backgrounds
	1.2. The main results
	1.3. The main ideas of the proofs
	1.4. The organization of the paper

	2. Preliminaries
	2.1. General topological dynamics
	2.2. Proximal, distal and regionally proximal relations
	2.3. RP[d] and AP[d] 
	2.4. ∞-step nilsystems
	2.5. Furstenberg's tower for minimal distal systems
	2.6. Some properties of N_d(X,T)
	2.7. Open extensions
	2.8. Some subsets of Z

	3. Some tools used in proving Theorem A
	3.1. A saturation theorem
	3.2. The connection of RP[d] with recurrence sets

	4. Proof of Theorem A
	4.1. Proof of Theorem A assuming a key lemma
	4.2. Cases d=1, d=2 for Lemma 4.1
	4.3. Proof of Lemma 4.1 in the general case

	5. Proofs of Theorems B and C
	5.1. Proof of Theorem B for pro-nilsystems
	5.2. Proof of Theorem B for general systems
	5.3. Proof of Theorem C

	6. Proofs of Theorems D–F
	6.1. A key lemma
	6.2. Proof of Theorem D
	6.3. Proof of Theorem E
	6.4. Proof of Theorem F

	7. Some conjectures
	References

