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Abstract. The fragmentation processes considered in this work are self-similar Markov
processes which are meant to describe the evolution of a mass that falls apart randomly as
time passes. We investigate their pathwise asymptotic behavior as ¢t — oo. In the so-called
homogeneous case, we first point at a law of large numbers and a central limit theorem for
(amodified version of) the empirical distribution of the fragments at time 7. These results are
reminiscent of those of Asmussen and Kaplan [3] and Biggins [12] for branching random
walks. Next, in the same vein as Biggins [10], we also investigate some natural martingales,
which open the way to an almost sure large deviation principle by an application of the
Girtner-Ellis theorem. Finally, some asymptotic results in the general self-similar case are
derived by time-change from the previous ones. Properties of size-biased picked fragments
provide key tools for the study.
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1. Introduction

It seems that the first probabilistic works on random fragmentations were due to
Kolmogorov [19] himself and one of his students, Filippov [18]. More precisely,
Kolmogorov provided an explanation to the observation that the logarithms of
the sizes of mineral grains are often normally distributed. In this direction, he
considered the following Markov chain. At the initial time we have a mass, say
mo €]0, oo[. At time 1, this mass is broken randomly, which produces two smaller
masses, say mp,1 = Vomo and m1 2 = (1 — Vp)mo, where V) is a random variable
with values in [1/2, 1[ which has a given distribution. The next steps consist in
independent iterations, in the sense that at time n + 1, each of the 2" masses
obtained at time n, say m1 y, ... , mon ,, is again randomly broken into two pieces,
independently of the past. More precisely, the split uses independent variables
Vian, ..., Van , which are all distributed as Vj. Roughly, Kolmogorov showed that
there is a simple rescaling of the empirical distribution of % Inmi ..., % Inmaon
which converges with probability one to the standard Gaussian distribution.
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In the recent years, there has been a renewed and growing interest amongst
probabilists in models of random splittings and the dual models of coalescence. We
refer to Aldous’ survey [1] for motivations, connections with other scientific areas,
references, ... The present work is concerned with certain random fragmentation
processes in continuous time that we now introduce.

The state space S¥ consists in decreasing numerical sequences x = (x1,...)
with

o0
x1>x2>...>0 and Zx,-gl.
1

An element x € S should be thought of as the ranked family of masses arising
from the split of some object with unit mass. A portion of the initial mass may be
lost during the split, which corresponds to the situation when Z‘fo x;i < 1.In[6,7],
we considered a class of Markov processes X = (X(¢), t > 0) with values in S )
called self-similar fragmentations, which fulfill both the so-called fragmentation
and the scaling properties. The first can be viewed as a version of the branching
property. Specifically, let [P, stand for the law of X started from (r, 0, ...), i.e. at
the initial time, there is a single fragment with mass r. Then for every s, > 0,
conditionally on X(f) = (x1,...), X(f + s) has the same law as the variable
obtained by ranking in the decreasing order the terms of the random sequences
XD (s), XP(s), ..., where the latter are independent variables with values in S¥,
such that X® (s) has the same distribution as X (s) under P, foreachi =1,....
The scaling property means that there is an index of self-similarity @ € R such
that for every r € [0, 1], the distribution of (rX (r*t), t > 0) under PP; is P,. In the
special case when o = 0, we will call the fragmentation homogeneous rather than
self-similar with index O.

A simple example of such a self-similar fragmentation with index o > 0
was studied by Brennan and Durrett [14, 15] as a model for polymer degradation.
Specifically, they considered a particle system in which particles are specified by
their sizes and the evolution of the system is described by the following dynamics.
A particle with size r > 0 waits an exponential time with parameter »* and then
splits into two particles with respective sizes rV and #(1 — V'), where V is a random
variable with values in [1/2, 1[ which has a fixed distribution and is independent
of the past of the system. This fragmentation is binary and discrete, in the sense
that each split produces two new particles, and splitting times of the system can
only accumulate at co. More recently, motivated by the analysis of the so-called
standard additive coalescent, Aldous and Pitman [2] logged the continuum random
tree along it skeleton, and constructed this way a self-similar fragmentation with
index @« = 1/2 which is binary but not discrete. We further refer to [5] for an
alternative construction of the same fragmentation from the Brownian excursion,
to [7] for another binary and non discrete self-similar fragmentation with negative
index @« = —1/2, which is also naturally connected to the Brownian excursion,
and to [23,24] for other more recent related examples which are based on stable
continuum random trees.

In short, it has been shown in [6,7] that the dynamics of a self-similar frag-
mentation are entirely characterized by the index of self-similarity, a so-called
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splitting measure v which specifies the rate at which sudden dislocations occur,
and an erosion rate ¢ > 0 which accounts for the continuous component of the
process. For the sake of simplicity, we shall focus in this work on the case when
the erosion rate is zero, which induces little loss of generality. For instance, in the
model of Brennan and Durrett described above, the index of self-similarity is o,
the erosion rate ¢ = 0 and the splitting measure v given by the distribution of
the sequence (V, 1 — V, 0, ...). Excluding implicitly the degenerate case when X
remains constant, it can be seen that when ¢ goes to infinity, X(1) = (X1(),...)
converges a.s. to (0, .. .), say in the sense of the uniform distance on & ¥, and the
purpose of this work is to investigate the asymptotic behavior of the fragmentation
in terms of its characteristics.

In this direction, note that in the homogeneous case o = 0, the discrete-time
skeleton of the logarithm of the fragmentation, (log X|(n),...),forn =0, 1, ...,
is a special case of a branching random walk in the sense of e.g. Biggins [10-12].
A great deal of information on the asymptotic behavior of branching random
walks is available in the literature. Typically, in the case when the number Z(n)
of fragments at time 7 is finite a.s., Z(-) is a Galton-Watson process, and it can be
deduced from the work of Asmussen and Kaplan [3] that the following pathwise
central limit theorem holds. Under suitable conditions there are two real numbers
wand o > 0, such that the distribution function of the rescaled empirical measure
at time n,

1 .
y — mCard {i :log Xi(n) €] — 00, —un + o/nyl}

converges a.s. to the normal distribution when n — oo, which can also be viewed
as an extension of Kolmogorov [19] that we mentionned at the beginning of this
introduction. Unfortunately, it is not clear how to extend such a result in our
setting, because in the most interesting cases, the number of fragments is always
infinite. Moreover the instants when splitting occur in fragmentation processes are
in general everywhere dense a.s., and the discrete arguments used in the study of
branching random walks cannot be applied.

We shall first study the asymptotic behavior of fragmentation in the homoge-
neous case. In this direction, it is convenient to consider the following modification
of the empirical distribution of the fragments:

D Xi08x,)(dy)

i=1

where §,(dy) stands for the Dirac point mass at . Roughly speaking, fragments
decay exponentially fast as time passes, which incites us to introduce the image of
the preceding random measure by the map y — ¢! log y, i.e. we set

00
pi(dy) = Z Xi ()8, log X; (1) dy).

i=1

By considering the evolution of the size of the fragment containing a randomly
tagged point, we shall first easily obtain a law of large numbers and a (pathwise)
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central limit theorem. Next, we turn our attention to the large deviations for p;, let
us sketch our approach. For every p > 0, we consider

o]

S p) = X0 = [ P,

i=1

The key is that there is a real number ®( p), which is given explicitly in terms of the
splitting measure v, such that ¢/®(? X(z, p) is a uniformly integrable martingale,
at least for certain values of p. This can be viewed as an analog in continuous
time of the well-known result of Biggins [10] for branching random walks. By the
convergence theorem for martingales, this entails the asymptotic

/Re’pypt(dy) = e 10 ast — 00, a.s.

which in turn opens the way to the analysis of large deviations for p; via an
application of the Girtner-Ellis theorem. In particular, this enables us to estimate
for large times ¢ the number of fragments with mass of order e for some fixed
a<0.

Next we shall turn our attention to the case of positive indices of self-similarity,
thatis @ > 0. Our main result in this setting extends a theorem due to Filippov [18],
which in turn was re-discovered in a special case by Brennan and Durrett [15]. It
states (under certain conditions) the convergence in probability as t — oo of the
random measures

o
P (dy) = Y Xi(®8 (@)

i=1
towards some deterministic measure on ]0, oo[ that is specified in terms of the
characteristics of the fragmentation. Note that the rate of decay of fragments is
now polynomial and not exponential as in the homogeneous case. Finally, the
case of a negative index of self-similarity is studied via the homogeneous case,
using an invertible transformation which changes a self-similar fragmentation into
a homogeneous one. We shall show that the entire mass disappears in a finite time,
in the sense that

inf{t >0:X(# = (0,...)} < oo as.

If further « < —1, then we shall also point out that at each fixed time 7 > 0, there
are only a finite number of fragments with positive size, a.s.

At the heart of this work lies the fact that many important statistical features of
the fragmentation can be derived by the study of a few specific fragments (often the
fragment that contained a point tagged at random, independently of the process).
In particular, the analysis can be developed without keeping track simultaneously
of the evolution of each fragment, which would clearly be much more difficult.
The rest of this paper is organized as follows. The next section is devoted to the
analysis of the homogeneous case o = 0. The self-similar cases « > O and ¢ < 0
are discussed in Sect. 3.
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2. Homogeneous fragmentations

Throughout this section, we focus on homogeneous fragmentations, i.e. with index
of self-similarity o = 0. We will first develop some preliminaries, then establish
a law of large numbers and a central limit theorem. Next we will investigate the so-
called scattering rates via some remarkable martingales, and deduce large deviation
estimates. We shall further assume that the fragmentation X starts from a single
fragment with unit mass, i.e. we implicitly work under P := PP.

2.1. Preliminaries

We first recall some features lifted from [4,6], and also refer to Pitman [25] and
Schweinsberg [26] for related works. Roughly, homogeneous fragmentations result
from the combination of two different phenomena: a continuous erosion and sudden
dislocations. The erosion is a continuous deterministic mechanism, whereas the
dislocations occur randomly and can be viewed as the jump-component of the
process. More precisely, if X is a pure-jump homogeneous fragmentation and
¢ > 0 an arbitrary real number, then (e~ X (£), t > 0), is a again a homogeneous
fragmentation, but now with a continuous component corresponding to an erosion.
Any homogeneous fragmentation can be obtained from a pure-jump one by this
elementary transformation. For the sake of simplicity, and because adding an
erosion term to a homogeneous fragmentation is straightforward, we will only
consider homogeneous fragmentations with no erosion (i.e. ¢ = 0) in the
sequel.

Let us now focus on the sudden dislocations (i.e. the jumps). Just like in
the celebrated Lévy-Itd decomposition for subordinators, their distribution can
be described in terms of a certain intensity measure. More precisely, set S* =
S\{(1,0,...)} for the space of decreasing numerical sequences x = (x1,...)
with >~ x; < 1 andx; < 1. The splitting measure (also called Lévy measure in [6])
is a measure v on §* which fulfills the condition

/ (I —x7p)v(dx) < o0. (1)
S*

One can construct a Poisson point process ((A(f), k(¢)), t > 0) with values in
S* x N, with characteristic measure v ® #, where # stands for the counting measure
on N = {1,2,...}, such that the following holds. The process X(-) jumps only
at times r > 0 at which a point (A(?), k(#)) occurs, and then X(f) is obtained
from X (r—) by replacing its k(z)-th term X, (t—) by the sequence X (t—)A(%),
and ranking all the terms in the decreasing order. Of course, it may happen that
Xin(t—) = 0, and in that case we have X () = X(¢—). In the sequel, we shall
always implicitly exclude the trivial case when v = 0. More significantly, we will
always assume that

o
in =1 for v-almost every x € S*,
i=1
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which means that no mass can be lost when a sudden dislocation occurs. This
restriction is really needed only in some statements, but we prefer to make it once
for all for the sake of simplicity.

Some information about the splitting law v, and hence on the distribution of
the homogeneous fragmentation X, is captured by the function

d(g) = / (1 — Zx?“) v(dx) , q>p, 2)
S i—1 B

where

p = inf{peR:f lef’+]v(dx)<oo} 3)
B ST

(recall the requirement (1) and note that the sum above starts from i = 2). Clearly
we must have —1 < p = 0. Using the convention 0 x co = 0, observe that we
may also express (2) in the form

P(g) == / <in(l —x?)) v(dx) .
S*

i=1

The function @ is positive on ]0, oo[ and negative on ] p, O[. It has a crucial role in
this work, which essentially stems from the following fact.

There is no loss of generality in assuming that the fragmentation is built from
some nested family of random open subsets of ]O, 1[, see Sect. 3.2 in [7]. This
means that we can construct for each # > 0 a random open set G(r) <]0, 1[ with
G (') C G(r) forevery0 <t < ¢,and such that X (r) = (X1(¢), .. .) coincides with
the ordered sequence of the lengths of the component intervals of G(#). Suppose
now that at the initial time, a point is tagged at random uniformly in ]O, I1[ and
independently of the G (¢)’s. Denote by x () the size of the interval component of
G (1) that contains this tagged point at time ¢ > 0. In particular, x(7) is a size-biased
pick from the sequence X () = (X1(?), .. .), that is we have the identity in law

L
x®) = Xk(0),
where K is an integer valued variable whose conditional distribution given X (¢) is
P(K=k|X@®) = Xx@®, k=1,....

Then the process
§n = —logx®, =0

is a subordinator, i.e. it is an increasing process with independent and stationary
increments, and we have

E (x(0?) = E(exp(—g&(1))) = exp (—1P(q)) , t>0. )

See Sect. 5 in [6], and in particular Theorem 3 and Lemma 3 there, where (4)
is established for every ¢ > 0 (of course, the extension to ¢ < 0 follows by
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analyticity). In the sequel, we shall often use the fact that, as ® :] p, co[—]—o00, o[
is the Laplace exponent of a subordinator, it is a concave increasing analytic
function.

We stress that ®(0+) = 0, so the subordinator £ has no killing, and x(7) > 0
a.s. for every r > 0. This implies that the homogeneous fragmentation preserves
the total mass, i.e.

oo
P(in(z) = 1) =1 forallt>0.
i=1

2.2. Law of large numbers and central limit theorem

Because total mass is preserved, it will be convenient here to represent the sequence
X (1) through the random probability measure

pr(dy) = X814 3, (). )

i=1

In words, p; assigns a mass y at each point r~!log y such that y is the size of
a fragment of X (¢) (with the obvious convention in case of multiple fragments
with identical size). Note also that p, coincides with the conditional distribution of
! log x(#) given the fragmentation process, where x () is a size-biased pick from
X(1).

We consider the p;’s as random variables with values in the space of probability
measures on R, which is endowed with Prohorov’s distance (so limits are taken in
the sense of weak convergence of probability measures). The simplest results on
the asymptotic behavior of homogeneous fragmentations are easy consequences
of the classical law of large numbers and central limit theorem. In this direction,
introduce the first and second right-derivatives of @ at 0,

poi= 0+, o = —0"(0+);

so that in terms of the splitting measure

n = —/ (in logxi> v(dx) , ol = / (Zx,-(logx,-)2> v(dx) .
S*\io S*\io

Theorem 1. (i) Suppose that @ < o0o. Then,

tlggo =0y,

in probability.
(ii) Suppose that 6% < oo, and denote by p; the image of p; by the map x —
Vi(x 4+ ) /o and by N(0, 1) the standard normal distribution, then

lim Ibt = N(O7 1) )
1—00

in probability.
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Proof. (i) As it has been mentioned in the preceding section, we may assume
that X (¢) is the sequence of the lengths of the interval components of an open set
G (1), where the family (G (f), t > 0) is nested. Introduce two independent random
variables, U and U’ which are both uniformly distributed on ]0, 1[ and independent
of the fragmentation process. The lengths x(¢) and x’(7) of the interval components
of G(7) that contain U and U’ respectively, have both the same distribution and are
not independent.

On the one hand, for an arbitrary bounded continuous function f :]0, co[— R,
we have the first and second moments identities

E( / f(y)pz(dy))
10,00
2
E((/ f(y)pz(dy)> )
10,00

Recall that —log x(7) and — log x'(¢) are both distributed as &(f), where & =
(&(#),t = 0) is a subordinator with Laplace exponent ®. The hypothesis that
®'(04+) = u < oo ensures the (weak) law of large numbers for £, i.e. ~'&(r)
converges in probability as t — oo to u. We conclude that

2
Jim E (/R f(y)pz(dy)> = fl=p), lim E ((/R f(y)pt(dy)) ) = f(—w)?,

and therefore

E(f(t~ " log x(1)))

E(f(t~ " log x(1)) fiz " og x' (1)) .

Jim / fpi(dy) = / f08—u(dy)  in L2(P).

This readily entails our first claim.

(ii) The same argument as above yields the following identities for every bounded
continuous function f : R — R

. log x(1) + pt
E dy)) = E =
(/]O’OO[ FToe( y)) (f( - ))
. ? log x(1) + ut log x'(t) + pt
E ; E .
((/10,00[ e (dy)) ) <f< o/t ) f( ot ))

Our assumption ensures the central limit theorem for the subordinator £(f) =
—log x (), viz.

log x(t) + put
o1

where N has the N (0, 1)-distribution, and of course the same holds when we
replace x(7) by x'(r). The key observation is that, although x(r) and x'(¢) are
not independent, the fragmentation property entails that the variables r~/%(log x(f)
+ ut) and ¢~/ 2(log x' () + ) are asymptotically independent. Indeed, the first
instant r when the tagged points U and U’ are disjoint (i.e. belong to two different

converges in law as t — oo towards N,
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intervals components of G(#)) is an a.s. finite randomized stopping time for which
the strong Markov property thus applies. This readily yields the stated asymptotic
independence.

Putting the pieces together, we see that

Tim E( fR f(y)ﬁz(dy)> — E(f(N).
2
Jim E(( /R f(y)bt(dy)> ) = [E(AN))?,

and we conclude that for every bounded continuous function f,

tim [ f0py = EGGN)  in L)

The convergence in probability p, to N'(0, 1) now follows from standard arguments.
O

To end this section, we point out that the same techniques apply as well to
establish an extension of Theorem 1 in some cases when ®’(0+) = —oo (which
impedes the application of the law of large numbers). In order to state such an
extension, denote for every B €]0, 1[ by sg(dy) the standard Stable(/)-distribution
on ] — oo, 0[, i.e. with Laplace transform

0
/ ePsg(dy) = exp(—qﬁ), qg>0.
—0oQ

Recall also that a function f :]0, co[—]0, oo varies regularly at 04 with index y
if for every ¢ > 0 we have lim,_, o4 f(cx)/ f(x) = c7.

Proposition 1. Suppose that for some  €]0, 1[, the function ® varies regularly at
0+ with index B, and denote by ¢ : [0, co[— [0, 0ol the inverse of the bijection ®.
Then, as t tends to oo, the random probability measures

o0
Z Xi (1) 81 /1) 102 X:(n (dY)

i=1
converge to sg(dy), in probability.

Proof. The hypothesis enables us to apply Lévy’s stable limit theorem. More
precisely, in the notation of the proof of Theorem 1, the variables ¢(1/7) log x(f)
converge in distribution to the stable law sg(dy). We can then follow the same
argument as in the proof of Theorem 1. O

Similarly, the same method applies when ®'(04) = u < coand p — ®(p) —
pu varies regularly at O+ with index B €]1, 2[ (so in that case ®”(0+) = oo,
which impedes the application of the central limit theorem). One then obtains an
extension of Theorem 1 involving the completely skewed stable distribution with
index f.
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2.3. Scattering rates and large deviations

For every real number p > —1 and ¢ > 0, we introduce
oo
1
St p) =Y X,
i=1

which can be thought of as a measurement of the scattering of the fragmentation
at time . An interesting question is thus to investigate its behavior when ¢t — oo.
In this direction, recall the notation introduced in Sect. 2.1.

We observe that if (F;),>( denotes the natural filtration of the fragmentation
process, then the conditional moments of the size-biased picked fragment y(7) are
given by

E(x"® | Fi) = =@, p),

We may thus reformulate the identity (4) as

E (2@, p)) = exp (—t®(p)) , p>p. (6)

We then immediately deduce from the Markov, scaling and fragmentation proper-
ties that

M(t, p) = exp (t®(p)) X(, p)., 1>0

is a positive martingale!. This can be viewed as the analog in continuous time of
a family of remarkable martingales associated to branching random walks, and
our main result in the present setting will extend a well-known theorem due to
Biggins [10]. In this direction, we need to introduce one more notation, which is
the purpose of the next lemma.

Lemma 1. The function p — ®(p)/(p + 1) reaches its maximum on ]p, ool at
a unique point, p > 0, which is the unique solution to the equation

(p+DHP'(p) = d(p). p>p

More precisely, the function p — ®(p)/(p + 1) increases on | p, pl and decreases
on ]p, ool, and this maximum m := max{®(p)/(p+ 1), p > p} is given by

m =& () =d@)/P+1).
Proof. We first point out that
the function p — (p + 1)®'(p) — ®(p) decreases on 1p, ool (7)

Indeed, this function has derivative (p 4+ 1)®”(p), which is negative since @ is
concave. Recall that ®(0) = 0. On the other hand, it is well-known that the so-
called drift coefficient is given by lim, . o ®(q)/g, and we easily see from (2) that

1 Alternatively, this can be derived by an optional projection on the natural filtration of
the fragmentation process, from the well-known fact that if £ is a subordinator with Laplace
exponent @, then exp(—g&(f) + tP(q)) is a martingale. This observation lies at the heart
of the recent work [9] in which the so-called conceptual approach of Lyons, Pemantle and
Peres [22] is adapted to homogeneous fragmentations.
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this quantity is zero. Hence the function p — ®(p)/(p+ 1) has the same limit at O
and at 0o, so it reaches its overall maximum at a unique point p > p. In particular,
we deduce from (7) that the derivative of p — ®(p)/(p + 1) is positive on | p, [
and negative on | p, oo[. Finally, the derivative must be zero at p, which entails that
the overall maximum is given by ®'(p) = ©(p)/(p + 1).

We may now state the following.

Theorem 2. For every p €lp, pl, the martingale M(-, p) is uniformly integrable
and its terminal value, M(0co, p), is a strictly positive random variable a.s.

Theorem 2 and its following corollary will be established in the next section. Recall
(5) and observe the obvious identity

/ e pi(dy) = (1, p).
R

Using the notation introduced in Lemma 1, define the convex decreasing function
A on]p, oof by

—®(p) ifp<p<Dp,

A =
7 {—<p+ Dm ifp=p.

Corollary 1. It holds a.s. that

1
lim —logf e'” p(dy) = A(p)
R

t—o00 t
forevery p > p.

More precisely, it can also be shown that for p < p, the above limit equals +o00
a.s.; but as this will not be needed in the sequel, we shall not give the argument.
Taking Corollary 1 for granted here, we derive large deviation estimates for the
random measures p;. Introduce the Fenchel-Legendre transform of A,

A*(a) = sup (ap — A(p))
p>p

Note that A*(a) = oo for every a > —m and that A* is left-continuous at —m.

Corollary 2. Suppose that p < 0. The following holds a.s.
(i) Forany closed set F C R,

1
limsup?log,ot(F) < —inf {A*(p). pe F} .

[—>00

(i) Forany open set G C R,

1
liminf —log p;(G) > —inf {A*(p), p> —®'(p+) and p € G}.
t—oo t Ll
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(iii) If moreover @' (p+) = oo, then (p;) satisfy the LDP with the good convex
rate function A*.

Proof. We aim at applying the Gértner-Ellis theorem (see Sect. 2.3 in Dembo and
Zeitouni [17]). The fundamental condition on the behavior of the Laplace transform
of p; (see Assumption 2.3.2 in [17]), is the conclusion of Corollary 1. Note that
the assumption p < 0 ensures that O belongs to the interior of the domain of A.
According to Lemma 2.3.9 in [17], every x €] — ®'(p+), —®'(p)[ is a so-called
exposed point of the Fenchel-Legendre transform A*, and since A*(p) = oo for
every p > —m, the statements (i) and (ii) merely rephrase Theorem 2.3.6 in [17].
The last statement follows from the first two and Lemma 2.3.9 in [17]. |

2.4. Proofs

‘We first establish Theorem 2.

Proof. Note that the martingale M(-, p) is given by the product of a monotone
process and a monotone function, and hence is pure-jump. It is known that if for
some g €]1, 2[, the g-variation

Vy(p) =Y IM(t, p) — M(t—, p)|

t>0

of M(-, p) is an integrable variable, then M(-, p) is bounded in L4 (IP) and a fortiori
uniformly integrable; see e.g. Lépingle [21]. In this direction, observe that the jumps
of M(-, p) can be expressed in terms of the points of (A (), k()) of the Poisson point
process used in Sect. 2.1 to describe the sudden dislocations of the fragmentation:

0]

1=y Al

i=1

M1, p) — M(t—, p)| = exp(t®(p))Xfy' (1)

El

where A1(f) > Ax(#) > ... is the decreasing sequence of the terms of A(f). Since
the characteristic measure of the Poisson point process is v ® #, the compensation
formula yields

E (Vg(p)) = c(p, Q)/o exp(tg®(p)E (X1, q(p+ 1) = 1)) dr,

o

1

c(p,q) = /S 1—inp+
i=1

Let us check that c¢(p, g) < oo whenever ¢ > 1 is picked sufficiently close
to 1. This is trivial when p > 0, since then

where

q
v(dx) .

q
<1—xI"' < (p+ DU —x),

o]

1 _inp-&-l

i=1
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and the condition f g« (I=x1)v(dx) < oo ensures the finiteness of ¢(p, q). Suppose
now that p < p < 0. We use the hypothesis > 2, xi = 1forv-almostevery s € S*,
and Jensen’s inequality to get that v(dx)-a.e.

o0

I_inp-i-l

i=1

- (ixi(x{’—l)> < Sonler -1y

The right-hand side is bounded from above by

oo
in(xipq — 1) = inqu —1.
i=1 '

Since p < p < 0, we still have that p < pg < 0 provided that ¢ > 1 is chosen
sufficiently close to 1, and then we see by the very definition of p that

c(p.q) = / (inqu - 1) v(dx) < o0.
S \iz1

On the other hand, we know from (6) that E(X(f,q(p+1)—1)) =
exp(—t®(g(p + 1) — 1)), so we conclude that M(-, p) is uniformly integrable
whenever we may find ¢ > 1 arbitrarily close to 1 such that

q®(p) < P(p+1)—1). ®)

Recall now the hypothesis p < p, so we may pick g > 1 sufficiently close to 1
such that p < g(p + 1) — 1 < p. By the part (i), we know that

D(p) - P@p+DH -1
p+1 qg(p+1)

so (8) holds and M(-, p) is uniformly integrable.

Thus all that we need is to check that its terminal value M(oo, p) is strictly
positive a.s., which is straightforward. Indeed, we see from the scaling property
that the probability P, (M (oo, p) = 0) does not depend on » > 0. On the other
hand, the fragmentation property entails

P(M(c0, p) =0 X(0) = [] Pxiw (Moo, p) =0) .
X,’([)>0

Since v # 0 and v (Zfﬁl Xi < 1) = 0, the number of fragments at time 7 > 0,
Card{i: X;(f) > 0}, is always at least 1, and is greater than 1 with positive
probability. Hence P(M(co, p) = 0) must be equal to O or 1, and the uniform
integrability of M(-, p) rules out the case when M(oco, p) = 0 a.s. O
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Next, we establish Corollary 1

Proof. Let us first prove the statement for a fixed p > p. Thecase p < p < p
follows from Theorem 2, so suppose that p < p. We first observe that

1
lim —log X (1) = —m a.s. )
t—oo t

Indeed, the trivial upper-bound X () < =(z, p)!/P+1 and the convergence of the
martingale M(t, p) yield

1
limsup—logX (1) < —®(p)/(p+1) = —m a.s.

t—oo I

On the other hand, pick any ¢ > 0 and ¢ > O such that ¢ + & < p. As
(g +e) = X{OX(1,q),

we deduce from Theorem 2 that

D(g) — P(g + o) .

1
liminf —log X (f) >
t—oo &

We let first ¢ — 0+, and then ¢ — p, and we obtain the lower-bound
1
liminf — log X1(9) > —®'(p) = —m.
—oo
Next, using the bounds

1 — _
X' < 36, p) < X P02, D),

we deduce by (9) and the convergence of the martingale M(t, p) that

1 1
lim —log X(¢, p) = lim —log/ e o (dy) = —(p+ )m = A(p) a.s.
t—o0 t t—00 f R

The limit above holds a.s. simultaneously for every rational number p > p,
and by an immediate monotonicity argument, the proof is complete. O

2.5. Miscellaneous comments

Let us comment on the results presented in this section and make the connection
with related results in the literature.

e On Theorem 1: It is likely that, at least under some more restrictive hypotheses,
it should be possible to reinforce the convergence in probability into almost-sure
convergence. Indeed, this is the case for branching random walks; see Asmussen
and Kaplan [3] and Biggins [12], and also the comments below on Corollary 2. We
point out that the approach of Theorem 1(ii) is inspired by the work of Brennan
and Durrett [15], and is close to the so-called propagation of chaos (see Sznitman
[27]). More precisely, for every integer k, if Uy, . .. , Uy are independent uniformly
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distributed variables, then the argument of the proof shows that the k-tuple of
the size of the interval components of G (¢) that contain respectively Uy, ... , U
converges in law as t — oo after a suitable renormalization towards k independent
normal variables.

e On Theorem 2: It is interesting to observe that Markov’s inequality combined
with the fact that E(M(z, p)) = 1 for every t > 0 and p €]p, oo[ entails the
following concentration inequality: for every ¢, t > 0, we have

P(Z(t, p) > &) < & exp(—1®(p)).

In the same vein, as for p > p, M(-, p) is a martingale with no positive jumps that
converges to 0 at oo, the optional sampling theorem yields for every a > 1 the
identity

P (X(t, p) = aexp(—tP(p)) forsomer > 0) = 1/a.

e On Corollary 1: This result provides a consistent estimator of the function ®
evaluated on ] p, p — 1[, which is constructed from a single sample of X (7). Recall
that ® is analytic on |p, oo[, and thus is entirely determined by its values at such
points. On the other hand, if the fragmentation is binary, then we can recover
its splitting measure from &. In conclusion, if we know that a homogeneous
fragmentation is binary and mass-conservative, then we can construct a consistent
estimator of the law of the process from a single sample of the fragmentation
observed at a large time.

e On Corollary 2: Of course, this LDP agrees with the law of large numbers of
Theorem 1. More precisely, the assumption that p < 0 implies that ® has a finite
derivative at 0 and that A*(—®’(0+)) = 0, as expected from Theorem 1(i). In
this direction, we stress that the condition that p < 0 is more demanding than the
requirement of finiteness for ®'(0+); and that the LDP yields a strong LLN (i.e. the
convergence in Theorem 1(i) holds almost-surely and not merely in probability).
It may be also interesting to translate this LDP in terms of a multi-scale asymp-
totic analysis for numbers of fragments. More precisely, define for every a < 0

1
C(a) ;= lim lim ?log (Card{i e N: e " < X;(1) < *™"})

e—>0+1—>00

whenever the limits above exist, so that informally, the number of fragments of
size approximately e% at time ¢ is approximately e’“® when ¢ is large. It is
immediately seen that when the hypothesis of Corollary 1 is fulfilled, then we have
forall a < —®'(p+) that

Cla) = —(A*(a) +a).
In this direction, note that elementary calculations yield for every p > p
A*(=9'(p) = ®(p) — pP'(p).

On the other hand, recall from Lemma 1 that ®'(p) = ®(p)/(p + )p = m,
and we conclude that then C(—m) = 0. Loosely speaking, this means that there
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exists fragments of size ~ exp{—m}; however the number of such fragments is
subexponential, i.e. smaller than e for every n > 0. On the other hand, for every
a > —m we have C(a) = —oo, which implies that a.s. all the fragments have size
smaller than e” whenever ¢ is sufficiently large, which is in agreement with (9).
In the same vein, if moreover ®'(p+) = oo, then C(a) > 0 for every sufficiently
negative a. This means that there exists a.s. extremely small fragments (i.e. of size
~ exp{at}, no matter how small a is).

Finally, we mention that in the setting of branching random walks, Biggins [13]
also used the remarkable martingales analogous to those in Theorem 2 to establish
precise large deviation estimates for the empirical measure of a branching random
walk (see also [11]). Recently, Corollary 2 has been strengthened into precise large
deviation estimates, see [9].

3. Self-similar fragmentations

We next turn our attention to general self-similar fragmentations, i.e. the index
of self-similarity « is now an arbitrary real number. As connections between the
homogeneous and the self-similar cases will have an important role in our analysis,
and in order to avoid a possible confusion, it is convenient from now on to denote
self-similar fragmentations with index « by X @) = (X (la) 0, X (Za) o, ... ), and
to keep the notation X = X© in the homogeneous case. Again, we shall implicitly
assume that the fragmentation starts from a single fragment with unit mass. Let us
now recall some results taken from [7].

3.1. Preliminaries

There is a simple transformation that changes a homogeneous fragmentation X
into a self-similar one, X (@,

Recall the interval-representation of a fragmentation sketched in Sect. 2.1.
So (G(1),t > 0) is a nested family of open sets in the unit interval, and X(¢)
is the ranked sequence of the lengths of the intervals components of G(#). For
every y €]0, 1, let 1, () denote the interval component of G(#) that contains y
if y € G(1), and I,(1) = ¥ otherwise. We write |/| for the length of an interval
I CJ0, 1[, and for every y €]0, 1[ we consider the time-substitution

u
T}Ea)(t) = inf{u >0: fo |]y(v)|—01dv > l} .

Because the open sets G(f) are nested, we see that for every y, z €]0, 1[, the
intervals I),(Ty(a) (1)) and IZ(TZ(O’) (1)) are either identical or disjoint, so the family
{Iy(T)@ (1),0 < y < 1} can be viewed as the interval components of an open
set G (7). It is straightforward that the family (G (f), ¢ > 0) is nested. More
precisely, if we write X @ (1) for the ordered sequence of the lengths of the interval
components of G (r), then (X (7),t > 0) is a self-similar fragmentation with
index «. See Theorem 2 in [7].
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Any self-similar fragmentation X® can be constructed from some homoge-
neous one X as above, and this construction can be inverted. In particular, the
distribution of X® is entirely determined by the index of self-similarity «, and
the erosion coefficient ¢ > 0 and the splitting measure v of the homogeneous
fragmentation X. In the sequel, the notation ® will refer to the function defined
in (2).

3.2. Case when the self-similarity index is positive

For the purpose of this section, it is convenient to describe the fragmentation X ¥ (1)
via the following modified version of the empirical measure of its components,

o]

pt(a) = ZX[(O‘>(t) atl/O‘Xl@(t)'
i=1

Note that in comparison with (5), to each fragment, say y, corresponds a mass at
t1/%y instead of #~! log y. Our main result of this setting is the following theorem
which can be viewed as an extension of Theorem 1 to the self-similar case.

Theorem 3. Suppose that o > 0, and assume that

(1) the erosion coefficient is c = 0 and v (ZZ] X < 1) =0,

(ii) D'0+) = p = Z/ x;log(1/x)v(dx) < oo,
i=1 75"

(iii) the fragmentation is not geometric, that is there exists no r > 0 such that the
size of every fragment at time t > 0 lies in the set {e_k’ tk=0,1,... }

Then the random measures pt(a) are probability measures a.s., and when t — o0,

they converge in probability, in the sense of weak convergence of measures. The

limit pgg) is deterministic; it is determined by the moments

k — 1)!

ok 5@ (dy) = k=1,...,
/]o,oo[y Poc V) = S @ ok =) T

(with the usual convention that the right-hand side above equals 1 /(o) fork = 1).

Proof. The proof is similar to that of Theorem 1. The key difference is that the size
x @ (1) of the tagged fragment at time 7 (i.e. the length of the interval that contains
a point which has been tagged at random according to the uniform distribution, and
independently of the fragmentation process) has a more complicated expression.
Corollary 2 of [7] states that the distribution of the process x () (-) can be described
in terms of the function @ as follows. Let & = (&(¢), t > 0) be a subordinator with
Laplace exponent @, and define implicitly 7(¢) for every ¢ > 0 by the identity

(1)
/ exp (aés)ds = t.
0
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Then the processes (exp(—&(y), ¢ > 0) and (x®(#), ¢ > 0) have the same dis-
tribution. Roughly, this is an easy consequence of the transformation X — X
described above. In the terminology introduced by Lamperti [20], this means that
1/1x@ ()] is an increasing self-similar Markov process with index 1 /o, which is
associated with the subordinator with Laplace exponent ®.

The hypotheses (i—ii) are necessary and sufficient conditions for E(§;) =
®'(0+) < oo, whereas (iii) means that the subordinator £ is not arithmetic. In
this case, it has been shown in [8] (extending Brennan and Durrett [15]) that
/e exp(—&¢(s) has a limiting distribution as + — oo, which is given by the
probability measure ,oc(g) which appears in the statement. By the scaling property,
we thus have that for every r > 0, the distribution of #!/%x(®(¢) under P, (i.e.
when at the fragmentation starts from a single fragment of size r) converges
weakly towards pgg) ast — oo.

The rest of the proof follows exactly the same route as for Theorem 1(ii). One
expresses the first and second moments of [ f()pf(dy) in terms of 17y @ (),
and check the asymptotic independence of the size of two independently tagged
fragments. O

Let us now comment on Theorem 3. A version of Theorem 3 in the case when
the dislocation measure v has a finite total mass was first proved by Filippov [18].
Then a special case of Filippov’s result was recovered by Brennan and Durrett
[14,15]. Roughly, these authors treated the case of discrete binary fragmentations
(i.e. the Lévy measure v has finite mass and is supported by the set of sequences
x = (x1,...) € 8 with x; + xo = 1). Then it is plain that at any time # > 0,
the number N(f) of fragments with positive size is finite, so one can investigate
directly the true empirical measure
| Mo
— 8,] Ja X (@) -
N(1) ; ®
It should also be stressed that Brennan and Durrett established almost-sure conver-
gence and not merely convergence in probability as we did.

Motivated by the study of the so-called standard additive coalescent, Aldous
and Pitman [2] introduced a self-similar fragmentation with index o = 1/2 and for
which

d(g) = V2T(g+1/2)/T(9),

see the identity (12) in [7]. They were able to describe explicitly the distribution
of X(¢) at any time ¢ > 0 in terms of the atoms of a certain conditioned Poisson
measure on ]0, oo[, and then to investigate its asymptotic behavior for large times.
More precisely, not only they obtained Theorem 3 in this case (then the limit
distribution ,oé%) has density Qry)~1/2e7Y/2 je. it is the law of the square of
anormal A/(0, 1) variable), but they also established Gaussian fluctuations, which
does not seem easy to get in the general setting.

Just as in the homogeneous case (recall the comment about Corollary 1 in
Sect. 2.4), Theorem 3 can be used to construct an consistent estimator of the
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function ® from a single sample of X @ (7). Indeed Theorem 3 yields an estimator
of ® evaluated at points «, 2« . . ., and this estimator is consistent as we know that
it converges to the exact values of ® at such points when r — c0. On the other
hand, because ® is the Laplace exponent of some subordinator, it is easy to check
that & is entirely determined by its values at such points.
Finally, as an easy application of Theorem 3, one can specify the asymptotic

behavior of the scattering rates of X®. More precisely, if we set

o0

@@ p) =Y (X[ 0)",
i=1

then we have the following estimate.

Corollary 3. Under the assumptions of Theorem 3, we have for every p > 1 that

t—>00

lim (P~ V/es@ @ py = / ¥ p@ (dy) €10, ool
10, 00[

where the convergence holds in probability.

Proof. We have the identity

(P @, py = f Yo dy) ;
10,00]

however as the function y — y”~! is unbounded, we cannot directly apply Theo-
rem 3. Nonetheless, if we simply try to repeat the argument used there, we see
immediately that all that is needed is to check that the family (tl/ @y @), 1 > O)
is bounded in LY(IP) for every ¢ > 1. In this direction, it is enough to exhibit
a decreasing function f : [0, co[— [0, co[ with f(r) = o(r~?) at co for every
q > 0, such that

P x @@ > r) < f), forallz,r > 0.

For this, recall that 1/x® () is an increasing semi-stable Markov process
corresponding to some subordinator & via Lamperti’s transformation. If we set
7, = inf {t > 0:1/x® () > b}, then Corollary 5 in [8] entails that for every
b > 1, b™%t is stochastically dominated by the variable fooo exp(—aé&;)ds. We
deduce that

o0
P(t]/“x(a)(t) >r) = P('C[l/a/r >1) <P (/ exp(—aé)ds > r"‘) .
0
As the variable fooo exp(—aé;)ds has finite moments of arbitrary order (these are

computed e.g. in [16]), this completes the proof. O

We conclude this section with the following simple observation: when the
conditions of Theorem 3 are fulfilled, the size of the largest fragment decays like
11/ a5 time goes to infinity, in the sense that

log X' (1) ~ —l
g X, () alogt ast — 00.

More precisely, the upper bound follows from Corollary 3, whereas the lower
bound is obtained by considering a size-biased picked fragment.
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3.3. Case when the self-similarity index is negative

Results in the case a < 0 are simple applications of the transformation X — X (@
described in Sect. 3.1. An informal guideline is that small masses are then subject
to intense fragmentation, and this makes them vanish entirely quickly. Here is
a formal statement.

Proposition 2. (i) For o < 0, it holds with probability one that
¢ = inf{r>0: X0 =(0,...)} < oo,
(ii) Foreveryt > 0and o < —1, it holds with probability one that
card{j eN: X;“)(t) >0} < 0.

We stress that Proposition 2 holds in complete generality, in the sense that it is
not required to suppose that the associated homogeneous fragmentation X has no
erosion nor that its splitting law induces no loss of mass (but of course the case
when X is constant is always excluded).

Of course, it would be interesting to determine the law of the lifetime ¢, but
we have been able to tackle this question only in a couple of special cases. It is not
even clear whether or not this distribution can be characterized just in terms of the
exponent ®. On the other hand, we stress that in general, no matter what the value
of « is, there may exist random instants ¢ at which

card{j eN: X§a>(t) >0} = oo.
For instance in the case when the Lévy measure fulfills
v(x; >0forall j e N) = oo,

then with probability one, there occur infinitely many sudden dislocations in the
fragmentation process X (@, each of which produces infinitely many masses. This
does not induce any contradiction with Proposition 2 (ii) when « < —1, because
informally, as the index of self-similarity is negative, we know that small masses
vanish quickly.

Proof. (i) Recall that with probability one

limsupf] logX1(r) < O

t—00

(this holds for any non-trivial homogeneous fragmentation, as can be seen by
the theorem of convergence of nonnegative martingales and the trivial bound
e®P=DX (1) < M(t, p)). In the notation used in Sect. 3.1, we may thus find
& > 0 and an a.s. finite random variable C such that

[I,(r)| < Ce™*" forall0 <y < landr > 0.

As a < 0, we deduce that if we set C’ = C/(—as) > 0, then

[e¢)
/ (| ™dr < C',
0
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and hence T)@(C’) = oo forall 0 < y < 1. This shows that X () = (0, ...) for
everyt > C'.

(ii) Recall the notation

@@ p) = Y (XP )"

i=1

We first point out that for every p > —o, we have the identity

/ 2(“)(t,p+a)dt=/ (1, p)dt . (10)
0 0

Indeed, in the notation of Sect. 3.1, we have for every r > 0
! +a—1
2@ pta) = /0 L, (T{ (1) |”™ dy.

By the change of variables Ty(a> (1) = s, dt =|1,(s)|”%ds, in the second identity
below, we get

0 1 00 a1
/ 2@, p+aydt = / dy/ dt|1,(TS ()|
0 0 0

1 e’}

:/ dy/ ds|Iy(s)|"~!
0 0
o0

=/ (s, p)ds .
0

As a consequence, if moreover p > 1, then by (6), the random variable in
(10) has mean 1/®(p — 1). Then let p decreases to —« (recall that the assumption
—a > 1), 50 2@(t, p + ) increases to

2@(t,0) = cara{j e N: X > 0},

the number of fragments at time 7. We get by monotone convergence

[o)e]
1
f E(Z®(t,0)dt = ——— < o0,
0 O(—a—1)
which establishes our claim. O
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