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Abstract. We study the zero-temperature limit for Gibbs measures associated to Frenkel–Kontoro-
va models on(Rd )Z/Zd . We prove that equilibrium states concentrate on configurations of mini-
mal energy, and, in addition, must satisfy a variational principle involving metric entropy and Lya-
punov exponents, a bit like in the Ruelle–Pesin inequality. Then we transpose the result to certain
continuous-time stationary stochastic processes associated to the viscous Hamilton–Jacobi equa-
tion. As the viscosity vanishes, the invariant measure of the process concentrates on the so-called
“Mather set” of classical mechanics, and must, in addition, minimize the gap in the Ruelle–Pesin
inequality.

In statistical mechanics, Gibbs measures are probability measures on the configuration
space, describing states of thermodynamical equilibrium. One of the major problems is
to study the dependence of equilibrium states on the temperature (or other parameters):
a lack of analyticity in this dependence is interpreted as the occurrence of a phase tran-
sition, and the existence of several Gibbs measures at a given temperature, as the coexis-
tence of several phases.

In Part I of this paper, we are interested in the behaviour of Gibbs measures as temper-
ature goes to zero, in the model where the particles of the system lie on the 1-dimensional
latticeZ. This is not the favourite situation in statistical mechanics: in this case, and if the
energy of interaction between particles satisfies reasonable assumptions, there is usually
no phase transition. But even then, there is, to my knowledge, no general result describ-
ing completely the behaviour of Gibbs measures at zero temperature: for instance, the
existence or not of a limit of the equilibrium state. It is intuitive to think, and possible to
prove, that such a limit must minimize the mean energy, but there are examples where it is
not enough to conclude, as there may be several states of minimal mean energy ([Si82]).

This paper deals with the case where the state of each particle is represented by an
element ofRd , so that a configuration of the system is described by a sequenceγ =

(γk)k∈Z ∈ (Rd )Z. We work in the Markovian case: the potential of interaction is of the
form L̄(γ ) = L(γ0, γ1). Such models are sometimes called Frenkel–Kontorova models.
In the paper, the functionL : Rd ×Rd → R will be of classC3, and satisfy the following
assumptions:

(Periodicity) L(x + s, y + s) = L(x, y) for all s ∈ Zd .
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(Superlinear growth)L(x,y)
||x−y||

−→
||x−y||→∞

∞,

(‘Twist property’) For allx ∈ Rd , y 7→ ∂1L(x, y) is a diffeomorphism ofRd .

Given the periodicity property ofL, the convenient configuration space to work with is
the quotient spaceW = (Rd )Z/Zd . We will denoteσ the shift transformation onW ,
acting on sequences by shifting them to the left.

For each parameterβ > 0 (representing the inverse of the temperature), we will
construct in Section 2 aσ -invariant probability measureµβ on W , called “the Gibbs
measure associated to the potentialL̄, at temperature 1/β”.

We will then prove the following theorem:

Theorem 0.0.1. Letµβ be the Gibbs measure associated to the potentialL̄, at temper-
ature 1/β. Let µ∞ be a limit point of the family(µβ)β>0 as β tends to infinity. Then
µ∞ minimizes the mean energy

∫
W
L̄ dµ over the set of allσ -invariant probability mea-

sures onW . Moreover, under suitable assumptions(A1), (A2), (A3),µ∞ maximizes the
functional

µ 7→ hσ (µ)−
1

2
lim
n→∞

∫
W

1

n
log[nA

′′(γ̄ )] dµ(γ̄ )

over all energy-minimizing measures.

In the theorem,hσ (µ) stands for the metric entropy of the measureµ under the action
of the shiftσ . This functional is one of the fundamental objects in ergodic theory; its
definition is given in Section 1.

We denote byA′′(γ ) the Hessian matrix of the formal sum

A(γ ) =

∑
k∈Z

L(γk, γk+1).

It is an infinite matrix, tridiagonal by blocks of sized. The notationnA′′(γ ) stands for the
nd × nd submatrix corresponding tok ∈ [1, n] and, in Theorem 0.0.1, [nA′′(γ )] stands
for the determinant of that matrix.

The assumptions (A1), (A2), (A3) are technical assumptions concerning the behaviour
of the energy near its minima. They will be stated in Section 1.

We note that our result does not necessarily imply the existence of a limit for the
family (µβ) asβ → ∞, since the functional thatµ∞ must maximize is affine.

Part I is organized as follows:

– In Section 1, we introduce notations, and give a more detailed statement of Theorem
0.0.1 with its assumptions (A1), (A2), (A3).

– In Section 2, we define the Gibbs measureµβ and give some of its properties.
– In Section 3, we prove Theorem 0.0.1.
– Section 4 serves as a transition to Part II. We explain briefly the connection between

Frenkel–Kontorova models and symplectic twist diffeomorphisms ofTd × Rd . In this
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context, the quantity limn 1
n

log[nA′′(γ̄ )] has a nice interpretation in terms of Lyapunov
exponents. To draw an explicit link with Part II, we consider the example

L(γ0, γ1) = ‖γ1 − γ0‖
2/2 − V (γ0)− 〈ω, γ1 − γ0〉,

whereω ∈ Rd andV is aZd -periodic potential of classC3.

In Part II, we find that our result reads in an interesting way when transposed to
the field of Lagrangian mechanics. In that part, we replace the configuration spaceW =

(Rd )Z/Zd by the space of continuous bi-infinite paths on thed-torus,W = C(R,Rd )/Zd
= C(R,Td ), and the functionL by a Lagrangian of the form

Lω(x, v) = ‖v‖2/2 − V (x)− 〈ω, v〉 (0.0.1)

on Rd × Rd , V being aZd -periodic function of classC3, ω an element ofRd , and‖ · ‖

the norm arising from the usual Euclidean structure〈·, ·〉 onRd .
Forβ > 0, we consider the “twisted” Schrödinger operators:

Hωβ = e−β〈ω,x〉
◦

(
1

2β2
+ V (x)

)
◦ eβ〈ω,x〉, (0.0.2)

where1 stands for the Laplace operator onRd . (Forβ = i/~, ~ being the Planck con-
stant, the operatorHωβ would be the quantization of the classical Hamiltonian

Hω(x, p) = ‖p + ω‖
2/2 + V (x)

associated to the LagrangianLω; but this is quite a different problem.)
Let ψβ , ψ∗

β be the positiveZd -periodic eigenfunctions of, respectively,Hωβ and its
adjointHω∗

β , associated to their common largest eigenvalue (this will be given a precise
meaning in Section 5). The focus of our attention is the measure

µ0
β =

ψβ(x)ψ
∗
β(x) dx∫

Td ψβ(y)ψ
∗
β(y) dy

,

which is the invariant measure for the Markov process generated by the twisted Schrö-
dinger operators (Section 5). This process seems to be calledP(φ)1-process in quantum
field theory ([Si79]).

We study the behaviour of the family(µ0
β) asβ → ∞; 1/β will now play the role

of a viscosity coefficient, or of the diffusion coefficient of the stochastic process. We
first prove that every limit pointµ0

∞ of the family (µ0
β) as β → ∞ can be lifted to

the tangent bundleTd × Rd to a probability measureµ∞, invariant under the Euler–
Lagrange flow ofLω, and which minimizes the integral of the Lagrangian. Such mea-
sures play a central role in J. Mather’s theory in Lagrangian dynamical systems: they
are called “action-minimizing measures” (see [Ma91], and the work of Mañé on the sub-
ject, [Mn92], [Mn96] and [Mn97]). It is shown in the paper [Go02] (Section 8) how the
measuresµ0

β , for β > 0, may be seen as action-minimizing measures in the world of
stochastic dynamics.
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Since there may be several action-minimizing measures, we seek additional condi-
tions satisfied by the limits of(µ0

β) asβ → ∞.
One way to state the result is as follows:

Theorem 0.0.2. Letµ0
∞ be a limit point of the family(µ0

β) asβ → ∞. Then there exists

a probability measureµ∞ onTd×Rd , which is invariant under the Euler–Lagrange flow,
action-minimizing in the sense of J. Mather, and whose projection onTd isµ0

∞. Moreover,
under suitable assumptions(A1), (A2), (A3),µ∞ maximizes the functional

hφ(µ)−
1

2

∫
Td×Rd

( d∑
i=1

λ+

i (x, v)
)
dµ(x, v)

over the set of all action-minimizing measures.

The assumptions (A1), (A2), (A3) are technical assumptions concerning the behaviour of
the action near its global minima. They will be stated in Section 5.

Herehφ(µ) stands for the metric entropy of the invariant probability measureµ on
Td × Rd , under the action of the Euler–Lagrange flowφ = (φt )t∈R; and theλ+

i (x, v)

are the firstd (nonnegative) Lyapunov exponents of(x, v), under the action ofφ. The
definition of Lyapunov exponents will be given in Section 4. Note that, for a smooth
transformationφ of a compact manifold of dimensionn, the Ruelle inequality always
holds:

hφ(µ) ≤
1

2

∫ n∑
i=1

|λi(x)| dµ(x),

where the sum runs overall Lyapunov exponents (this is Theorem S.2.13 of [KH95], ap-
plied to bothφ andφ−1). In Theorem 0.0.2, if we knew thatµ was supported on a smooth
invariant Lagrangian graph (hence, of dimensiond), we could interpret the result as: “µ
minimizes the gap in Ruelle’s inequality”. As we shall explain in Section 5, the fact that
µ is action-minimizing in the sense of Mather is a weak form of the property of being
carried by a smooth invariant Lagrangian graph.

There are alternative ways of formulating the result. For instance,uβ = −
logψ∗

β

β
is a

solution of the viscous Hamilton–Jacobi equation

−
1u

2β
+Hω(x, dxu) = λβ ,

whereasvβ = −
logψβ
β

is a solution of the same equation for the time-reversed system:

−
1v

2β
+Hω(x,−dxv) = λβ .

The constantλβ is the eigenvalue ofHωβ andHω∗

β associated to the eigenfunctionsψβ ,
ψ∗
β . We see thatβ appears here in the role of the inverse of a viscosity coefficient. The
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measureψβ(x)ψ∗
β(x) dx may thus be written in the forme−β(uβ (x)+vβ (x)) dx. In dimen-

siond = 1, the problem may also be formulated in terms of the Burgers equation, which
is the equation satisfied byduβ (or dvβ ), obtained by differentiating the Hamilton–Jacobi
equation; in the paper [Si91], the asymptotic behaviour of the viscous Burgers equation
(as time tends to infinity, for a fixed viscosity coefficient) was studied via the definition
of Gibbs measures on path spaces; our construction, in Section 5, of the Markov process
associated to the Schrödinger equation, is similar.

Let us mention that in dimensiond = 1, the convergence of the functionsuβ , vβ
(β → ∞) was proved in [Bes02] for a time-dependent Lagrangian, and that the result
proved therein implies ours. However, the approach relies very much on low-dimensional
considerations and cannot be extended to higher dimensions in an obvious way. Moreover,
in low dimensions, the entropy does not come into play.

The application of Theorem 0.0.2 in the caseω = 0 yields an already known result
about the tunnelling effect in semi-classical mechanics ([He88, Section 4.2]):

Corollary 0.0.3. LetH~ = ~21/2 + V , and letψ~ be the uniqueZd -periodic positive
eigenfunction, corresponding to the largest eigenvalue ofH~ in L2(Td ). Then, in the
semi-classical limit~ → 0, the probability measure

ψ2
~(x) dx∫

Td ψ
2
~(y) dy

concentrates on the maxima ofV .
Assume furthermore that the system satisfies(A1). If we consider the expansion ofV

in orthonormal coordinates near a maximumx0, in the form

V (x0 + y) = V (x0)−
1

2

∑
|ai(x0)|

2y2
i +O(y3),

then the measureψ2
~(x) dx concentrates on thosex0’s for which the quantity

∑
|ai(x0)|

is minimal.

Part II is organized as follows:

– In Section 5, we give more details about Mather theory and the notion of viscosity so-
lutions of Hamilton–Jacobi equations. We explain the spectral properties of the twisted
Schr̈odinger operator (0.0.2). We show how it generates a Markov process of the in-
variant distributionµ0

β , and finally we state Assumptions (A1), (A2), (A3).
– In Section 6, we show how to adapt the proof of Theorem 0.0.1 to the new situation.

We also check that Assumptions (A2), (A3) are always satisfied in the caseω = 0, that
is, we prove Corollary 0.0.3.
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Part 1. Statistical mechanics

1. Introduction and statement of results

In this part, we consider a model where particles lie on the “1-dimensional lattice”Z, and
the state of each particle is described by an element ofRd . Thus, a configuration of the
whole system is described by an element of(Rd )Z. A function

L̄ : (Rd )Z → R,

called thepotential of interaction, is used to describe the energy of interaction between
particles. This is done the following way: given a configurationγ = (γk)k∈Z ∈ (Rd )Z,
theenergy of interactionassociated to a finite subsequence(γk)m≤k≤n is by definition

A(γ|[m,n]) =

n−1∑
k=m

L̄(σ kγ )

whereσ denotes the shift acting to the left:

(σγ )k = γk+1.

We will restrict our attention to potentials̄L depending only on the first two coordi-
nates (nearest neighbour interactions): in other wordsL̄(γ ) = L(γ0, γ1), where nowL is
a function fromRd × Rd to R.

Moreover,L will be of classC3, and have the following properties:

(Periodicity) L(x + s, y + s) = L(x, y) for all s ∈ Zd .

(Superlinear growth) L(x,y)
‖x−y‖

−→
‖x−y‖→∞

∞.

(‘Twist property’) For allx ∈ Rd , y 7→ ∂1L(x, y) is a diffeomorphism ofRd .

A model which assigns an energy

A(γ|[m,n]) =

n−1∑
k=m

L(γk, γk+1)

to any finite segmentm ≤ k ≤ n of a configurationγ = (γk) is usually called aFrenkel–
Kontorova model. Its stationary configurationsare, by definition, the configurationsγ
which, for allm < n, are critical points ofA with respect to variations ofγk,m < k < n.
In other words,

∂2L(γk−1, γk)+ ∂1L(γk, γk+1) = 0 for all k.

Given the periodicity property ofL, the convenient configuration space to work with
is the quotient spaceW = (Rd )Z/Zd , the action ofZd on (Rd )Z being defined by

(s.γ )k = γk + s for all s ∈ Zd , γ ∈ (Rd )Z, andk ∈ Z.



On the zero-temperature limit 213

Notations. We shall denote bȳγ ∈ W the equivalence class ofγ ∈ (Rd )Z under this
action. An element ofW will always be denoted in the form̄γ , meaning thereby that it is
the equivalence class of someγ ∈ (Rd )Z.

Similarly, for any subsetI⊂Z, we shall introduce the quotient spaceWI =(Rd )I /Zd ,
with the action ofZd defined as above, and we shall denote byγ̄ ∈ WI the equivalence
class ofγ ∈ (Rd )I .

The shiftσ , defined previously on(Rd )Z, can be defined on the quotient spaceW ; the
same holds for the potentialL̄. We keep the same notation for the shiftσ and the poten-
tial L̄ defined onW . More generally, when some functions or transformations originally
defined on(Rd )Z pass to the quotient spaceW , we keep the same notation.

We also introduce the projectionsπI : (Rd )Z → (Rd )I , which pass to the quotient
spaces:

πI : W → WI .

When I = [0, k], we shall writeWk, πk instead ofWI , πI . In particular,W0 ' Td ,
W1 ' Td × Rd .

The topology used on(Rd )Z is the product topology, and the topology onW is the
quotient topology. It is defined by the distance

dW (γ̄ , ξ̄ ) = dTd (γ̄0, ξ̄0)+

∑
k∈Z

1

2|k|
min

(
|
∥∥γk+1 − γk‖ − ‖ξk+1 − ξk‖

∣∣,1).
If I is an interval ofZ containing 0, we define similarly a distancedWI onWI ; the

∑
now

runs over allk’s such thatk ∈ I, k + 1 ∈ I .

We can now introduce our Gibbs measuresµβ . As we shall prove in the next section,
for all β > 0, we can findZd -periodic, positive continuous functionsψβ , ψ∗

β , and a real
numberλβ , such that ∫

Rd
e−βL(x,y)ψβ(y) dy = eλβψβ(x) (1.0.1)

and ∫
Rd
e−βL(y,x)ψ∗

β(y) dy = eλβψ∗
β(x), (1.0.2)

for all x. Actually, the real numberλβ and (up to a multiplicative factor) the functions
ψβ , ψ

∗
β are characterized by these properties.

We normalize the functionsψβ , ψ∗
β so that

∫
[0,1)d ψβ(x)ψ

∗
β(x) dx = 1.

The measureψβ(x)ψ∗
β(x) dx appears as the uniqueZd -periodic invariant measure for

the Markov process with transition probabilities

P(x, dy) =
ψβ(y)

eλβψβ(x)
e−βL(x,y) dy.
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The stationary Markovian process on(Rd )N, with initial distributionψβ(x)ψ∗
β(x) dx

and transition probabilitiesP(x, dy), is realized by the following measureµβ on (Rd )N:

µβ({γ : γ0 ∈ A0, γ1 ∈ A1, . . . , γn ∈ An})

= e−nλβ
∫
A0×A1×···×An

ψ∗
β(γ0)ψβ(γn)e

−β
∑n−1
k=0 L(γk,γk+1) dγ0 dγ1 . . . dγn (1.0.3)

for all n ≥ 0 and all Borel setsA0, A1, . . . , An. By invariance of the initial distribution,
the measureµβ is invariant under the 1-sided shift on(Rd )N, so that it can be extended
to aσ -invariant measure on(Rd )Z, which we still denote byµβ .

Actually, the periodicity properties ofψβ , ψ∗
β andL imply that this measure is in-

variant under the action ofZd on (Rd )Z. Also, the measure of the fundamental domain
(Rd )Z∗

− × [0,1)d × (Rd )Z∗
+ is 1, due to our normalization ofψβ , ψ∗

β . Identifying the quo-
tient spaceW to this fundamental domain, we obtain a probability measure (still denoted
µβ ) onW , which isσ -invariant, and which we call theGibbs measurefor the potential
L, at temperature 1/β.

Note that, if we replace the potentialL(x, y) byL(x, y)− u(y)+ u(x)+ c, whereu
is a continuousZd -periodic function andc a constant, then the eigenfunctionsψβ(x) and
ψ∗
β(x) are replaced respectively byψβ(x)e−βu(x) andψ∗

β(x)e
βu(x), andλβ is replaced by

λβ − βc; the Gibbs measureµβ is unchanged. According to the usual terminology, we
say that two potentialsL(x, y) andL̃(x, y) arecohomologousif there exists a continuous
Zd -periodic functionu such thatL̃(x, y) = L(x, y)− u(y)+ u(x), and we writeL ∼ L̃.

Remark 1.0.1. For n > 0, we denote bydµβ(γ̄ |π[n+1,∞)(γ̄ ), π(−∞,0](γ̄ )) the condi-
tional law of γ̄ knowingπ[n+1,∞)(γ̄ ) andπ(−∞,0](γ̄ ). What is usually called the “Gibbs
property” concerns the form of conditional measures (see for instance [Ru78, Chap. 1.5]):

dµβ(γ̄ |π[n+1,∞)(γ̄ ), π(−∞,0](γ̄ ))

=

∑
s∈Zd e

−β(
∑n−1
k=0 L(γk,γk+1)+L(γn,γn+1+s)) dγ1 . . . dγn

Z
β
n (π[n+1,∞)(γ̄ ), π(−∞,0](γ̄ ))

.

To write this formula we have identifiedW with the fundamental domain(Rd )Z∗
− ×

[0,1)d × (Rd )Z∗
+ ; the termZβn (π[n+1,∞)(γ̄ ), π(−∞,0](γ̄ )) is a normalization factor.

It is not too hard to check that the measureµβ constructed above has this property.
Moreover, it is proved in [Ru78, Chap. 5.9] (however, in the simpler situation when the
configuration space is discrete) that this property actually characterizes the measure. We
will not go further into this problem here, as we are not going to use the Gibbs property
in this form.

Our aim is now to investigate the existence of a limit for the Gibbs measureµβ , as
β → ∞.
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We shall say that a sequence(µn)n∈N of probability measures onW converges to
a measureµ if, for every finite intervalI ⊂ Z and every bounded continuous functionf
onWI , ∫

f (πI γ̄ ) dµn(γ̄ ) −→
n→∞

∫
f (πI γ̄ ) dµ(γ̄ ).

We shall prove in Section 3 (Lemma 3.1.5) that, from every sequence(µβk )k∈N of Gibbs
measures, one can extract a subsequence which converges to a probability measureµ∞.
We ask which measuresµ∞ can be obtained this way.

First, the measureµ∞, like theµβ ’s, has to be invariant under the action of the shiftσ .
Then intuition tells us that the measureµ∞ has to be carried by configurations “minimiz-
ing the energy”:

Definition 1.0.2. A configurationγ̄ is calledenergy-minimizingif, for all m < n, all
s ∈ Zd , and all(γ ′

m+1, . . . , γ
′

n−1) ∈ (Rd )n−m−1,

L(γm, γm+1)+ L(γm+1, γm+2)+ · · · + L(γn−1, γn)

≤ L(γm, γ
′

m+1)+ L(γ ′

m+1, γ
′

m+2)+ · · · + L(γ ′

n−1, γn + s).

In Section 3 (Lemma 3.1.6), we shall prove that limits of Gibbs measures are carried
by energy-minimizing configurations. We shall also prove a theorem, due to Mather in
the context of Lagrangian dynamical systems ([Ma91]), which says that aσ -invariant
probability measureµ onW is carried by energy-minimizing configurations if and only
if it minimizes the mean energy

∫
L̄ dµ amongst allσ -invariant probability measures.

Definition 1.0.3. A σ -invariant probability measureµ onW , achieving the infimum of
the mean energy

∫
L̄ dµ over the set ofσ -invariant probability measures, is called an

energy-minimizing measure.

We introduce the set
M =

⋃
µ

suppµ ⊂ W,

(the union runs over energy-minimizing measures), and call it theMather set, referring to
the work of J. Mather in the theory of Lagrangian dynamical systems (see Part II).

We will thus show that every limit point ofµβ (β → ∞) is an energy-minimizing
measure. This fact, known by many, already appears in a paper by Sinai ([Si82]). How-
ever, as Sinai’s paper precisely shows, there may be several energy-minimizing measures.

Thus, we need a selection principle, telling us which energy-minimizing measures can
be obtained as limits of Gibbs measures. The main result of this paper, Theorem 0.0.1,
selects an affine subset (possibly not reduced to one point) in the set of energy-minimizing
measures.

We now give the assumptions of the theorem, and define the objects entering its state-
ment:

Assumptions. Letm ≤ n andξm, ξn ∈ Rd ; we introduce the notation

(Rd )[m,n],(ξm,ξn) =
{
(γk)m≤k≤n ∈ (Rd )[m,n] : γm = ξm, γn = ξn

}
.
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Recall that we have defined the energy of a sequence(γk)0≤k≤n asA(γ|[0,n]) =∑n−1
k=0L(γk, γk+1).

Assumption (A1). For alln, and all endpointsξ0, ξn ∈ Rd , the minima of the energyA
in the set(Rd )[0,n],ξ0,ξn are nondegenerate (we mean thereby that the Hessian matrix of
A at each minimum is nondegenerate). Moreover, the number of minimizers is bounded,
independently ofn, ξ0, ξn.

In order to simplify the writing of the proof, we will assume that there is only one
minimizer, for alln, ξ0, ξn.

Assumption (A2). There existsε0 > 0 such that, for all 0≤ ε ≤ ε0, there exists
a sequence(cn) ∈ [0,1]N satisfying:

– limn
logcn
n

= 0,
– for all n > 0 and allγ0, γn ∈ Rd such that

‖γ0 − ξ0‖ ≤ cnε, ‖γn − ξn‖ ≤ cnε

for some energy-minimizing configurationξ ∈ (Rd )Z, there exists a minimizerγ of
A : (Rd )[0,n],γ0,γn → R such that‖γk − ξk‖ ≤ ε for all 0 ≤ k ≤ n.

Change of gage.We will prove in Section 3 (Proposition 3.1.3) that there exists aZd -
periodic, Lipschitz functionu such that the potential̃L(γ0, γ1) = L(γ0, γ1) − u(γ1) +

u(γ0) + c is nonnegative, and vanishes on the Mather set. As we already mentioned,
replacingL by a potentialL̃ ∼ L+c does not change the definition of the Gibbs measure.
In all the definitions given above, we can replaceL by a new energỹL, without changing
the definition of energy-minimizing configurations, Mather set, etc. The fact thatu is not
smooth is not really a problem, since we only need to differentiate the energy functional
A on the spaces(Rd )[0,n],ξ0,ξn , that is, for fixed boundary conditions.Thus, by a change of
gage, we may and will assume in the rest of the paper thatL is nonnegative, and vanishes
on the Mather set.

After performing this change of gage, we introduce the function

hn(x, y) = inf
(Rd )[0,n],(x,y)

A,

defined onRd × Rd .

Assumption (A3). There exists a sequenceBn ≥ 0 satisfying limn
logBn
n

= 0, such that
for all n,

sup
γ0

βd/2
∫

Rd
e−βhn(γ0,γn) dγn ≤ Bn.

Assumptions (A1) and (A2) seem merely technical, and it is probably possible to get
rid of the second part of (A1) (about the number of minimizers). As to (A3), it says some-
thing about the behaviour of the functionhn near its minima,uniformly inn. Although
these assumptions are not easy to interpret, we can at least check (A2) and (A3) in the
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case whenL is of the formL(γ0, γ1) = ‖γ1 − γ0‖
2/2 − V (γ0), whereV is Zd -periodic

and of classC3 (Lemma 6.4.2). However, it would be nice to have another set of assump-
tions which, if not easier to check on examples, would be more conceptual and related
to familiar notions of the theory of dynamical systems. In Section 5, we will formulate
a conjecture about other possible assumptions.

Metric entropy. Let us now recall the definition of the metric entropy, which comes into
play in Theorem 0.0.1. Consider a probability space(X,B, µ), and a measurable trans-
formationT : X → X preserving the probability measureµ (meaning thatµ(T −1A) =

µ(A) for everyA ∈ B). One defines themetric entropyof µ with respect to the action
of T , denotedhT (µ), as follows:

For any partitionP of X into a finite number of measurable sets,X =
⊔k
i=1Pi , one

first defines the entropy ofµ with respect toT and the partitionP , as

hT (µ, P ) = lim
n→∞

1

n

∑
α0,...,αn−1∈{1,...,k}

−µ(Pα0 ∩ T −1Pα1 ∩ · · · ∩ T −n+1Pαn−1)

× logµ(Pα0 ∩ T −1Pα1 ∩ · · · ∩ T −n+1Pαn−1).

The existence of the limit can be proved by a subadditivity argument ([KH95, Chap. 4.3]).
ThenhT (µ) is defined as

hT (µ) = sup
P

hT (µ, P );

the supremum is taken over the set of all finite measurable partitions ofX.
In this part, we shall apply this definition toX = W andT = σ , andµ will be µβ ,

µ∞, or anyσ -invariant measure.

Hessian of the energy.The definition of an energy-minimizing configuration implies
in particular that ifγ̄ is such a configuration, then, for allm < n, (γm+1, . . . , γn−1) is
a global minimum of the function

A(γm, γ
′

m+1, . . . , γ
′

n−1, γn) = L(γm, γ
′

m+1)+ L(γ ′

m+1, γ
′

m+2)+ · · · + L(γ ′

n−1, γn),

defined on(Rd )[m,n],(γm,γn).
Let us consider the Hilbert spacel2(Z,Rd ) = {(γk) ∈ (Rd )Z :

∑
k∈Z ‖γk‖

2 < ∞}.

Consider the Hessian matrixA′′(γ̄ ) ∈ L(l2(Z,Rd )) of the formal sum

A(γ̄ ) =

∑
k∈Z

L(γk, γk+1).

It is an infinite symmetric matrix which can be decomposed intod × d blocks:

A′′

ii = ∂2
22L(γi−1, γi)+ ∂2

11L(γi, γi+1), A′′

i,i+1 = ∂21L(γi, γi+1)

andA′′

i,j = 0 for |j − i| > 1. This way, thend × nd submatrixnA′′(γ̄ ), corresponding to

indices 1≤ i, j ≤ n, is the Hessian matrix of the functionA on (Rd )[0,n+1],(γ0,γn+1).
We can now rewrite Theorem 0.0.1:
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Theorem 1.0.4. Let µ∞ be a limit point of(µβ) as β → ∞. Thenµ∞ is an energy-
minimizing measure. Moreover, under assumptions(A1), (A2) and(A3), we have

hσ (µ)−
1

2

∫
W

lim
n

1

n
log[nA

′′(γ̄ )] dµ(γ̄ ) ≤ hσ (µ∞)−
1

2

∫
W

lim
n

1

n
log[nA

′′(γ̄ )] dµ∞(γ̄ )

for any energy-minimizing measureµ.

The proof includes a proof of the existence of the limit limn 1
n

log[nA′′(γ̄ )] ∈ R for
every energy-minimizing measureµ andµ-almost everȳγ . The metric entropyhσ (µ), by
definition, belongs to [0,∞], but we shall see in Section 4 that it is finite in our situation.

Note that the functional

µ 7→ hσ (µ)−
1

2

∫
W

lim
n

1

n
log[nA

′′(γ̄ )] dµ(γ̄ )

is affine, so that our theorem still does not necessarily imply thatµβ converges.

2. Definition of Gibbs measures, and some of their properties

In this part, we prove the existence and uniqueness ofψβ , ψ
∗
β andλ characterized by

(1.0.1), (1.0.2), and we construct the Gibbs measures.
We identify functions onTd andZd -periodic functions. We also identify Radon mea-

sures onTd andZd -invariant Radon measures onRd .
We introduce an operatorP+

β , acting on the space ofZd -periodic continuous functions

as follows: iff is such a function, thenP+

β f is defined by

(P+

β f )(x) =

∫
Rd
e−βL(x,y)f (y) dy

for all x ∈ Rd . If the continuous functionf is nonnegative and does not vanish identically,
thenP+

β f is positive.
By duality,Pβ also acts on the set of Radon measures on the torus; we define the dual

actionP+∗

β on the set of measures by∫
Td
f d(P+∗

β µ) =

∫
Td
P+

β f dµ

for every continuous functionf on the torus and every measureµ.
We also introduce the operatorP−

β (the adjoint ofP+

β in L2(Td )):

(P−

β f )(x) =

∫
Rd
e−βL(y,x)f (y) dy;

we let it act on the space ofZd -periodic continuous functions. We denote byP−∗

β the dual
action on measures.
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It is immediate that, for allν, P−∗

β ν has density

(Dν)(x) =

∫
Rd
e−βL(x,y) dν(y),

whereasP+∗

β ν has density

(D∗ν)(x) =

∫
Rd
e−βL(y,x) dν(y).

(To define the integral onRd , one considers measures onTd asZd -invariant Radon mea-
sures onRd .) The operatorsD,D∗ go from the space of measures on the torus to the
space of continuousZd -periodic functions. In particular, we note that ifν has a densityf
with respect to Lebesgue measure, thenP+∗

β ν has density

g(x) =

∫
Rd
e−βL(y,x)f (y) dy.

In other words,P+∗

β (f (x) dx) = (P−

β f )(x) dx.
We now consider two transformationsM+ andM− (we forget the dependence onβ

in the notations), acting on the set of probability measures on the torus the following way:

M+µ =
P+∗

β µ∫
P+

β 1dµ
and M−µ =

P−∗

β µ∫
P−

β 1dµ
.

They act continuously on the convex, compact set of probability measures on the torus,
endowed with the weak topology. The Schauder fixed point theorem implies thatM+

andM− both have fixed points. This exactly means that there exist probability measures
µβ , µ

∗
β and real numbersλβ , λ∗

β such that

P+∗

β µ∗
β = e

λ∗
βµ∗

β and P−∗

β µβ = eλβµβ .

The reader will readily check that we have the commutation relationsP+

β D = DP−∗

β and

P−

β D
∗

= D∗P+∗

β on the space of measures. Thus, ifP+∗

β µ∗
β = e

λ∗
βµ∗

β , thenD∗µ∗
β is an

eigenfunction ofP−

β for the eigenvalueeλ
∗
β ; we defineψ∗

β = D∗µ∗
β . Similarly,Dµβ is

an eigenfunction ofP+

β for the eigenvalueeλβ ; we denote it byψβ . We can also write

P−∗

β (ψβ(x) dx) = eλβψβ(x) dx and P+∗

β (ψ∗
β(x) dx) = e

λ∗
βψ∗

β(x) dx.

Note thatψβ andψ∗
β are positive continuous functions, and thateλβ (respectivelyeλ

∗
β ) is

a simple eigenvalue forP+

β (respectivelyP−

β ) in the space ofZd -periodicL2 functions.

To see this, first note that aZd -periodicL2 eigenfunction is necessarily continuous. Then
consider aZd -periodic continuous functionψ satisfying

P+

β ψ = eλβψ.
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Letλ = supψ/ψβ . Then the functionλψβ−ψ is nonnegative, and by continuity vanishes
at one point at least. Moreover, it satisfies

(λψβ − ψ)(x) = e−λβ
∫

Rd
e−βL(x,y)(λψβ − ψ)(y) dy

for all x. Thus, if(λψβ − ψ)(x) = 0 for somex, then we must have(λψβ − ψ)(y) = 0
for all y; in other wordsψβ andψ are proportional.

We have proved the beginning of the following proposition:

Proposition 2.0.1. The eigenvalueeλβ (respectivelyeλ
∗
β ) is a simple eigenvalue forP+

β

(respectivelyP−

β ) in L2(Td ). Moreover,eλβ is the spectral radius ofP+

β in L2(Td ).

To prove the last assertion, note that the operator

N : f 7→
1

eλβψβ
P+

β (fψβ)

is stochastic: it fixes the constant function 1. We also say that it isnormalized.
The dual operatorN∗ on the space of measures fixes the measureψβ(x)ψ

∗
β(x) dx.

The Cauchy–Schwarz inequality shows that the norm ofN in L2(Td , ψβ(x)ψ∗
β(x) dx)

is 1, so that its spectral radius is also 1. This now implies that the spectral radius ofP+

β in

L2(Td ) is eλβ .
We know, by the definition ofψ∗

β(x), thatµ∗
β is proportional toψ∗

β(x) dx; and Propo-
sition 2.0.1 implies thatµ∗

β is, up to a multiplicative factor, the unique measure such that

P+∗

β µ∗
β = e

λ∗
βµ∗

β . A similar property holds forµβ .
It remains to check thatλβ = λ∗

β . We prove thatψβ is (up to a multiplicative constant)

the only nonnegativeL1 eigenfunction ofP+

β . Let ψ be a nonnegative eigenfunction of

P+

β ; obviously,ψ must be positive, continuous, and associated to a positive eigenvalueeλ.
We write

eλ
∫
ψ dµ∗

β =

∫
P+

β (ψ) dµ
∗
β =

∫
ψd(P+∗

β µ∗
β) = e

λ∗
β

∫
ψ dµ∗

β

so that we must haveλ = λ∗
β , andψ must be proportional toψβ . In particular,λβ = λ∗

β .
Rephrasing what has just been done, we can say that the normalized operatorN fixes

a uniqueZd -invariant Radon measure (up to a multiplicative factor), which is positive,
and has densityψβ(x)ψ∗

β(x). We normalize it so that
∫

[0,1)d ψβ(x)ψ
∗
β(x) dx = 1.

Thus, the measureψβ(x)ψ∗
β(x) dx appears as the uniqueZd -periodic invariant mea-

sure for the transition semigroup generated by the following transition density:

P(x, dy) =
ψβ(y)

eλβψβ(x)
e−βL(x,y) dy.
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A stationary Markovian process on(Rd )N, with initial distributionψβ(x)ψ∗
β(x) dx

and transition probabilitiesP(x, dy) =
ψβ (y)

e
λβψβ (x)

e−βL(x,y) dy, is realized by the measure

µβ on (Rd )N defined by

µβ({γ : γ0 ∈ A0, γ1 ∈ A1, . . . , γn ∈ An})

= e−nλβ
∫
A0×A1×···×An

ψ∗
β(γ0)ψβ(γn)e

−β
∑n−1
k=0 L(γk,γk+1) dγ0 dγ1 . . . dγn (2.0.1)

for all n ≥ 0 and all Borel setsA0, A1, . . . , An. This defines a positive measureµβ
on (Rd )N, as a consequence of Kolmogorov’s extension theorem. By the invariance of
the initial distribution, the measureµβ is invariant under the 1-sided shift on(Rd )N,
so that it can be extended to aσ -invariant measure on(Rd )Z, which we still denote
by µβ . Actually, the periodicity properties ofψβ , ψ∗

β andL imply that this measure is

invariant under the action ofZd on(Rd )Z; finally, the measure of the fundamental domain
(Rd )Z∗

− × [0,1)d × (Rd )Z∗
+ is 1, due to our normalization ofψβ , ψ∗

β .

Identifying the quotient spaceW to the fundamental domain(Rd )Z∗
− × [0,1)d ×

(Rd )Z∗
+ , we obtain a probability measure (that we still denote byµβ ) onW , which is

σ -invariant, and which we call theGibbs measurefor the potentialL, at temperature 1/β.
Note that, if we replace the potentialL(x, y) byL(x, y)− u(y)+ u(x)+ c, whereu

is a continuousZd -periodic function andc a constant, then the eigenfunctionsψβ(x) and
ψ∗
β(x) are replaced respectively byψβ(x)e−βu(x) andψ∗

β(x)e
βu(x), andλβ is replaced by

λβ − βc; the Gibbs measureµβ is unchanged.
We now prove a property of “quasi-invariance” under spatial translations of the mea-

sureµβ onW . We denote byWc the subset ofW formed by elements̄γ such that: there
existN ∈ N andr, s ∈ Zd such thatγk = s for k ≥ N andγk = r for k ≤ −N . Note
that, if γ̄ , γ̄ ′

∈ W , their sumγ̄ + γ̄ ′
= γ + γ ′ ∈ W is well defined.

Proposition 2.0.2. For all z̄ ∈ Wc and all measurable nonnegative continuous functions
f onW , we have∫

W

f (γ̄ + z̄) dµβ =

∫
W

f (γ̄ )e−β
∑
k∈Z(L(γk−zk,γk+1−zk+1)−L(γk,γk+1)) dµβ .

Note that the
∑
k∈Z on the right hand side is actually a sum of a finite number of terms,

sincez̄ ∈ Wc.
The reader is invited to compare this property with the definition of Gibbs measures

given in [Ha90]; it is proved there (however, in a different situation) that this property
actually characterizes the measure. We do not examine this problem here.

Proof. It is sufficient to check the statement whenf depends only on a finite number of
coordinates, by which we mean thatf is of the formg ◦ πI for some finite intervalI and
for some bounded measurable functiong onW I . Moreover, by theσ -invariance ofµβ , it
is enough to consider the caseI = [−n,0]. Without loss of generality, we may assume
thatzk = 0 for k ≥ 0 andzk = r ∈ Z for k ≤ −n.
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To perform the calculation, it is simpler to identifyW with the fundamental domain
(Rd )Z∗

− ×[0,1)d×(Rd )Z∗
+ . Nowg is a nonnegative measurable function on(Rd )[−n,−1]

×

[0,1)d and∫
W

f (γ̄ + z̄) dµβ

=

∫
(Rd )[−n,−1]×[0,1)d

g(γ + z)ψ∗
β(γ−n)ψβ(γ0)e

−β
∑

−1
k=−n L(γk,γk+1) dγ

=

∫
(Rd )[−n,−1]×[0,1)d

g(γ )ψ∗
β(γ−n−z−n)ψβ(γ0−z0)e

−β
∑

−1
k=−n L(γk−zk,γk+1−zk+1) dγ

=

∫
(Rd )[−n,−1]×[0,1)d

g(γ )ψ∗
β(γ−n)ψβ(γ0)e

−β
∑

−1
k=−n(L(γk−zk,γk+1−zk+1)−L(γk,γk+1))

× e−β
∑

−1
k=−n L(γk,γk+1) dγ

=

∫
W

f (γ̄ )e−β
∑
k∈Z(L(γk−zk,γk+1−zk+1)−L(γk,γk+1)) dµβ ,

which proves the proposition. We have used the periodicity ofψβ andψ∗
β . ut

To end this section, we prove that the Gibbs measureµβ satisfies a variational principle
which looks like a thermodynamical variational principle. Once again we identifyW

with the fundamental domain(Rd )Z∗
− × [0,1)d × (Rd )Z∗

+ . For a probability measureµ
on (Rd )Z∗

− × [0,1)d × (Rd )Z∗
+ , let us denote bydµ(γ−1|γ[0,∞)) the conditional law of

γ−1 knowingγ[0,∞).

Proposition 2.0.3. The measureµβ maximizes the functional

µ 7→


−

∫
(Rd )Z

∗
−×[0,1)d×(Rd )Z

∗
+

log

(
dµ(γ−1|γ[0,∞))

e−βL(γ−1,γ0) dγ−1

)
dµ(γ )

if dµ(γ−1|γ[0,∞)) is absolutely continuous w.r.t.dγ−1,

−∞ otherwise,

over the set ofσ -invariant probability measures onW ' (Rd )Z∗
− × [0,1)d × (Rd )Z∗

+ .

Proof. We use the following convexity inequality: ifµ, ν are probability measures on
some spaceX, and ifµ is absolutely continuous with respect toν, then

−

∫
X

log

(
dµ

dν

)
dµ ≤ 0,

with equality forµ = ν.
Note that

dµβ(γ−1|γ[0,∞)) =
ψ∗
β(γ−1)

ψ∗
β(γ0)

e−λβ−βL(γ−1,γ0) dγ−1.
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Thus, for anyσ -invariant probability measureµ onW such thatdµ(γ−1|γ[0,∞)) is abso-
lutely continuous with respect to the Lebesgue measuredγ−1, we have

−

∫
dµ(γ−1|γ[0,∞)) log

(
dµ(γ−1|γ[0,∞))

ψ∗
β(γ−1)ψ

∗−1
β (γ0)e

−λβ−βL(γ−1,γ0) dγ−1

)
≤ 0

for µ-almost everyγ[0,∞), with equality forµ = µβ . Integrating with respect toγ[0,∞),
we obtain

−

∫
dµ(γ ) log

(
dµ(γ−1|γ[0,∞))

ψ∗
β(γ−1)ψ

∗−1
β (γ0)e

−λβ−βL(γ−1,γ0) dγ−1

)
= −λβ +

∫
(logψ∗

β(γ−1)− logψ∗
β(γ0)) dµ

−

∫
dµ(γ ) log

(
dµ(γ−1|γ[0,∞))

ψ∗
β(γ−1)ψ

∗−1
β (γ0) dγ−1

)
≤ 0

with equality forµ = µβ .
If µ is σ -invariant then

∫
(logψ∗

β(γ−1)− logψ∗
β(γ0)) dµ = 0. Thus, we get

−

∫
log

(
dµ(γ−1|γ[0,∞))

e−βL(γ−1,γ0) dγ−1

)
dµ(γ ) ≤ λβ

for all σ -invariant measuresµ, with equality forµ = µβ . ut

After multiplication by−1/β, it would be tempting to decompose the functional of Propo-
sition 2.0.3 in the form ∫

L̄ dµ−
1

β
H(µ)

whereH would be the functional defined by

H(µ) =

∫
log

(
dµ(γ−1|γ[0,∞))

dγ−1

)
dµ.

Then we would call
∫
L̄ dµ the mean energy, and look atH(µ) as a kind of entropy,

so that
∫
Ldµ −

1
β
H(µ) would be a free energy. However, this decomposition does not

always make sense, since both terms may be infinite.
It would be interesting to see if Theorem 0.0.1 can be derived directly from Proposi-

tion 2.0.3 by lettingβ → ∞, and expanding the functional of Proposition 2.0.3 in powers
of β.

Remark 2.0.4. The situation is considerably simpler when the configuration space is of
the formBZ, whereB is a finite alphabet. In that situation, the Gibbs measureµβ for
a potentialL, at temperature 1/β, minimizes the free energy

∫
Ldµ−

1
β
hσ (µ) ([Ru78]);

from the fact thathσ is a bounded, lower semi-continuous functional, one can deduce
directly that any limit of(µβ) asβ → ∞ is an energy-minimizing measure, and maxi-
mizes the entropy amongst energy-minimizing measures. See, for instance, Theorem 29
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in [CLT01]; in that reference, the action of the shift onBZ arises as the coding of an ex-
pansive map of the circle, and the potentialL (depending on infinitely many coordinates)
is the logarithm of the Jacobian of the map; so that “energy-minimizing measures” are
measures of minimal Lyapunov exponent.

WhenB = Rd , difficulties arise from the fact thatH(µ) is not a bounded functional
and is not the metric entropyhσ (µ); also, Lyapunov exponents appear when analyzing
the Gaussian fluctuations of the energy.

3. Proof of Theorem 0.0.1

To start with, we give the general idea of the proof, and explain the role of assumptions
(A1), (A2), (A3). These ideas are quite classical, their technical implementation is per-
formed in Section 3.2.

On a finite-dimensional configuration space(Rd )n, letA be an energy functional, and

dµβ(x) =
e−βA(x) dx∫
e−βA(y) dy

the associated “Gibbs measure”. Assume thatA has only nondegenerate minima(xi)i∈N.
Then, asβ → ∞, µβ concentrates on the minima ofA; more precisely, it converges to

µ∞ =

(∑
i

[A′′(xi)]
−1/2

)−1∑
i

[A′′(xi)]
−1/2 δxi ,

whereδxi is the Dirac mass atxi , A′′(xi) the Hessian ofA at xi , and [A′′(xi)] the deter-
minant of the Hessian.

In other words,µ∞ is the measure maximizing

−

∑
i

µ(xi) logµ(xi)−
1

2

∫
log[A′′(x)] dµ(x),

amongst measures carried by the minimaxi of A.
We want to apply exactly this idea when the configuration space,(Rd )Z/Zd , is now

infinite-dimensional. The difficulty is that both notions of Gibbs measures and metric
entropy are defined, from the finite-dimensional model described above, by taking the
thermodynamical limitn → ∞. We are in a situation wheren goes first to∞ (the ther-
modynamical limit), and thenβ (the low temperature limit). If we could first letβ tend
to ∞, and thenn, we would be done.

Assumptions (A1), (A2), (A3) contain what we need to apply the heuristics described
above:

– nondegeneracy of the minimizers of the energy,
– technical possibility to reverse the orders of the two limitsn → ∞ andβ → ∞.

In the following, the spaceRd is endowed with its canonical Euclidean structure, we
denote by‖ · ‖ the associated norm, by‖ · ‖∞ the norm‖x‖∞ = maxi=1,...,d |xi |, and by
‖ · ‖1 the norm‖x‖1 =

∑d
i=1 |xi |.
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3.1. Preliminary results

Lemma 3.1.1. Let (βk)k≥0 be a sequence such thatβk → ∞. Then the families of func-
tions(− 1

βk
logψβk )k and(− 1

βk
logψ∗

βk
)k are equicontinuous.

Proof. The functionψβ satisfies

ψβ(x) = e−λβ
∫

Rd
e−βL(x,y)ψβ(y) dy = e−λβ

∫
[0,1)d

( ∑
s∈Zd

e−βL(s+x,y)
)
ψβ(y) dy.

The potentialL being superlinear, there existsM > 0 such that∑
‖s‖>M

e−βL(s+x,y) ≤ e−β inf
s∈Zd L(s+x,y)

for all x, y ∈ [0,1)d . It follows that∑
s∈Zd

e−βL(s+x,y) ≤

∑
‖s‖≤M

(e−βL(s+x,y) + e−β infs L(s+x,y)) ≤ (Md
+ 1)e−β infs L(s+x,y)

so that

lim sup
β→∞

1

β
log

( ∑
s∈Zd

e−βL(s+x,y)
)

≤ − inf
s
L(s + x, y).

On the other hand, since∑
s∈Zd

e−βL(s+x,y) ≥ e−β infs L(s+x,y),

one has the lower bound

lim inf
β→∞

1

β
log

( ∑
s∈Zd

e−βL(s+x,y)
)

≥ − inf
s
L(s + x, y),

so that

lim
β→∞

1

β
log

( ∑
s∈Zd

e−βL(s+x,y)
)

= − inf
s
L(s + x, y). (3.1.1)

Moreover, the argument proves that the convergence is uniform inx, y.
Forx, y ∈ Rd , we defineI (x, y) = infs∈Zd L(s + x, y). This function isZd -periodic

in both variables; we show that it is a Lipschitz function onTd × Td . BecauseL(x, y)
goes to infinity as‖x − y‖ → ∞, there existsM > 0 such that

I (x, y) = inf
‖s‖≤M

L(s + x, y)

for all x, y ∈ (0,1)d . Let us considerx, y, x′, y′
∈ (0,1/2)d . Assume thatI (x, y) =

L(s0 + x, y) with ‖s0‖ ≤ M. Then

I (x′, y′) ≤ L(s0 + x′, y′) ≤ L(s0 + x, y)+ C(‖x − x′
‖ + ‖y − y′

‖)

= I (x, y)+ C(‖x − x′
‖ + ‖y − y′

‖),

whereC is a bound on the norm of the derivative ofL on (−M−1,M+1)d × (0,1/2)d .
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Since(x, y) and(x′, y′) play symmetric roles, we have proved thatI is Lipschitz on
(0,1/2)d × (0,1/2)d , for the Euclidean distance. Moreover, in(0,1/2)d × (0,1/2)d the
distance‖x − x′

‖ + ‖y − y′
‖ coincides with the distance of their images in the torus,

dTd (x̄, x̄
′)+ dTd (ȳ, ȳ

′). This way, we can coverTd × Td by a finite number of charts in
which I is Lipschitz.

We now write

1

β
logψβ(x)−

1

β
logψβ(y) =

1

β
log

(∫
[0,1)d (

∑
s∈Zd e

−βL(s+x,z))ψβ(z) dz∫
[0,1)d (

∑
s∈Zd e

−βL(s+y,z))ψβ(z) dz

)

≤
1

β
log

(
sup
z

∑
s∈Zd e

−βL(s+x,z)∑
s∈Zd e

−βL(s+y,z))

)
−→
β→∞

sup
z∈[0,1)d

(I (x, z)− I (y, z))

the last line being a consequence of (3.1.1). Moreover, the convergence is uniform inx, y.
SinceI is Lipschitz, there existsC such that supz(I (x, z) − I (y, z)) ≤ CdTd (x̄, ȳ).

Thus, for allε > 0, there existsK such that, for allk > K,

1

βk
logψβk (x)−

1

βk
logψβk (y) ≤ ε + CdTd (x̄, ȳ).

Sincex andy play symmetric roles, it follows that
( 1
βk

logψβk
)

is a uniformly equicon-

tinuous family ofZd -periodic functions.
A similar argument yields the result for

( 1
βk

logψ∗
βk

)
. ut

We introduce the value

c = − inf

{∫
L̄ dµ : µ aσ -invariant probability measure onW

}
.

Definition 3.1.2. (1) We say that aσ -invariant probability measureµ onW is energy-
minimizing if

∫
W
L̄ dµ = −c.

(2) We say that a configuration̄γ is strongly minimizingif, for all m < n, all m′ < n′,
and allγ ′

m′ , . . . , γ
′

n′ such thatγ ′

m′ = γm andγ ′

n′ = γn + s for somes ∈ Zd ,

L(γm, γm+1)+ · · · + L(γn−1, γn)+ c(m− n)

≤ L(γ ′

m′ , γ
′

m′+1)+ · · · + L(γn′−1, γn′)+ c(m′
− n′).

Obviously, a strongly minimizing configuration is minimizing (but the converse is not
necessarily true, see [Ber02] for a discussion of this issue in the context of Lagrangian
dynamical systems).

We say that a configuration̄γ is recurrent if, for all k and everyε > 0, there exist
infinitely many positive indicesj and infinitely many negative indicesj such that

dW1

(
(γk, γk+1), (γj , γj+1)

)
≤ ε.

The Poincaŕe recurrence theorem implies that a configuration lying in the support of a
σ -invariant probability measure onW is recurrent.
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Proposition 3.1.3. There exists a LipschitzZd -periodic functionu such that

u(x)+ L(x, y)− u(y)+ c ≥ 0 for all x, y ∈ Rd ,

andu(x)+L(x, y)−u(y)+c = 0 if there exists a configuration̄γ ∈ W which is recurrent
strongly minimizing, or which lies in the support of an energy-minimizing measure, such
thatγ0 = x, γ1 = y.

Proof. By Lemma 3.1.1, we can find a sequenceβk → ∞ and a continuousZd -periodic
functionu such that

1

βk
logψ∗

βk
−→
k→∞

−u

uniformly. We may also assume thatλβk/βk converges inR ∪ {−∞,∞}, say to a limitλ.
We use the following

Lemma 3.1.4. Assume that(uβ)β>0 is a family of functions onTd which converges uni-
formly to a continuous functionu asβ → ∞. Then

lim
β→∞

1

β
log

∫
Td
eβuβ (x) dx = sup

x∈Td
u(x).

The proof of the lemma goes as follows: the inequalityuβ ≤ u + ε ≤ supu + ε, which
holds for everyε > 0 and forβ large enough, yields the upper bound on the limsup. The
fact thatuβ ≥ u − ε for everyε > 0 and forβ large enough, and thatu ≥ supu − ε on
a set of positive Lebesgue measure, yields the lower bound on the liminf.

Now, taking the log of both sides of the equality

ψ∗
β(x) = e−λβ

∫
[0,1)d

( ∑
s∈Zd

e−βL(y,x+s)
)
ψ∗
β(y) dy,

dividing byβ, and passing to the limit for the subsequence(βk), we get

−u(x) = −λ− inf
y

{I (y, x)+ u(y)} = −λ− inf
y

{L(y, x)+ u(y)}

or u(x) = λ+ infy{L(y, x)+ u(y)}. Sinceu is continuous, this already implies thatλ is
finite.

Imitating the notation of Fathi in [Fa97-1], we introduce the transformationT − :
C(Td ,R) → C(Td ,R):

T −v(x) = inf
y

{L(y, x)+ v(y)}.

If v is continuous, thenT −v is Lipschitz. We take this fact for granted; its proof is similar
to the proof thatI is Lipschitz.

Thus we haveu = T −u+λ. This implies thatu is Lipschitz; moreover,λ is necessarily
equal to the critical value,c. This result is due to Fathi for a continuous time Lagrangian
system ([Fa97-1]). Since the full proof is still unpublished, we give a general idea of it:
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– The equalityu = T −u + λ implies thatu(γ0) + L(γ0, γ1) − u(γ1) + λ ≥ 0 for all
γ0, γ1 ∈ Rd . Taking the integral with respect to an arbitraryσ -invariant probability
measureµ onW yieldsλ+

∫
L̄ dµ ≥ 0, so thatλ ≥ c.

– Next, Fathi proves thatu = T −u + λ is equivalent to the following: for allγ0 ∈ Rd ,
there exists a sequence(γk)k≤0 such that, for allk ≤ 0,

u(γk)+

−1∑
j=k

L(γj , γj+1)− u(γ0)+ |k|λ = 0.

Let us extend this sequence to a configuration(γk)k∈Z. Fathi shows that the sequence
of Birkhoff sums

1

|k| + 1

0∑
j=k

δσ k γ̄

admits a convergent subsequence ask → −∞, and that the limitµ is a σ -invariant
probability measure satisfying

∫
L̄ dµ = −λ. Thus,λ = c.

Now, let γ̄ be a strongly minimizing recurrent configuration, and assume that there
existsj such thatu(γj )−u(γj+1)+c+L(γj , γj+1) > 0; for instance thatu(γ1)−u(γ2)+

c + L(γ1, γ2) > 2ε for someε > 0. Sinceγ̄ is recurrent, we can findk arbitrarily large
such that(γk, γk+1) comes arbitrarily close to(γ0, γ1); this implies that(γ0, γk+1) comes
arbitrarily close to(γ0, γ1). Thus, for somek,

L(γ0, γk+1)− u(γk+1)+ u(γ0)+ c ≤ L(γ0, γ1)− u(γ1)+ u(γ0)+ c + ε

<

k∑
j=0

(u(γj )− u(γj+1)+ c + L(γj , γj+1))

=

k∑
j=0

L(γj , γj+1)− u(γk+1)+ u(γ0)+ (k + 1)c.

To account for the second inequality, note that all the terms in the sum are nonnegative,
the first one isL(γ0, γ1)− u(γ1)+ u(γ0)+ c, and the second one is greater than 2ε.

But this contradicts the fact thatγ̄ is strongly minimizing. So, we must haveu(γj )−

u(γj+1)+ c + L(γj , γj+1) = 0 for all j if γ̄ is strongly minimizing and recurrent.
To prove the last assertion of the lemma, we know that, for everyγ̄ ∈ W ,

u(γ1)− u(γ0) ≤ c + L̄(γ̄ )

and that

0 =

∫
W

(u(γ1)− u(γ0)) dµ(γ̄ ) = c +

∫
W

L̄(γ̄ ) dµ(γ̄ )

if µ is an energy-minimizing measure (in particular,σ -invariant). So, we must have equal-
ity u(γ0) − u(γ1) = c + L̄(γ̄ ) if γ̄ lies in the support of an energy-minimizing mea-
sure. ut
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We say that a sequence(µβk )k∈N (βk → ∞) converges to a measureµ∞ if, for every k
and every bounded continuous functionf onWk,∫

f (πk γ̄ ) dµβk (γ̄ ) −→
k→∞

∫
f (πk γ̄ ) dµ∞(γ̄ ).

Lemma 3.1.5. Let (βk) be a sequence such thatβk → ∞. Then(µβk )k∈Z has a subse-
quence which converges to aσ -invariant probability measure onW .

Proof. We need to show that, for every finite intervalI of Z and allε > 0, there exists
a compact subsetK ⊂ WI such thatµβπ

−1
I (WI \K) ≤ ε for β large enough. Once this

is proved, we can apply Prohorov’s theorem and a diagonal extraction procedure to find
a subsequenceµβkn such thatµβknπ

−1
I converges in the weak∗ topology, for allI :

µβknπ
−1
I → µI∞.

Moreover, ifJ ⊂ I , thenµI∞π
−1
J = µJ∞ sinceµβknπ

−1
I π−1

J = µβknπ
−1
J . Kolmogorov’s

extension theorem ensures that there exists a probability measureµ∞ onW such that
µ∞π

−1
I = µI∞ for all I . Finally,µ∞ is the limit ofµβkn .

We now prove the first claim. LetI be a finite interval ofZ; sinceµβ is σ -invariant,
we can assume thatI = [0, n]. There existsK such that, if|xi − yi | > K for some
i = 1, . . . , d, thenL(x, y) ≥ ‖x − y‖1.

By Lemma 3.1.1, if we normalizeψβ andψ∗
β so thatψβ(0) = ψ∗

β(0) = 1, then there

existsM such thatψβ(x) ≤ eβM , ψ∗
β(x) ≤ eβM (for all x), and

∫
Td ψβ(y)ψ

∗
β(y) dy ≥

e−βM .
Thus, from the expression (2.0.6) definingµβ , for all i = 1, . . . , d, k = 0, . . . , n, and

by theσ -invariance ofµβ ,

µβπ
−1
I ({|γ ik+1 − γ ik | > K})

≤ e3βM
∫
γ0∈[0,1)d , |γ i1−γ i0|>K

e−β‖γ1−γ0‖1 dγ0 dγ1 ≤ e3βM const· e−βK

β
.

If we takeK large enough, this term tends to zero asβ → ∞, thus showing thatµβπ
−1
I

concentrates on the compact set{‖γk+1 − γk‖∞ ≤ K for all k}. ut

Lemma 3.1.6. Let (βk) be a sequence such thatβk → ∞ and such that the sequence
(µβk )k∈Z converges to a probability measureµ∞ onW . Then each configuration̄γ in the
support ofµ∞ is a minimizing configuration.

Proof. Assume, on the contrary, that there exists a configurationξ̄ in the support ofµ∞

which is not minimizing. There exists̄z ∈ Wc such that∑
k∈Z
(L(ξk − zk, ξk+1 − zk+1)− L(ξk, ξk+1)) < 0.
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By continuity ofL, there exists a neighbourhoodB of ξ̄ such that, for allγ̄ ∈ B,∑
k∈Z
(L(γk − zk, γk+1 − zk+1)− L(γk, γk+1)) < 0.

Proposition 2.0.2 implies that∫
W

χB(γ̄ ) dµβ(γ̄ ) =

∫
W

χB(γ̄ − z̄)e−β
∑
k∈Z(L(γk−zk,γk+1−zk+1)−L(γk,γk+1)) dµβ(γ̄ ).

The right hand side term tends to 0, and soµβ(B) → 0, which contradicts the fact thatξ̄
is in the support ofµ∞. ut

Lemma 3.1.7. The set of energy-minimizing configurations is relatively compact inW .

Proof. A subsetK ⊂ W is relatively compact if and only if there existsM such that, for
all γ̄k ∈ K, ‖γk+1 − γk‖ ≤ M (remember that the topology is defined by the distancedW
introduced in Section 1).

LetA = sup{|L(x, y)| : ‖x − y‖∞ ≤ 1}. BecauseL grows superlinearly, there exists
M such that‖x − y‖ > M ⇒ L(x, y) > 2A. For allx, y ∈ Rd , there existss ∈ Zd such
that‖x − y − s‖∞ ≤ 1; thus,

‖x − y‖ > M ⇒ (∃s ∈ Zd , L(x − s, y) < L(x, y)).

Let γ ∈ (Rd )Z be such that‖γk+1 − γk‖ > M for somek, sayk = 0. Lets ∈ Zd be such
thatL(γ0 − s, γ1) < L(γ0, γ1). Then

L(γ0 − s, γ1)+ L(γ1, γ2) < L(γ0, γ1)+ L(γ1, γ2)

soγ is not energy-minimizing. Thus, we have foundM such that

γ̄ is energy-minimizing⇒ ‖γk+1 − γk‖ ≤ M for all k ∈ Z. ut

We can now prove a result, due to Mather ([Ma91]) in the context of Lagrangian dynam-
ical systems:

Theorem 3.1.8. (a) Let µ be aσ -invariant probability measure onW . The following
three assertions are equivalent:

(i) µ is energy-minimizing,
(ii) the support ofµ contains only strongly minimizing configurations,

(iii) the support ofµ contains only minimizing configurations.

(b) Energy-minimizing measures do exist.

Proof. To prove the theorem, we note that the definition of an energy-minimizing measure
and of a (strongly) minimizing configuration is unchanged if we replaceL by L̃ ∼ L+ c.
Thus, using Proposition 3.1.3, we may assume thatL̄ is a nonnegative function, that

inf

{∫
L̄ dµ : µ aσ -invariant p.m.

}
= 0,
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and thatL̄ vanishes on strongly minimizing configurations and on the support of any
energy-minimizing measure. In this situation, it is clear that aσ -invariant measureµ
is energy-minimizing if and only ifL̄ vanishes on its support, and a configurationγ̄ is
strongly minimizing if and only ifL̄(σ k γ̄ ) = 0 for all k. This proves that (i)⇔(ii).

It remains to prove that (iii)⇒(i). We note that Lemma 3.1.7 implies thatµ is com-
pactly supported. We show that the ergodic components ofµ are energy-minimizing. Let
γ̄ be a point in the support ofµ, such that the sequence of probability measures

1

n

n−1∑
k=0

δσ k γ̄

converges weakly to aσ -invariant probability measureµγ̄ (this happens forµ-almost
every point, by Birkhoff’s ergodic theorem).

Let ν be an arbitraryσ -invariant probability measure, that we may assume to be er-
godic, without loss of generality. Letξ be a point such that the sequence of probability
measures1

n

∑n−1
k=0 δσ k ξ̄ converges weakly toν. We choose representativesγ, ξ such that

‖γ0 − ξ0‖ ≤ 1. For alln, there existssn ∈ Zd such that‖γn + sn − ξn‖∞ ≤ 1. Assertion
(ii) tells us that

L(γ0, γ1)+ L(γ1, γ2)+ · · · + L(γn−1, γn)

≤ L(γ0, ξ1)+ L(ξ1, ξ2)+ · · · + L(ξn−1, γn + sn).

We now choose aC > 0 such thatν({γ̄ : ‖γ1 − γ0‖∞ ≤ C}) > 0. Then‖ξn − ξn−1‖∞ ≤

C for infinitely many ofn ∈ N; we may also assume, without loss of generality, that
‖ξ1 − ξ0‖ ≤ C.

Now,

L(γ0, ξ1)+ L(ξ1, ξ2)+ · · · + L(ξn−1, γn + sn)

≤ L(ξ0, ξ1)+ L(ξ1, ξ2)+ · · · + L(ξn−1, ξn)+ 2M,

whereM is an upper bound of‖∂1L‖ and‖∂2L‖ on the set{(x, y) : ‖x− y‖∞ ≤ C+ 1}.
Dividing both sides byn, and lettingn → ∞, we get∫

W

L̄ dµγ̄ ≤

∫
W

L̄ dν.

Thus, we have proved that all ergodic components ofµ are energy-minimizing, implying
thatµ itself is energy-minimizing.

Assertion (b) follows from Lemmas 3.1.5 and 3.1.6.ut

We denote byM the closure of the union of the supports of energy-minimizing mea-
sures:

M =

⋃
µ en. min.

suppµ ⊂ W,

and call it theMather set, for reasons explained in Section 4. It is a compact,σ -invariant
subset ofW .
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Thanks to Proposition 3.1.3, we can operate a change of gage on the potential so that
it becomes nonnegative, and vanishes on the Mather set. Although the change of gage
is only Lipschitz, the functions

∑n−1
i=0 L(γi, γi+1) remain of classC3 with respect to the

variablesγ1, . . . , γn−1.

3.2. The proof of Theorem 0.0.1. We begin by proving a subadditivity property for
the determinants [nA′′(γ̄ )], whenγ̄ is a minimizing configuration.

Recall thatA′′(γ̄ ) is the Hessian matrix at̄γ ∈ W of the (formal) sumA(γ̄ ) =∑
k∈Z L(γk, γk+1). We viewA′′(γ̄ ) as an infinite tridiagonal symmetric matrix, which

can be decomposed intod × d blocks(A′′(i, j))i,j∈Z:

A′′(i, i) = ∂2
22L(γi−1, γi)+ ∂2

11L(γi, γi+1), A′′(i, i + 1) = ∂21L(γi, γi+1),

andA′′(i, j) = 0 if |j − i| > 1. Thend×nd submatrixnA′′(γ ), corresponding to indices
1 ≤ i, j ≤ n, is the Hessian matrix of the actionA(γ|[0,n+1]) with respect to the variables
γ1, . . . , γn.

Notations. In what follows, we denote by [M] the determinant of a square matrixM of
any dimension.

Unless stated otherwise, we shall always represent matrices ind-block form; for in-
stance, ifM is annd × nd matrix, thenMij orM(i, j) (1 ≤ i, j ≤ n) will be thed × d

block in position(i, j).
If γ0, γn ∈ Rd , we denote bynA′′(γ0, γn) the Hessian of the energyA :(Rd )[0,n],(γ0,γn)

→ R at its minimizer (which, for simplicity, has been assumed unique in Assump-
tion (A1)). If γ̄ is energy-minimizing, thennA′′(γ0, γn) = nA

′′(γ̄ ).
We recall thathn(γ0, γn) denotes the value of the minimum of the action on the space

(Rd )[0,n],(γ0,γn) (we have performed a change of gage so thathn ≥ 0). If γ̄ ∈ W , we will
write hn(γ̄ ) = hn(γ0, γn).

Lemma 3.2.1. LetM be a symmetric matrix of the form

M =

(
A tC

C B

)
,

whereA andB are square symmetric matrices, andC is a rectangular matrix of appro-
priate dimension. IfM is semi-positive definite, then

[M] ≤ [A] · [B].

Proof. Assume first thatA is invertible. Since the determinant of a matrix is unchanged
when adding to one line a linear combination of the others, we see that the determinant
of M is equal to that of the matrix(

A tC

0 B − CA−1 tC

)
Thus, [M] = [A] · [B − CA−1 tC].
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We now use the fact that anm × m matrixM is semi-positive definite if and only if,
for all J ⊂ {1, . . . , m}, the determinant of the square submatrixMJ := (Mi,j )i,j∈J is
nonnegative. In particular, ifM is semi-positive definite, so areA andB.

Denote byk the dimension ofA, and byl the dimension ofB. Let J ⊂ {k + 1, . . . ,
k + l} andI = J ∪ {1, . . . , k}. As previously,

[MI ] = [A] · [(B − CA−1 tC)J ].

It follows that the determinants of(B − CA−1 tC)J are nonnegative for allJ ; thus,
B − CA−1 tC is semi-positive definite.

To conclude, note thatA−1 is a positive definite symmetric matrix, so that

B − CA−1 tC ≤ B,

meaning that
tX · (B − CA−1 tC) ·X ≤

tX · B ·X

for all X. But, if B andB − CA−1 tC are positive semi-definite matrices such that
B − CA−1 tC ≤ B, we must have [B − CA−1 tC] ≤ [B] (this can be checked by using
the fact that there exists a matrixP such that bothtPBP and tP(B − CA−1 tC)P are
diagonal).

This ends the proof of the lemma whenA is invertible. IfA is not invertible, we know
by the previous result that [M + εI ] ≤ [A+ εI ] · [B + εI ] for all ε > 0 (I stands for the
identity matrix of appropriate size), and we conclude by lettingε tend to 0. ut

Lemma 3.2.1 implies a subadditivity property of log[nA
′′(γ̄ )]:

Lemma 3.2.2. If γ̄ ∈ W is an energy-minimizing configuration, then, for allm ≤ n,

[nA
′′(γ̄ )] ≤ [mA

′′(γ̄ )] · [n−mA
′′(σmγ̄ )].

According to the subbaditive ergodic theorem ([Ki73]), this implies the existence of
lim 1

n
log[nA′′(γ )] in R ∪ {−∞}, for µ-almost everyγ , if µ is energy-minimizing. We

shall say more about this limit in Section 4; in particular, we will prove that it is inR.
We now turn to the proof of Theorem 0.0.1.

Proof of Theorem 0.0.1.For simplicity, we write the proof in the cased = 1.
Letµ∞ be a limit point ofµβ (β → ∞), and letµ be an arbitrary energy-minimizing

measure onW ; without loss of generality, we assume thatµ is ergodic.
For ε > 0 andM > 0, consider the following (countable) partition ofR2d

= R2:

R2
=

⊔
i,j

P̃ij ,

where the union runs over{(i, j) ∈ Z2 : |j − i| < M/ε} ∪ {(i,∞) : i ∈ Z}, and theP̃ij ’s
are defined as follows:

P̃ij = {(γ0, γ1) : γ0 ∈ [iε, (i + 1)ε), γ1 ∈ [jε, (j + 1)ε)}
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for |j − i| < M/ε, and

P̃i∞ = {(γ0, γ1) : γ0 ∈ [iε, (i + 1)ε), ∃j, |j − i| ≥ M/ε, γ1 ∈ [jε, (j + 1)ε)}.

If ε is the inverse of an integer, this gives a finite partition of the quotientW1 ' R2/Z,
and hence a finite partition ofW =

⊔
Pij :

Pij = {γ̄ ∈ W : (γ0, γ1) ∈ P̃ij }.

The numberM will be fixed later—sufficiently large, whereasε is doomed to tend to 0.
We assume thatµ andµ∞ do not charge the boundary of the elements of the partition

P—otherwise, we may translate the initial partition to a new partition(P̃ij+x)ij , x ∈ Rd ,
so that this assumption is satisfied. Forδ > 0, we will denote byµ(δ) theµ-measure of
theδ-neighbourhood of the boundary of the partitionP . The functionµ(δ) tends to zero
asδ goes to zero.

The choice of the partitionP induces a symbolic dynamics over a subshift in the finite
alphabet{Pij }:

WP
= {(αk)k∈Z ⊂ {(ij)}Z : Pαk ∩ σ−1Pαk+1 6= ∅}.

If µ is aσ -invariant measure onW we will denote byµP its image onWP .
Recall the following convexity inequality:

−

∑
pi logpi +

∑
pi logqi ≤ 0 (3.2.1)

whenever(pi) and(qi) are probability weights. Hence, for alln,

−

∑
α

µ(Pα0 ∩ · · · ∩ σ−n+1Pαn−1) logµ(Pα0 ∩ · · · ∩ σ−n+1Pαn−1)

+

∑
α

µ(Pα0 ∩ · · · ∩ σ−n+1Pαn−1) logµβ(Pα0 ∩ · · · ∩ σ−n+1Pαn−1) ≤ 0,

the sums running over all words of lengthn in WP .

From now on, we will omit the∩ in expressions of the typePα0 ∩ · · · ∩ σ−n+1Pαn−1.

We can rewrite the above as

−

∑
µ(Pα0 · · · σ−n−1Pαn−1) logµ(Pα0 · · · σ−n+1Pαn−1)

+

∑
µ(Pα0 · · · σ−nPαn) log

(
β

2π

)n/2
×

∫
Pα0 ···σ−n+1Pαn−1

ψ∗
β(γ0)e

−β
∑n−1
i=0 L(γi ,γi+1)ψβ(γn) dγ0 · · · dγn

≤ −

∑
µβ(Pα0 · · · σ−n+1Pαn−1) logµβ(Pα0 · · · σ−n+1Pαn−1)

+

∑
µβ(Pα · · · σ−n+1Pαn−1) log

(
β

2π

)n/2
×

∫
Pα0 ···σ−n+1Pαn−1

ψ∗
β(γ0)e

−β
∑n−1
i=0 L(γi ,γi+1)ψβ(γn) dγ0 · · · dγn. (3.2.2)
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We have denoted bydγ0 . . . dγn the Lebesgue measure onWn; we may regard it as the
Lebesgue measure on the fundamental domain [0,1) × Rn−1 for the action ofZ on Rn,
which we identify toWn. In calculations, it will be convenient to keep this identification
in mind.

The rest of the proof is organized as follows: by the Laplace method, we first find an
upper bound for the right hand side of inequality (3.2.2), then state a couple of results
about tridiagonal matrices, and finally, find a lower bound for the left hand side of (3.2.2).

The conclusion of Theorem 0.0.1 is obtained by dividing the resulting inequality byn,
and first lettingn tend to∞, thenβ to ∞, and finallyε to 0.

Upper bound. We begin by finding an upper bound for the right hand side of inequality
(3.2.2), in terms of the determinants [A′′]. An integerN is fixed and we taken = kN in
the inequality above.

Lemma 3.2.3. (a) (Laplace method) Let γ0, γN ∈ R2. Then, assuming as in(A1) that
the minimizer of the energy in(Rd )[0,N ],(γ0,γN ) is unique and nondegenerate, we have

(
β

2π

)(N−1)/2 ∫
RN−1

e−β
∑N−1
i=0 L(γi ,γi+1) dγ1 . . . dγN−1

=
e−βhN (γ0,γN )

[N−1A′′(γ0, γN )]1/2
(1 + o(1)

β→∞

) ≤
1

[N−1A′′(γ0, γN )]1/2
(1 + o(1)

β→∞

)

where, for fixedN , o(1) is uniform on each set{|γN − γ0| ≤ K}.
(b) If the constantM, involved in the construction of the partitionP , is chosen large

enough, then, for allγ0 ∈ R,(
β

2π

)N/2∫
γ̄∈Pα0 ···σ−N+1PαN−1

e−β
∑N−1
i=0 L(γi ,γi+1) dγ1 . . . dγN ≤

(
β

2π

)N/2
e−βM ≤ 1

for β large enough, provided one of theαk ’s is of the formi∞.

Assertion (a) comes from the Laplace method for estimating integrals decaying expo-
nentially ([Di68, IV.2] or [Co65]). Since the method is very classical, we do not provide
a proof; we shall provide one later, when we will need an estimate uniform inN . As-
sertion (a) requires the nondegeneracy of minima of the action, contained in Assumption
(A1). The remainder termo(1) is bounded in terms of the second and third derivatives
with respect toγ1, . . . , γn−1 of the energy

∑N−1
i=0 L(γi, γi+1), so that it is uniform on

compact sets.
For (b), takeM such that|γ1 − γ0| > M ⇒ L(γ0, γ1) ≥ |γ1 − γ0|; and use the fact

thatL ≥ 0 elsewhere.
We define functionsFN andGβN onWP , depending onN coordinates, as follows:

FN (α0, . . . , αN−1) = 1
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if one of theαj ’s is of the formi∞, and

FN (α0, . . . , αN−1) = sup

{
1

[N−1A′′(γ0, γN )]1/2
: γ̄ ∈ Pα0 · · · σ−N+1PαN−1

}
otherwise;

G
β
N (α0, . . . , αN−1) = 1

if one of theαj ’s is of the formi∞, and

G
β
N (α0, . . . , αN−1) =

(
β

2π

)1/2

sup
γ0

∫
R
e−βhN (γ0,γN ) dγN

otherwise.
Assumption (A3) ensures thatGβN is bounded, independently ofβ, by BN growing

subexponentially withN .

Lemma 3.2.4. If the constantM, involved in the construction of the partitionP , is cho-
sen large enough, then there existsC(β) ≥ 0 and, for allN ∈ N∗, a realβ(N) > 0 such
that for all k, and allα0, . . . , αkN−1,(

β

2π

)kN/2 ∫
Pα0 ···σ−kN+1PαkN−1

ψ∗
β(γ0)e

−β
∑kN−1
i=0 L(γi ,γi+1)ψβ(γkN ) dγ0 . . . dγkN

≤ C(β)

k−1∏
j=0

FN (αjN , . . . , α(j+1)N−1)

k−1∏
l=0

GN (αjN , . . . , α(j+1)N−1)(1 + o(1)
β→∞

)k

for all β > β(N), and with a uniformo(1).

Proof. We first note that there existsC(β) > 0 such thatC(β)−1/2
≤ ψβ ≤ C(β)1/2, and

C(β)−1/2
≤ ψ∗

β ≤ C(β)1/2, because they are continuous positiveZd -periodic functions.
Applying Fubini’s theorem, we first estimate the integral with respect toγ(k−1)N+1,

. . . , γkN , while γ0, . . . , γ(k−1)N are fixed.
If one of thePαj ’s (j = (k − 1)N, . . . , kN − 1) is of the formPi∞, we use Lem-

ma 3.2.3(b) to get(
β

2π

)N/2 ∫
(γ(k−1)N ,...,γkN )∈Pα(k−1)N ···σ−N+1PαkN−1

e
−β

∑kN−1
i=(k−1)N L(γi ,γi+1) dγ(k−1)N+1 . . . dγkN

≤ 1 = FN (α(k−1)N , . . . , αkN−1)G
β
N (α(k−1)N , . . . , αkN−1).

Otherwise, we use Lemma 3.2.3(a) to write(
β

2π

)N/2 ∫
(γ(k−1)N ,...,γkN )∈Pα(k−1)N ···σ−N+1PαkN−1

e
−β

∑kN−1
i=(k−1)N L(γi ,γi+1) dγ(k−1)N+1 . . . dγkN

≤ FN (α(k−1)N , . . . , αkN−1)(1 + o(1))

(
β

2π

)1/2 ∫
e−βhN (γ(k−1)N ,γkN ) dγkN

≤ FN (α(k−1)N , . . . , αkN−1)(1 + o(1))GβN (α(k−1)N , . . . , αkN−1). (3.2.3)
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The latter bound does not depend onγ(k−1)N ; hence,

(
β

2π

)kN/2 ∫
Pα0 ···σ−kN+1PαkN−1

e−β
∑kN−1
i=0 L(γi ,γi+1) dγ0 . . . dγkN

≤

(
β

2π

)(k−1)N/2 ∫
Pα0 ···σ−(k−1)N+1Pα(k−1)N−1

e−β
∑(k−1)N−1
i=0 L(γi ,γi+1) dγ0 . . . dγ(k−1)N

×FN (α(k−1)N , . . . , αkN−1)G
β
N (α(k−1)N , . . . , αkN−1)(1 + o(1)

β→∞

).

Lemma 3.2.4 can now be proved by induction onk. ut

About tridiagonal matrices. Before going on estimating integrals, we need a few facts
about tridiagonal matrices. We call a matrix(Aij )1≤i,j≤n tridiagonal if

Aij 6= 0 ⇒ |i − j | ≤ 1.

The Hessian of the energy is a tridiagonal matrix.
The following lemma is essentially proved in [AMB92, p. 128]:

Lemma 3.2.5. For all α > 0, there existsr(α) > 0 such that ifA is an invertible sym-
metric tridiagonal matrix with|Ai,i+1| ≤ 1, then

‖A−1
‖2 ≤ α implies ‖A−1

‖∞ ≤ r(α)

independently of the dimension.

Proof. For 1 ≤ j ≤ n, let f j = A−1ej , where(ej ) is the canonical basis ofRn. Note
that

‖A−1
‖∞ ≤ sup

k

∑
j

∣∣f jk ∣∣ = sup
j

∑
k

∣∣f jk ∣∣
sinceA−1 is symmetric.

Let us fixj , and writef = f j . Form > j , we define a vectormf with coordinates

mfk =

{
0 for k < m,

fk for k ≥ m.

Thenη = A(mf ) has coordinates

ηm−1 = Am−1,mfm, ηm = −Am,m−1fm−1

andηk = 0 otherwise. Since, by assumption,‖
mf ‖2 ≤ α‖η‖2, we get, for allm > j ,

Pm :=
∑
k≥m

|fk|
2

≤ α2(|fm|
2
+ |fm−1|

2).
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As proved in [AMB92, p. 128] this inequality implies

|fk| ≤

(
2α2

1 + (1 + 4α4)1/2

)(k−j−2)/2

‖f ‖2 ≤

(
2α2

1 + (1 + 4α4)1/2

)(k−j−2)/2
√
α

for k ≥ j . Remembering thatf stands forf j , we obtain

∑
k≥j

∣∣f jk ∣∣ ≤
√
α

∞∑
k=0

(
2α2

1 + (1 + 4α4)1/2

)(k−2)/2

=: r(α)/2.

We can use a similar trick fork < j to get∑
1≤k≤n

∣∣f jk ∣∣ ≤ r(α),

independently ofj and of the dimensionn. ut

We shall also need the following result, which is a part of the main result of [AMB92,
Theorem 2]:

Theorem 3.2.6 ([AMB92]) . LetM be a symmetric tridiagonalZ × Z matrix such that
there existsK > 0 such that, for alli, K−1

≤ |Mi,i+1| ≤ K and |Mi,i | ≤ K. Assume
thatM defines a continuous, invertible endomorphism ofl2(Z,R). Then the kernel ofM
in RZ is 2-dimensional and admits a basiss, u ∈ RZ such that

|sn+m| ≤ Cθm‖(sn, sn+1)‖, |un−m| ≤ Cθm‖(un, un+1)‖

for all n ∈ Z,m ≥ 0, and some constantsC > 0, 0< θ < 1.

Theorem 3.2.6 implies the existence of a real numberL > 0 such that, for allδ > 0, all
0< n, and allγ ∈ RZ such thatMγ = 0,

|γ0| ≤ δ and|γn| ≤ δ ⇒ |γj | ≤ Lδ for all j = 1, . . . , n− 1.

Indeed, fixj = 0, . . . , n− 1; there existλ1, λ2 ∈ R such that

(γk, γk+1) = λ1
(sk, sk+1)

‖(sj , sj+1)‖
+ λ2

(uk, uk+1)

‖(uj , uj+1)‖

for all k. If |γ0| ≤ δ and|γn| ≤ δ, we obtain

C|λ1|θ
−j

− C|λ2|θ
j

≤ δ and C|λ2|θ
−(n−j)

− C|λ1|θ
n−j

≤ δ,

which implies

C|λ1|(1 − θ2n) ≤ 2δθ j and C|λ2|(1 − θ2n) ≤ 2δθn−j .

Hence,
‖(γj , γj+1)‖ ≤ |λ1| + |λ2| ≤ 4δ/C.
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Lower bound. Let us turn to the left hand side of inequality (3.2.2), which we will try
to bound below before lettingn = kN tend to∞. Sinceµ is a minimizing measure, we
note that the termµ(Pα0 · · · σ−n+1Pαn−1) is nonzero only if all thePαi ’s are included in
{|γ1 − γ0| ≤ M} (if M is large enough); moreover, the cylinderPα0 · · · σ−n+1Pαn−1 must
contain a trajectory, saȳξ , in the Mather set.

In the calculations below, the cylinderPα0 · · · σ−n+1Pαn−1 is fixed, as also is̄ξ ∈

Pα0 · · · σ−n+1Pαn−1 ∩M. We need to estimate from below the integral∫
Pα0 ···σ−n+1Pαn−1

ψ∗
β(γ0)e

−β
∑n−1
i=0 L(γi ,γi+1)ψβ(γn) dγ0 . . . dγn.

As previously, we shall use the Laplace method. However, since we need a uniform esti-
mate with respect to the lengthn of the path, we shall now give the details.

Before starting, recall Assumption (A2): there existsε0 > 0 such that, for all 0≤ δ

≤ ε0, there exists a sequence(cn) ∈ [0,1]N satisfying:

– limn
logcn
n

= 0,
– for all n > 0 and allγ0, γn ∈ Rd such that

‖γ0 − ξ0‖ ≤ cnδ, ‖γn − ξn‖ ≤ cnδ

for some energy-minimizing configurationξ , there exists a minimizerγ of the energy

A : (Rd )[0,n],γ0,γn → R, (γ0, . . . , γn) 7→

n−1∑
i=0

L(γi, γi+1),

such that‖γk − ξk‖ ≤ δ for all 0 ≤ k ≤ n.

We denote by the minimizer(γ0, γ̂1, . . . , γ̂n−1, γn). Its energy is, by definition of the
functionhn,

hn(γ0, γn) = L(γ0, γ̂1)+

n−2∑
i=1

L(γ̂i, γ̂i+1)+ L(γ̂n−1, γn).

Applying the Taylor formula to the functionL(γ0, γ1)+
∑n−2
i=1 L(γi, γi+1)+L(γn−1, γn)

at the minimizer(γ̂1, γ̂2, . . . , γ̂n−1), we can write∫
Pα0 ···σ−n+1Pαn−1

ψ∗
β(γ0)e

−β
∑n−1
i=0 L(γi ,γi+1)ψβ(γn) dγ0 . . . dγn

=

∫
Pα0 ···σ−n+1Pαn−1

ψ∗
β(γ0)e

−βhn(γ0,γn)−(β/2)n−1A
′′(γ0,γn).(γ−γ̂ )2−βRn(γ−γ̂ )ψβ(γn) dγ0 . . . dγn,

where the remainderRn is given by the integral formula

Rn(γ − γ̂ ) =

∫ 1

0

(1 − t)2

2
A(3)(γ̂ + t (γ − γ̂ )).((γ − γ̂ ))3 dt

so that

|Rn(γ − γ̂ )| ≤ C‖γ − γ̂ ‖
3
3 ≤ C‖γ − γ̂ ‖∞‖γ − γ̂ ‖

2
2 ≤ Cε‖γ − γ̂ ‖

2
2,
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whereC is a bound on the third derivative ofL on the set{(x, y) ∈ R2 : |x − y| ≤ M},
andε is the diameter of the elements of the partitionP .

Moreover, if the cylinderPα0 · · · σ−n+1Pαn−1 contains a configuration̄ξ in the Mather
set, then, for all̄γ ∈ Pα0 · · · σ−n+1Pαn−1,

0 ≤ hn(γ0, γn) ≤ L(γ0, ξ1)+ L(ξ1, ξ2)+ · · · + L(ξn−1, γn)

≤ L(ξ0, ξ1)+ L(ξ1, ξ2)+ · · · + L(ξn−1, ξn)+ Cε = Cε,

whereC is a Lipschitz constant forL on {(x, y) ∈ R2 : |x − y| ≤ M}. Thus,∫
Pα0 ···σ−n+1Pαn−1

ψ∗
β(γ0)e

−β
∑n−1
i=0 L(γi ,γi+1)ψβ(γn) dγ0 . . . dγn

≥C(β)−1e−βCε
∫
Pα0 ···σ−n+1Pαn−1

e−β(
1
2 n−1A

′′(γ0,γn)+CεIn−1).(γ1−γ̂1,...,γn−1−γ̂n−1)
2
dγ0 . . . dγn.

We have denoted byIn−1 the identity matrix of dimensionn − 1 and, as previously,
C(β)−1/2 is a lower bound for bothψβ andψ∗

β .

If we were sure thatPα0 · · · σ−n+1Pαn−1 contained a neighbourhood of(γ0, γ̂1, . . . ,

γ̂n−1, γn), for everyγ0, γn, our job would be quite easier and we could go directly to
the estimate (3.2.10) a couple of pages ahead. However, this is not necessarily the case:
the problem occurs when(ξj , ξj+1) comes too close to the boundary of the partition. The
technical complications of the next few pages arise from the necessity of dealing with this
problem.

To begin with, we can write a very rough estimate:

C(β)−1e−βCε
(
β

2π

)n/2 ∫
Pα0 ···σ−n+1Pαn−1

dγ0 dγn

×

∫
e−β(

1
2 n−1A

′′(γ0,γn)+CεIn−1).(γ1−γ̂1,··· ,γn−1−γ̂n−1)
2
dγ1 . . . dγn−1

≥ C(β)−1e−βCε
(
β

2π

)n/2
εne−nKβε

2
, (3.2.4)

whereK is an upper bound on the norm of1
2A

′′
+ CεI in l2(Z,R).

Let us now try to give a more subtle estimate: we write

C(β)−1e−βCε
∫
Pα0 ···σ−n+1Pαn−1

dγ0 dγn

×

∫
e−β(

1
2 n−1A

′′(γ0,γn)+CεIn−1).(γ1−γ̂1,...,γn−1−γ̂n−1)
2
dγ1 . . . dγn−1

≥ C(β)−1e−βCε
∫
(1)
dγ0 dγn

×

∫
e−β(

1
2 n−1A

′′(γ0,γn)+CεIn−1).(γ1−γ̂1,...,γn−1−γ̂n−1)
2
dγ1 . . . dγn−1,
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where the integral is over the set

(1) = Pα0 · · · σ−n+1Pαn−1 ∩ {|γ0 − ξ0| ≤ cnδ, |γn − ξn| ≤ cnδ},

for someδ > 0. We choose
δ2

= Bβ−1,

whereB > 0 is arbitrary.
At this stage, it is useful to remember that (thanks to our definition of the partitionP )

the cylinderPα0 · · · σ−n+1Pαn−1 ⊂ [0,1)×Rn is the product of its projectionsB0, . . . , Bn
on the successive coordinates:

Pα0 · · · σ−n+1Pαn−1 = B0 × · · · × Bn.

Moreover, theBi ’s are segments of lengthε: Bi = [ai, bi). We set

J (ξ) = {i ∈ [0, n] : ξi 6∈ (ai + 2δ, bi − 2δ)}.

One has

C(β)−1e−βCε
∫
(1)
dγ0 dγn

×

∫
e−β(

1
2 n−1A

′′(γ0,γn)+CεIn−1).(γ1−γ̂1,...,γn−1−γ̂n−1)
2
dγ1 . . . dγn−1

≥ C(β)−1e−βCε
∫
(1)∩(2)

dγ0 dγn

×

∫
e−β(

1
2 n−1A

′′(γ0,γn)+CεIn−1).(γ1−γ̂1,...,γn−1−γ̂n−1)
2
dγ1 . . . dγn−1, (3.2.5)

where

(2) = {γ : γi ∈ Bi for i ∈ J (ξ), γj ∈ Bj and|γj − γ̂j | ≤ δ for j 6∈ J (ξ)}.

By Assumption (A2), ifγ ∈ (1), then, forj 6∈ J (ξ),

|γj − γ̂j | ≤ δ ⇒ γj ∈ Bj ,

so that actually

(2) = {γ : γi ∈ Bi for i ∈ J (ξ), |γj − γ̂j | ≤ δ for j 6∈ J (ξ)}.

We claim that

C(β)−1e−βCε
∫
(1)∩(2)

dγ0 dγn×

×

∫
e−β(

1
2 n−1A

′′(γ0,γn)+CεIn−1).(γ1−γ̂1,...,γn−1−γ̂n−1)
2
dγ1 . . . dγn−1

≥ C(β)−1e−βCε((2π)−1/2
√

2K−1B (L+ 1)e−4K−1B(L+1)2)|J (ξ)|

×

∫
(3)
dγ0 dγn

∫
e−β(

1
2 n−1A

′′(γ0,γn)+CεIn−1).(γ1−γ̂1,...,γn−1−γ̂n−1)
2
dγ1 . . . dγn−1

(3.2.6)

where:

– B = βδ2,
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– K is an upper bound on the norms of(1
2A

′′
+ CεI ) and(1

2A
′′

+ CεI )−1 in l2(Z,R),
– L is a real number such that, for allδ > 0, all γ ∈ RZ, and alln > 0,(

1

2
A′′

+ CεI

)
.γ = 0, |γ0| ≤ δ, |γn| ≤ δ ⇒ |γj | ≤ Lδ for all j = 1, . . . , n− 1.

The existence ofL is ensured by the remarks following Theorem 3.2.6 (note thatL de-
pends onε). Finally, (3) is the set

(3) = {γ : |γ0 − ξ0| ≤ cnδ, |γn − ξn| ≤ cnδ, |γj − γ̂j | ≤ δ for j 6∈ J (ξ)}.

To prove (3.2.6), writeJ (ξ) as a disjoint union of intervals:

J (ξ) = [k1, l1] ∪ [k2, l2] ∪ · · · ∪ [kr , lr ].

Integrate over(1) ∩ (2) with respect to the variablesγk1, . . . , γl1, keeping the other vari-
ables fixed. Since|γk1−1 − γ̂k1−1| ≤ δ and|γl1+1 − γ̂l1+1| ≤ δ, we know that the critical
point of the function

(γk1, . . . , γl1) 7→

(
1

2
n−1A

′′(γ0, γn)+ CεIn−1

)
.(γ1 − γ̂1, . . . , γn−1 − γ̂n−1)

2

is at uniform distanceLδ from (γ̂k1, . . . , γ̂l1). Hence, we deduce that∫
γ∈(1)∩(2)

e−β(
1
2 n−1A

′′(γ0,γn)+CεIn−1).(γ1−γ̂1,...,γn−1−γ̂n−1)
2
dγk1 . . . dγl1

≥ ((2π)−1/2
√

2K−1B (L+ 1)e−4K−1B(L+1)2)l1−k1+1

×

∫
γ∈(3)

e−β(
1
2 n−1A

′′(γ0,γn)+CεIn−1).(γ1−γ̂1,...,γn−1−γ̂n−1)
2
dγk1 . . . dγl1. (3.2.7)

All we can say about the domain of integration of (3.2.7) is that: ifγ ∈ (1), then for
j ∈ J (ξ) the domain of integration with respect toγj contains either{γj − γ̂j ∈ [δ, ε]},
or {γj − γ̂j ∈ [−ε,−δ]}. Consider, for instance, the first situation.

Integrate (3.2.7) with respect tok1. If, say,k1 = 2, then letM =
1
2 3A

′′(γ0, γn) +

CεI3. Now, estimate (3.2.7) goes as follows:∫ ε

γ2=δ

e−β(2M12γ1γ2+M22γ
2
2 +2M23γ2γ3) dγ2

= e−β(2M12γ1γ2(min)+M22γ2(min)2+2M23γ2(min)γ3)

∫ ε

γ2=δ

e−βM22(γ2−γ2(min))2 dγ2

whereγ2(min) is the point where the minimum of 2M12γ1γ2 + M22γ
2
2 + 2M23γ2γ3 is

achieved. We know that|γ2(min)| ≤ Lδ, so that, if we perform the change of variable
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γ2 7→
√

2βM22(γ2 − γ2(min)), and ifK−1
≤ M22 ≤ K, we have

e−β(2M12γ1γ2(min)+M22γ2(min)2+2M23γ2(min)γ3)

∫ ε

γ2=δ

e−βM22(γ2−γ2(min))2 dγ2

≥ e−β(2M12γ1γ2(min)+M22γ2(max)2+2M23γ2(max)γ3)(2βM22)
−1/2

×

∫ √
2Kβ(ε−Lδ)

√
2βK−1δ(L+1)

e−γ
2
2 /2 dγ2

= e−β(2M12γ1γ2(min)+M22γ2(min)2+2M23γ2(min)γ3)(2βM22)
−1/2

×

∫ √
2Kβ(ε−Lδ)

√

2K−1B(L+1)
e−γ

2
2 /2 dγ2 (3.2.8)

if we remember thatβ andδ are linked byβδ2
= B. Now, for β large enough, we can

bound the last integral from below by the integral on the interval [
√

2K−1B(L + 1),
2
√

2K−1B(L+ 1)], which is itself larger than

e−β(2M12γ1γ2(min)+M22γ2(min)2+2M23γ2(min)γ3)(2βM22)
−1/2

√
2K−1B(L+1)e−4K−1B(L+1)2

= (2π)−1/2
∫

R
e−β(2M12γ1γ2+M22γ

2
2 +2M23γ2γ3) dγ2 ·

√
2K−1B(L+ 1)e−4K−1B(L+1)2.

(3.2.9)

We have integrated (3.2.7) with respect toγk1. We can iterate the procedure and inte-
grate successively with respect toγk1+1, . . . , γl1, to prove (3.2.7). From (3.2.7), (3.2.6) is
obtained by combining similar estimates for all the intervals [kj , lj ].

It remains to estimate the integral
∫
(3) (cf. (3.2.6)). The integral

∫
(3) runs overγj ∈ R,

for all j ∈ J (ξ). For an indexi 6∈ J (ξ), it still runs over the set{|γi − γ̂i | ≤ δ}.
For a break, we prove the following corollary of Lemma 3.2.5:

Corollary 3.2.7. There existsρ(ε) such that, for alln and allγ ∈ W ,

‖(n−1A
′′(γ )+ 2CεIn−1)

−1/2
‖∞ ≤

1

ρ(ε)
.

Proof. Obviously, the spectrum ofn−1A
′′(γ ) + 2CεIn−1 is included in an interval

[2Cε, λ] independent of the dimensionn. Let C be a closed contour inC \ R−, going
once around [2Cε, λ]. The matrix(n−1A

′′(γ ) + 2CεIn−1)
−1/2 is given by holomorphic

functional calculus:

(n−1A
′′(γ )+ 2CεIn−1)

−1/2
=

1

2iπ

∫
C
z−1/2(zIn−1 − (n−1A

′′(γ )+ 2CεIn−1))
−1dz.

Now, for all z ∈ C,

‖(zIn−1−)n−1A
′′(γ )+ 2CεIn−1))

−1
‖2
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is bounded, independently ofn, by

α(z) = sup
x∈[2Cε,λ]

1

|z− x|
.

By Lemma 3.2.5,

‖(zIn−1−)n−1A
′′(γ )+ 2CεIn−1))

−1
‖∞ ≤ r(α(z))

independently ofn, and

‖(n−1A
′′(γ )+ 2CεIn−1)

−1/2
‖∞ ≤

1

2π

∫
C

|z|−1/2r(α(z)) dz =:
1

ρ(ε)
. ut

We resume the calculations from (3.2.6):∫
(3)
dγ0 dγn

∫
e−β(

1
2 n−1A

′′(γ0,γn)+CεIn−1).(γ1−γ̂1,...,γn−1−γ̂n−1)
2
dγ1 . . . dγn−1

≥

∫
|γ0−ξ0|≤cnδ, |γn−ξn|≤cnδ

dγ0 dγn

×

∫
‖(γ−γ̂ )‖∞≤δ

e−β(
1
2 n−1A

′′(γ0,γn)+CεIn−1).(γ1−γ̂1,...,γn−1−γ̂n−1)
2
dγ1 . . . dγn−1

≥

∫
|γ0−ξ0|≤cnδ, |γn−ξn|≤cnδ

dγ0 dγn

∫
‖(n−1A

′′(γ0,γn)/2+CεIn)1/2·(γ−γ̂ )‖∞≤ρ(ε)δ

× e−β(
1
2 n−1A

′′(γ0,γn)+CεIn−1).(γ1−γ̂1,...,γn−1−γ̂n−1)
2
dγ1 . . . dγn−1

=

(
β

2π

)−(n−1)/2 ∫
|γ0−ξ0|≤cnδ,|γn−ξn|≤cnδ

dγ0 dγn

×
1

[n−1A′′(γ0, γn)+ 2CεIn−1]1/2
×

1

(2π)(n−1)/2

∫
‖y‖∞≤

√
βρ(ε)δ

e−(y,y)/2 dy1 . . . dyn−1

≥ (cnδ)
2
(
β

2π

)−(n−1)/2 1

maxγ∈α[n−1A′′(γ )+ 2CεIn−1]1/2
(1 − e−βρ(ε)

2δ2/2)n−1.

(3.2.10)

The max in the last line is to be read as the max over all theγ ∈ Pα0 · · · σ−n+1Pαn−1.
To get the last inequality, we have used the following estimate on tails of the Gaussian

distribution onR:
1

(2π)1/2

∫
|y|≥Y

e−|y|2/2 dy ≤ 2
e−|Y |

2/2

Y
,

which yields, in dimensionn− 1,

1

(2π)(n−1)/2

∫
‖y‖∞≤Y

e−(y,y)
2/2 dy1 . . . dyn−1 ≥ (1 − e−Y

2/2)n−1 (3.2.11)
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for Y > 2. We apply it toY =
√
βρ(ε)δ = ρ(ε)

√
B; we takeB large enough to ensure

thatY > 2.
The main point in estimate (3.2.10) is summarized in the following lemma:

Lemma 3.2.8. There existsρ = ρ(ε) such that, for allγ0, γn,∫
‖(γ−γ̂ )‖∞≤δ

e−β(
1
2 n−1A

′′(γ0,γn)+CεIn−1).(γ1−γ̄1,...,γn−1−γ̄n−1)
2
dγ1 . . . dγn−1

≥

(
β

2π

)−(n−1)/2 1

[n−1A′′(γ )+ 2CεIn−1]1/2
(1 − e−βρ

2δ2/2)n−1.

And more generally,

Lemma 3.2.9. For all K ≥ 0 and all ε > 0, there exists aρ > 0 such that, for alln and
all nd × nd block-tridiagonal positive symmetric matricesQ satisfying

– ‖Qi,i+1‖ ≤ K for all i,
– Q ≥ εIn,

we have(
β

2π

)n/2 ∫
‖x‖∞≤δ

e−β(Qx,x)/2 dx1 . . . dxn

≥ (1 − e−βρδ
2/2)n

(
β

2π

)n/2 ∫
Rn
e−β(Qx,x)/2 dx1 . . . dxn =

(1 − e−βρδ
2/2)n

[Q]1/2

providedβδ2 is large enough.

To sum up, the calculations of the last pages lead to the following lower bound:

Lemma 3.2.10. Assume thatPα0 · · · σ−n+1Pαn−1 contains an element, denotedξ , in the
Mather set. Then, if|γ0 − ξ0| ≤ cnδ and|γn − ξn| ≤ cnδ,(
β

2π

)(n−1)/2 ∫
Pα0 ···σ−n+1Pαn−1

exp
(
−β

n−1∑
i=0

L(γi, γi+1)
)
dγ1 . . . dγn−1

≥ e−βCε((2π)−1/2
√

2K−1B(L+ 1)e−4K−1B(L+1)2)|J (ξ)|

×
1

[n−1A′′(γ0, γn)+ 2CεIn−1]1/2
(1 − e−ρ

2B/2)n−1

for someρ = ρ(ε) > 0 depending only onε.

Let us define

Bad(n) = {(α0, . . . , αn−1) : |J (ξ)| > 2µ(2δ)n for all ξ ∈M ∩ Pα0 · · · σ−n+1Pαn−1}.

(The definition ofµ(δ) was given at the beginning of the proof; it is theµ-measure of a
δ-neighbourhood of the boundary of the partitionP .)
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By Birkhoff’s ergodic theorem,

µ(Bad(n)) := µ
( ⋃
(α0,...,αn−1)∈Bad(n)

Pα0 · · · σ−n+1Pαn−1

)
−→
n→∞

0.

To end the proof of Theorem 0.0.1: taken = kN in inequality (3.2.2). Bound the right
hand side from above using Lemma 3.2.4. Bound the left hand side from below, using the
rough estimate (3.2.4) for the cylinders(α0, . . . , αn−1) ∈ Bad(n), and Lemma 3.2.10 for
the other cylinders, for which we know that|J (ξ)| ≤ 2µ(2δ)n. This yields∑

µ(Pα0 · · · σ−kN+1PαkN−1) logµ(Pα0 . . . σ
−kN+1PαkN−1)

−
1

2

∑
α

µ(Pα0 . . . σ
−kN+1PαkN−1) log(max

γ∈α
[kN−1A

′′(γ )+ 2CεIkN−1])

+ (kN − 1) log(1 − e−ρ
2B/2)− log

(
C(β)(ckNδ)

2e−βCε
β

2π

)
− kN(βKε2

− logε)µ(Bad(kN))

− 2kNµ(2δ) log((2π)−1/2
√

2K−1B (L+ 1)e−4K−1B(L+1)2)

≤ −

∑
µβ(Pα0 · · · σ−kN+1PαkN−1) logµβ(Pα0 · · · σ−kN+1PαkN−1)

+ logC(β)+ k log(1 + o(1)
β→∞

)

+ k
∑

µβ(Pα0 · · · σ−N+1PαN−1) logFN (α0, . . . , αN−1)+ k logBN (3.2.12)

for β large enough. Remember thatB = βδ2 is fixed (and arbitrary).

We notice that log maxγ∈α[n−1A
′′(γ ) + 2CεIn−1], as a function of the sequence

(α0, . . . , αn−1), has the following subadditivity property: if(α0, . . . , αn−1) intersects the
Mather set, then

log max
γ∈α

[n−1A
′′(γ )+ 2CεIn−1]

≤ log max
γ∈α

[mA
′′(γ )+ 2CεIm] + log max

γ∈α
[n−1−mA

′′(σmγ )+ 2CεIn−1−m].

This follows directly from Lemma 3.2.1.
As a consequence, ifµ is an (invariant) minimizing measure, then

1

kN

∑
µ(Pα0 . . . σ

−kN+1PαkN−1) log max
γ∈α

[kN−1A
′′(γ )+ 2CεIkN−1]

converges to its infimum, ask → ∞. In particular, the limit is less than

1

N

∑
µ(Pα0 . . . σ

−N+1PαN−1) log max
γ∈α

[N−1A
′′(γ )+ 2CεIN−1].
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Thus, if we divide both sides of (3.2.12) bykN and letk tend to∞ (keepingβ fixed), we
get the inequality

hσ (µ, P )−
1

2

∫
WP

1

N
log max

γ∈α
[N−1A

′′(γ )+ 2CεIN−1] dµP (α)

− log(1 − e−ρ
2B/2)− 2µ(2δ) log((2π)−1/2

√
2K−1B (L+ 1)e−4K−1B(L+1)2)|J (ξ)|

≤ hσ (µβ , P )+

∫
WP

1

N
logFN (α) dµ

P
β (α)+

1

N
o(1)
β→∞

+
logBN
N

.

We used the fact (assumed in (A2)) that(logcn)/n → 0. The first termhσ (µ, P ) is
the metric entropy of the invariant measureµ, with respect to the partitionP and the
transformationσ onW ; in other words, it is the metric entropy of the measureµP on the
subshift of finite typeWP .

Now, let β → ∞; or more precisely, take a sequenceβk such thatµβk converges
weakly toµ∞. Since we have assumed thatµ∞ does not charge the boundary of the
elements of the partition, we get

hσ (µ, P )−
1

2

∫
WP

1

N
log max

α
[N−1A

′′(γ )+ 2CεIN−1] dµP (α)

− log(1 − e−ρ
2B/2) ≤ hσ (µ∞, P )+

∫
WP

1

N
logFN (α) dµ

P
∞(α)+

logBN
N

.

The point in fixingN was to integrate only functions depending on a finite number of
coordinates, so as to be able to pass to the weak limit.

At this stage, we can letB → ∞, so that log(1 − e−ρ
2B/2) → 0.

Now, lettingε (the diameter of the partitionP ) tend to 0, and recalling the definition
of FN , we obtain

hσ (µ)−
1

2

∫
1

N
log[N−1A

′′(γ )] dµ(γ )

≤ hσ (µ∞)−
1

2

∫
1

N
log[N−1A

′′(γ )] dµ∞(γ )+
logBN
N

and, finally, lettingN → ∞ (and using Assumption (A3)), we get the result.ut

This ends the proof of Theorem 0.0.1. It remains to prove that the functional

µ 7→ hσ (µ)−
1

2
lim
n→∞

∫
W

1

n
log[nA

′′(γ̄ )] dµ(γ̄ )

is finite on energy-minimizing measures.
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4. Frenkel–Kontorova models and twist-maps

4.1. We now give (without proofs) a few links between Frenkel–Kontorova models
and symplectic twist diffeomorphisms ofRd × Rd (see [AMB92] for the details). This
section will allow us to prove that the termhσ (µ)− 1

2 limn→∞

∫
W

1
n

log[nA′′(γ̄ )] dµ(γ̄ )
is finite in Theorem 0.0.1. It also provides a link with Part II, which is more focused on
the Lagrangian aspects of the problem.

If L satisfies the “twist property” (cf. Section 1), it is shown in [AMB92] how to
associate to the Frenkel–Kontorova model, discussed above, a symplectic “twist diffeo-
morphism” ofRd × Rd to itself: this mapφ∗ is defined by

(x′, p′) = φ∗(x, p) ⇔ ∂2L(x, x
′) = p′,−∂L1(x, x

′) = p.

Recall the definition of astationary configurationfor the Frenkel–Kontorova model:
it is a sequence(γk)k∈Z such that

∂2L(γk−1, γk)+ ∂1L(γk, γk+1) = 0 (4.1.1)

for all k. There is a homeomorphism betweenRd × Rd and the set of stationary configu-
rations of the Frenkel–Kontorova model, given by

(x, p) 7→ (γk)k∈Z,

where, for allk, γk is the projection ofφ∗k(x, p) on the first factorRd . Moreover, this
homeomorphism is a conjugacy betweenφ∗ and the shiftσ restricted to the set of station-
ary configurations.

This way, one can associate to every Frenkel–Kontorova satisfying the “twist prop-
erty” a symplectic twist diffeomorphism; and conversely, to every symplectic twist map
of Rd × Rd , a Frenkel–Kontorova model with configuration space(Rd )Z.

We can also introduce another diffeomorphismφ of Rd × Rd to itself, defined by

φ(γ−1, γ0) = (γ0, γ1),

whereγ−1, γ0, γ1 are related by (4.1.1) withk = 0; equivalently,

φ∗(γ−1, p−1) = (γ0, p0), φ∗(γ0, p0) = (γ1, p1)

for somep−1, p0, p1. The bijection

θ : (γk)k∈Z 7→ (γ0, γ1) (4.1.2)

between the set of stationary configurations andRd ×Rd is a conjugacy between the shift
andφ. For this reason, we will sometimes call stationary configurations “trajectories of
φ”. The conjugacyθ also allows us to identifyφ-invariant probability measures onRd ×

Rd andσ -invariant probability measures carried by the set of stationary configurations.
If L is Zd -periodic, it is natural to take the quotient spaceW = (Rd )Z/Zd as configu-

ration space for the Frenkel–Kontorova model. A stationary configuration inW is defined
as the image of a stationary configuration in(Rd )Z in the quotient. The diffeomorphism
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φ∗ can then be defined on the quotientRd/Zd × Rd = Td × Rd , and the diffeomorphism
φ on the quotient space(Rd × Rd )/Zd , the action ofZd in this last case is defined by

s.(x, y) = (x + s, y + s)

for all s ∈ Zd and allx, y ∈ Rd .
The conjugacies defined previously between the action of the shiftσ on the set of

stationary configurations, andφ or φ∗, are compatible with the actions ofZd , and thus
pass to the quotient spaces.

The description of energy-minimizing configurations (rather called action-minimizing
in this context) is precisely the heart of what is called “Mather theory” in the study of
symplectic exact diffeomorphisms ofTd × Rd . In this context, what is classically called
“Mather set” is the subset ofθ(M) ⊂ (Rd ×Rd )/Zd , whereM ⊂ W is the set defined at
the end of 3.1. The Mather set, as a subset of(Rd × Rd )/Zd , is compact (Lemma 3.1.7),
andφ-invariant.

We will say more about Mather theory in Part II, in the case of a continuous time
dynamical system. The functionL will be called a Lagrangian,φ will be the associated
Euler–Lagrange flow, andφ∗ the corresponding Hamiltonian flow.

4.2. Determinants and Lyapunov exponents. Motivated by a paper by Thouless
([Th72]) in dimensiond = 1, we now give a relation between the Hessian of the en-
ergy and Lyapunov exponents. This relation is not new; in the case of a continuous time
Lagrangian systems, it is known as the Levit–Smilansky formula (Section 6.3).

Lyapunov exponents are defined by the Oseledets theorem (see for instance [KH95,
Supplement]), which we use in the following form:

Oseledets theorem.Let φ : (Rd × Rd )/Zd → (Rd × Rd )/Zd be aC1 diffeomor-
phism, and letν be a φ-invariant probability measure, carried by a compact subset
of (Rd × Rd )/Zd . Then there exists a setY ⊂ (Rd × Rd )/Zd such thatν(Y ) = 1,
φ(Y ) = Y , and such that:

For all y ∈ Y , there existr(y) ∈ N and real numbersχ1(y) < χ2(y) < · · · < χr(y)(y)

such that the tangent spaceTy((Rd × Rd )/Rd ) ' Rd × Rd admits a decomposition

Ty(Td × Rd ) = E1(y)⊕ · · · ⊕ Er(y)(y)

satisfying

∀v ∈ Ei(y) \ {0},
1

n
log‖d(φ)ny .v‖ −→

n→±∞
χi(y).

The decomposition isφ-invariant, in the sense thatr(φ(y)) = r(y) andEi(φ(y)) =

dφy .Ei(y).

The subspaceEs(y) =
⊕

χi (y)<0Ei(y) is called thestable subspaceat y, Eu(y) =⊕
χi (y)>0Ei(y) the unstable subspace, andE0(y) = Ei(y) for χi(y) = 0 theneutral

subspace.
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In our situation, we adopt a slightly different convention for the Lyapunov exponents.
Sinceφ is conjugate to the symplectic diffeomorphismφ∗, its Lyapunov exponents come
in pairs(λ,−λ). We let

−λ+

1 (y) ≤ −λ+

2 (y)+ ≤ · · · ≤ −λ+

d (y) ≤ 0 ≤ λ+

d (y) ≤ · · · ≤ λ+

1 (y)

be the Lyapunov exponents; they are now repeated with multiplicity, according to the
dimensions of the corresponding subspacesEj .

Lemma 4.2.1. Let γ be a trajectory ofφ, and letn ∈ N. Consider the equation(4.1.1)
linearized at(γi)i∈Z:

∂12L(γi−1, γi).Yi−1 + (∂22L(γi−1, γi)+ ∂11L(γi, γi+1)).Yi + ∂21L(γi, γi+1).Yi+1 = 0,

for all i ∈ Z. Fix the initial conditionY0 = 0. Then, for alln, the determinant of the
linear mapY1 7→ Yn (fromRd to Rd ) is equal to the determinant

(−1)nd
( n∏
k=1

[A′′

k+1,k]
)−1

× [n−1A
′′].

Proof. A vectorY = (Y1, . . . , Yn) (Yi ∈ Rd ) satisfiesnA′′.Y = (0,0, . . . ,0, ∗) if and
only if Y is the solution of the linearized equation withY0 = 0. Equivalently,

(Yn−1, Yn) = d(φn−1)(γ0,γ1).(0, Y1).

The matrixn−1A
′′ is noninvertible if and only if there existsY with Y1 6= 0 andYn = 0

such thatnA′′.Y = (0,0, . . . ,0, ∗); that is, the mapY1 7→ Yn is not invertible. In this
case, Lemma 4.2.1 is obvious. Thus, assume that the mapY1 7→ Yn is invertible.

Also assume for the moment thatnA′′(γ ) is invertible. We may then decompose the
matrixG = nG = nA

′′(γ )
−1 into d × d blocks(Gij )1≤i,j≤n. The componentsY1 and

Yn are related by
Yn = GnnG

−1
n1 Y1.

Let us evaluate the determinant ofGnnG
−1
n1 in terms of the determinant ofA′′(γ ). We first

define a sequence(a0, a1, . . . , an−1) of d × d matrices bya0 = Id and

ak = −A′′

k+1,k(A
′′

kk + ak−1A
′′

k−1,k)
−1,

agreeing here thatA′′

01 = 0 (the sequence is well defined ifnA′′ has been assumed invert-
ible).

We also define annd × nd matrixT decomposed intod × d blocks(Tij )1≤i,j≤n with

Tii = Id , Tij =

i∏
k=j

ai−k

(this way,T is lower block-triangular). In fact, the matrixT is constructed in such a way
thatD = T . nA

′′ is an upper block triangular matrix, with blocks on the diagonal

Dkk = Dk = A′′

kk + ak−1A
′′

k−1,k.
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We haveG = D−1T , which yieldsGnnG
−1
n1 = DnT

−1
n1 D

−1
n so that

[GnnG
−1
n1 ] = [Tn1]−1

=

( n−1∏
k=1

[an−k]
)−1

= (−1)nd
( n∏
k=1

[A′′

k+1,k]
)−1

×

n−1∏
k=1

[Dk]

= (−1)nd
( n∏
k=1

[A′′

k+1,k]
)−1

× [n−1A
′′],

where the last equality comes from the observation that [n−1A
′′] = [n−1D].

Thus, the determinant ofY1 7→ Yn is equal to(−1)nd(
∏n
k=1[A′′

k+1,k])
−1

× [n−1A
′′].

By continuity of both expressions with respect to the energy functional, Lemma 4.2.1
remains valid even whennA′′ is not invertible. ut

Proposition 4.2.2. If µ is an energy-minimizing measure onW , then the limit
lim 1

n
log[nA′′(γ̄ )] exists forµ-almost everȳγ , and is equal to

d∑
i=1

λ+

i (γ0, γ1)+ lim
1

n

n−1∑
i=0

log |[∂2
12L(γi, γi+1)]|,

where theλ+

i (γ0, γ1) are the firstd (nonnegative) Lyapunov exponents of(γ0, γ1) under
the diffeomorphismφ.

Proof. The existence of the limit lim1
n

∑n−1
i=0 log |[∂2

12L(γi, γi+1)]| for µ-almost everyγ̄
is guaranteed by Birkhoff’s theorem, applied to the function

W → R, γ̄ 7→ log |[∂2
12L(γ0, γ1)]|.

We denote byθ ∗ µ the image ofµ under the conjugacyθ (4.1.2). It is aφ-invariant
probability measure. Let us denote by3d(Rd × Rd ) thed-fold exterior product ofRd ×

Rd . It is endowed with the Euclidean structure coming from the Euclidean structure on
Rd × Rd . The Oseledets theorem implies that, forθ ∗µ-almost everyy ∈ (Rd × Rd )/Zd
and everyP ∈ 3d(Rd × Rd ), the limit

lim
n→±∞

1

n
log‖d(φn)y .P ‖

exists (moreover, it is of the form
∑d
i=1 ε(i)λ

+

α(i), whereε(i) = ±1, α(i) ∈ {1, . . . , d},
the pairs(ε(i), α(i)) all distinct). We denote this limit byλP (y).

Let (e1, e2, . . . , e2d) be an orthonormal basis ofRd × Rd such that(e1, . . . , ed) is an
orthonormal basis ofRd × {0} and(ed+1, . . . , e2d) is an orthonormal basis of{0} × Rd .
The Birkhoff and Oseledets theorems, combined with Lemma 4.2.1, imply that, forµ-
almost everyγ̄ ,

lim
1

n
log[nA

′′(γ̄ )] = λP (γ0, γ1)+ lim
1

n

n−1∑
i=0

log |[∂2
12L(γi, γi+1)]|,
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whereP = ed+1 ∧ ed+2 ∧ · · · ∧ e2d . Indeed,λP is precisely the exponential growth rate
of the determinant ofY1 7→ Yn, for the fixed initial conditionY0 = 0. This relation also
shows thatλP (γ0, γ1) = λP (γ1, γ2) for µ-almost everyγ̄ .

Let (γ0, γ1) be in the Mather set, and̄γ = θ−1(γ0, γ1) ∈M. We show that{0}×Rd ⊂

T(γ0,γ1)
(Rd × Rd )/Zd is transverse to the stable subspace at(γ0, γ1). Otherwise, there

would exist an element(ξi)i∈Z in the kernel ofA′′(γ̄ ) such thatξ0 = 0 andξi → 0
exponentially fast asi → ∞. Define an elementζ ∈ (Rd )Z by

ζj =

{
0 for j ≤ 0,

ξj for j ≥ 0.

Thenζ ∈ l2(Z,Rd ), and sinceA′′(γ )ξ = 0 and the first coordinate ofζ vanishes,

〈A′′(γ̄ )ζ, ζ 〉 = 0.

But, sinceγ̄ is in the Mather set,A′′(γ̄ ) is a positive semi-definite operator inl2(Z,Rd ).
Thus, the function〈A′′(γ̄ )·, ·〉 achieves a minimum atζ . Its derivative atζ must vanish:
A′′(γ̄ )ζ = 0.

An element of KerA′′(γ̄ ) is entirely determined by two successive coordinates. Since
ζ−1 = ζ0 = 0, we haveζ = 0. The same argument now shows thatξ = 0.

We have thus shown that{0} × Rd ⊂ T(γ0,γ1)(Rd × Rd ) is transverse to the stable
subspace forφ.

Now, let (γ0, γ1) be a point satisfying the conclusions of the Oseledets theorem with
respect toµ, and γ̄ = θ−1(γ0, γ1). Let E0(γ0, γ1) be the neutral subspace, andd0 =

dimE0(γ0, γ1). Note thatd0 is even. We have

λP (γ0, γ1) =

d∑
i=1

λ+

i (γ0, γ1)

unless dim(E0(γ0, γ1) ∩ ({0} × Rd )) > d0/2.
Remember however thatλP (γ0, γ1) = λP (γ1, γ2). We cannot have simultaneously

dim(E0(γ0, γ1) ∩ ({0} × Rd )) > d0/2 and dim(E0(γ1, γ2) ∩ ({0} × Rd )) > d0/2.
Otherwise,

θ−1(E0(γ0, γ1) ∩ ({0} × Rd ))⊕ θ−1σ−1(E0(γ1, γ2) ∩ ({0} × Rd ))

would be a subspace of KerA′′(γ̄ ) of dimension> d0, composed of sequences(ξk)k∈Z
such that

lim
k→±∞

1

k
log‖(ξk, ξk+1)‖ = 0,

a contradiction with the definition ofd0. ut
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An example.Consider the example

L(γ0, γ1) = ‖γ1 − γ0‖
2/2 − V (γ0)− 〈ω, γ1 − γ0〉,

whereω is a vector inRd . Then∂2
12L is −Id, so that log|[∂2

12L]| = 0. In this situation,
we simply see that any limit pointµ∞ of theµβ ’s maximizes the functional

µ 7→ hσ (µ)−
1

2

∫
W

d∑
i=1

λ+

i (γ0, γ1) dµ(γ̄ ).

The reason for the additional term lim1
n

∑n−1
i=0 log |[∂2

12L(γi, γi+1)]| in the general sit-
uation is that, in the definition of Gibbs measures, we have chosen the flat Lebesgue
measure onRd as the reference measure, although there was no reason to favour this
choice amongst other smooth measures. In the special caseL(γ0, γ1) = ‖γ1 − γ0‖

2/2 −

V (γ0) − 〈ω, γ1 − γ0〉, the functionL is defined with reference to a certain Euclidean
structure onRd , so that it is natural to take the associated Lebesgue measure as reference
measure.

In the special caseω = 0, we may assume that maxV = 0; then the Mather set is

M = {γ̄ : ∃x ∈ Rd , V (x) = 0, γi = x for all i}.

The entropy of any energy-minimizing measure vanishes, sinceM consists of fixed points
of σ . So, in Theorem 0.0.1, the functional reduces to the sum of nonnegative Lyapunov
exponents. Finally, in this situation, we will prove in Section 6.4 that assumptions (A2)
and (A3) are always satisfied.

Part 2. Lagrangian dynamics

5. Hamilton–Jacobi, Aubry–Mather and Schrödinger

Let Rd be endowed with its usual Euclidean structure denoted〈·, ·〉, and consider the
Lagrangian

L(x, v) = ‖v‖2/2 − V (x)

on Rd × Rd , V being aZd -periodic potential of classC3, and‖ · ‖ being the norm
associated to the scalar product〈·, ·〉. Forω ∈ Rd , perform the change of gage

Lω(x, v) = ‖v‖2/2 − V (x)− 〈ω, x〉,

in the definition of the Lagrangian. The corresponding Hamiltonian (energy) is then

Hω(x, p) = ‖p + ω‖
2/2 + V (x)

onRd×Rd . The Euler–Lagrange flow is the flow(φt ) onRd×Rd defined byφt (x0, v0) =

(γ (t), γ̇ (t)), whereγ is the solution to the second order equation

γ̈t = −V ′(γt ),

with the initial conditionγ (0) = x0, γ̇ (0) = v0.
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Trajectories of the Euler–Lagrange flow are characterized by a variational principle:
if γ : [a, b] → Rd is aC1 curve, thent 7→ (γt , γ̇t ) is trajectory of the Euler–Lagrange
flow if and only if γ is a critical point of the action functional

A(ξ) =

∫ b

a

L(ξt , ξ̇t ) dt,

restricted to the set ofC1 curvesξ : [a, b] → Rd such thatξ(a) = γ (a), ξ(b) = γ (b).
The dynamics is described in an equivalent way by the Hamiltonian flow, whose tra-

jectories are solutions to the system of Hamilton equations{
ẋ = ∂pHω(x, p),

ṗ = −∂xHω(x, p),

onRd × Rd . Moreover, the energy is constant along the trajectories of the flow.
SinceV is periodic, both the Euler–Lagrange and Hamiltonian flows can be defined

on the quotient spaceTd × Rd .
When one tries to understand the action of the Hamiltonian flow on the phase space

Td × Rd , it is natural to try to find invariant regions. Of particular interest are invariant
Lagrangian graphs, that is, invariant subsets of the form

{(x, ω + du(x))} ⊂ Td × Rd

(ω ∈ Rd , u : Td → R as smooth as possible). Such a subset, if it exists, projects
diffeomorphically to the baseTd .

For this subset to be invariant, it is necessary and sufficient that there exist a constant
C such thatu satisfies thestationary Hamilton–Jacobi equation(HJ):

Hω(x, du(x)) = C

for all x. However, generally speaking, the Hamilton–Jacobi equation (HJ) may have no
smooth solution. There are two ways out: the theory of viscosity solutions, and Mather
theory. The connection between the two approaches has been made very clear by the
recent, still mostly unpublished, work of Fathi ([Fa]).

Viscosity solutions.Let us consider the equation

−ε1u+Hω(x, dxu) = C

for ε ≥ 0. Whenε = 0, it is equation (HJ); otherwise, it is called theviscous, stationary
Hamilton–Jacobi equation, (HJV).

A continuousZd -periodic functionu is called aviscosity solutionof the equation if,
for everyC1-function (C2 in the case of (HJV))φ,

– if u− φ attains a local maximum aty0, then−ε1φ(y0)+H(x, dxφ(y0)) ≤ C,

– if u− φ attains a local minimum aty0, then−ε1φ(y0)+H(x, dxφ(y0)) ≥ C.
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See, for instance, [CEL84], [CL83], [Ba94]. A justification of this definition is that it
coincides with the classical notion of solutions ifu is smooth.

It may be checked that, if a viscosity solution exists, then

infH(x,0) ≤ C ≤ supH(x,0),

by applying the definition toφ = 0 andy0, successively, a local maximum or minimum
of u.

Moreover, sinceHω(x, p) tends to infinity with‖p‖, viscosity solutions are Lipschitz
and share a common Lipschitz constant. Indeed, considerφx(y) = K‖x − y‖, and apply
the definition. Assume thatu− φx has a local maximum aty 6= x; then

Hω

(
x,K

y − x

‖y − x‖

)
≤ C,

which is not possible ifK has been chosen large enough. Thus,u−φx attains its maximum
atx, which means that

u(y)− u(x) ≤ K‖x − y‖.

The definition of viscosity solution also holds, with obvious modifications, for the
evolutive Hamilton–Jacobi equation

∂tu+Hω(x, dxu) = 0.

We are in the situation whenHω(x, p) is C2, superlinear inp, strictly convex. In this
case, given a continuous initial conditionu0, the solutionut is unique ([Ba94, Theorem
2.8]), and given by the expression

ut (x) = inf
γ

{
u(γ (−t))+

∫ 0

−t

Lω(γ (s), γ̇ (s)) ds
}
,

where the inf is taken over all curvesγ : [−t,0] → V with square integrable derivatives,
and such thatγ (0) = x. Moreover,ut is Lipschitz inx for all t > 0 ([Fa97-1]).

The semi-group(T −
t )t≥0 onC(Td ,R), defined by

T −
t u(x) = inf

γ

{
u(γ (−t))+

∫ 0

−t

Lω(γ (s), γ̇ (s)) ds
}
,

is called the Hopf–Lax or Lax–Oleı̆nik semi-group, according to sources.
There is also a second semi-group(T +

t )t≥0,

T +
t v(x) = sup

γ :[0,t ]→Td , γ (0)=x

{
v(γ (t))−

∫ t

0
Lω(γ (s), γ̇ (s)) ds

}
,

which gives the opposite of the solutions of the equation

∂tu+Hω(x,−dxu) = 0,

corresponding to reversal of time.
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Notice thatu is a viscosity solution of the stationary (HJ) equation if and only if
u−Ct is a solution of the evolutive equation. Thus, looking for solutions of the stationary
equation is the same as solving the fixed point problem

T −
t u = u+ Ct,

for all t . The existence of such fixed points is given by a theorem of Fathi, called the
“weak KAM theorem”:

Theorem 5.0.1 ([Fa], [Fa97-1]). For a unique constantc = c(ω) ∈ R, there exist contin-
uous functionsu− andu+ onTd which are solutions to the following fixed point problems:

T −
t u− = u− + ct, T +

t u+ = u+ − ct.

They are Lipschitz, and have the following two properties:

– for all C1 curvesγ : [0, t ] → V ,

u±(γ (t))− u±(γ (0)) ≤

∫ t

0
Lω(γ (s), γ̇ (s)) ds + c(ω)t,

– for all x ∈ V , there exist two curvesγ− : (−∞,0] → V andγ+ : [0,∞) → V with
γ−(0) = γ+(0) = x such that, for allt ≥ 0,

u−(x)− u−(γ−(−t)) =

∫ 0

−t

Lω(γ−(s), γ̇−(s))ds + c(ω)t

and

u+(γ+(t))− u+(x) =

∫ t

0
Lω(γ+(s), γ̇+(s))ds + c(ω)t.

Note that the theorem does not assert the uniqueness of solutions. Obviously, ifu is a so-
lution, then so isu+K for allK ∈ R, but there may even be solutions which do not differ
by a constant.

Of course, the existence of viscosity solutions of the stationary (HJ) equation was
known before this theorem. It was usually proved by the “vanishing viscosity method”,
which consists, first, in finding a solutionuε for (HJV), then lettingε → 0 and proving
a “stability” result: any limit ofuε in the uniform topology is a viscosity solution of the
nonviscous (HJ) equation ([CEL84, Theorem 3.1]).

If u− is, as above, a (Lipschitz) viscosity solution ofHω(x, dxu) = C, then it is
differentiable almost everywhere: the graph

Graph(du−) ⊂ Td × Rd

is a graph lying over a set of full Lebesgue measure inTd , and positively invariant under
the Hamiltonian flow. Similarly, ifu+ is as above, then Graph(−du+) ⊂ Td × Rd is
a graph over a set of full Lebesgue measure inTd , and negatively invariant under the
Hamiltonian flow (see [Fa]).
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Applying Theorem 5.0.1 to variousω’s, one obtains weak solutions to the problem of
finding invariant Lagrangian graphs.

Mather theory. The starting point of Mather theory is the remark that, ifγ : R → Td
is a trajectory of the Euler–Lagrange flow, lying in an invariant Lagrangian torus of the
form Graph(ω + du), thenγ is aglobalminimizer of the action, meaning that∫ b

a

Lω(γt , γ̇t ) dt ≤

∫ b

a

Lω(ξt , ξ̇t ) dt

for all a < b and allξ : [a, b] → Td of classC1 such thatξ(a) = γ (a), ξ(b) = γ (b)

∈ Td . Note that this notion of action-minimizing trajectory depends onω, in contrast
to the definition of the Euler–Lagrange flow. It would be more appropriate to speak of
“ω-action-minimizing” trajectories.

Thus, even if an invariant Lagrangian graph associated toω does not exist, one may
still look for action-minimizing trajectories. Or, if we are only interested in invariant
measures of the flow, for (ω-)action-minimizing measures: these are defined as probability
measures on the phase space, invariant under the flow, and realizing the minimum of the
integral ∫

Td×Rd
Lω(x, v) dµ(x, v)

over the set of all invariant probability measures.

Theorem 5.0.2 ([Ma91]). (a)For eachω, action-minimizing measures do exist.
(b) For eachω, define the Mather set̃Mω ⊂ Td × Rd as the (closure of) the union of

the supports ofω-action-minimizing measures:

M̃ω =

⋃
µ act. min.

suppµ.

ThenM̃ω is a compact set, invariant under the Euler–Lagrange flow.
(c) A probability measure, invariant under the Euler–Lagrange flow, isω-action-minim-

izing if and only if its support lies in the Mather set̃Mω.
(d) A probability measure, invariant under the Euler–Lagrange flow, isω-action-minim-

izing if and only if the trajectories in its support areω-action-minimizing.
(e) (The Graph Theorem) The projectionπ : Td × Rd → Td , restricted toM̃ω, is

injective. Its inverse, defined on

Mω := π(M̃ω),

is Lipschitz.

The links with the theory of viscosity solutions have been made explicit in the (still
mostly unpublished) work of Fathi ([Fa], [Fa97-1], [Fa97-2]). For instance, theω-action-
minimizing trajectories of the Euler–Lagrange flow, when carried by Legendre duality
to the cotangent bundle, are thecompletetrajectories of the Hamiltonian flow lying in
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Graph(du), for some viscosity solutionu of Hω(x, dxu) = c(ω) (recall that Graph(du)
is, a priori, only positively invariant under the Hamiltonian flow). The Mather setM̃ω

(transported by Legendre duality to the cotangent bundle) is contained in Graph(du) for
any suchu. Finally, the value ofc(ω) is

c(ω) = − inf

{∫
Td×Rd

Lω(x, v) dν(x, v) : ν aφ-invariant probability measure

}
.

The constantc(ω), called the effective Hamiltonian in PDE, is called the Mather func-
tion (seen as a function ofω) by others; or sometimes, Mañé’s critical value for the La-
grangianLω.

Let us end this section by a proposition, due to Fathi, which will be useful later.

Proposition 5.0.3([Fa97-2]). For each fixed pointu− of the semi-group(T −
t −c(ω)t)t≥0,

there exists a unique fixed pointu+ of the semi-group(T +
t + c(ω)t)t≥0 such thatu− and

u+ coincide onMω. They satisfyu− ≥ u+. The fixed pointsu− andu+ are then called
conjugate.

The Schrödinger equation, the viscous Hamilton–Jacobi equation, and the associ-
ated stochastic process.Given a scalarβ, we consider the Schrödinger operator onRd :

Hβ =
1

2β2
+ V,

and we define
Hωβ = e−β〈ω,x〉

◦Hβ ◦ eβ〈ω,x〉.

Although we do not specify for the moment on which space it acts, we can note that, for
anyβ, Hωβ preserves (formally) the set ofZd -periodic functions. Forβ = i/~ (~ being
the Planck constant), the operatorHωβ is the quantization of the classical HamiltonianHω
defined earlier. In this paper, however, we consider the case whenβ > 0.

We will use the following properties of the operatorHβ , proved for instance in [AS82],
[Si79, II.6] (for the moment, without the change of gage represented byω).

The operatorHβ is essentially self-adjoint, bounded from above. By using func-
tional calculus, one can define the semi-group(exp(tβHβ))t≥0 of bounded operators
on L2(Rd ). For everyt > 0, exp(tβHβ) is an integral operator, with a positive ker-
nel K t

β(x, y) depending continuously on(t, x, y) ∈ (0,∞) × Rd × Rd , given by the
Feynman–Kac formula ([AS82], [Si79, II.6]):

K t
β(x, y) =

∫
C([0,t ],Rd )

eβ
∫ t

0 V (γu) du dWβ,(x,y)

[0,t ] (γ ),

wheredWβ,(x,y)

[0,t ] denotes the Brownian bridge betweenx andy. It is a positive measure

on the set of continuous pathsC([0, t ],Rd ); its definition is recalled a bit later.
From this formula, and the fact that∫

dWβ,(x,y)

[0,t ] (γ ) =

(
β

2πt

)d/2
e−β‖x−y‖2/2t ,
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one sees in particular that

K t
β(x, y) ≤ eβMt

(
β

2πt

)d/2
e−β‖x−y‖2/2t ,

whereM is an upper bound onV .

We nowdefineexp(tβHωβ ) as

exp(tβHωβ ) = e−β〈ω,x〉
◦ exp(tβHβ) ◦ eβ〈ω,x〉.

For eacht > 0, it is a kernel operator, with a continuous kernel given by

K t
β,ω(x, y) = e−β〈ω,x〉K t

β(x, y)e
β〈ω,y〉.

It also acts as a kernel operator on the set ofZd -periodic functions.

Remark 5.0.4. When writing this paper for the first time, the author was not aware that
the Feynman–Kac formula also holds (with necessary modifications) in the presence of
a magnetic field, i.e. whenω is replaced by a nonclosed 1-form: see [Si79, V.15]. This
seems to indicate that all the results below also hold in the presence of a magnetic field.

We can apply the results of Section 2 to the operatorP+

β = exp(tβHωβ ). There exist

positive,Zd -continuous functionsψβ andψ∗
β , and a real numberλβ , such that

exp(tβHωβ )ψβ = etβλβψβ (5.0.1)

and
exp(tβHωβ )

∗ψ∗
β = etβλβψ∗

β , (5.0.2)

for all t . For eacht > 0, etβλβ is the spectral radius of exp(tβHωβ ) in L2(Td ), and it is
a simple eigenvalue.

(More precisely, the proof of Section 2 would allow us to find suchψβ ,ψ∗
β andλβ for

each givent . But since the operators exp(tβHωβ ) commute and sinceψβ , ψ∗
β andλβ are

defined uniquely by equations (5.0.1), (5.0.2), they must be the same for allt .)
Moreover, the differentiation of equation (5.0.1) with respect to time yields

Hωβψβ = λβψβ (5.0.3)

in the sense of distributions. Since the Laplace operator is elliptic, this implies thatψβ is
of classC2 (at least) and that (5.0.3) holds in the strong sense. Similarly,ψ∗

β is of class

C2, and
Hω∗

β ψ
∗
β = λβψ

∗
β . (5.0.4)

If we let uβ = −
logψ∗

β

β
andvβ = −

logψβ
β

, a simple computation shows that

−
1u

2β
+Hω(x, dxu) = λβ , −

1v

2β
+Hω(x,−dxv) = λβ ,

in other words,uβ is a solution of (HJV) with viscosity coefficient 1/β, andvβ is a solu-
tion of (HJV) for the reversed orientation of time.
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Remark 5.0.5. We have seen that(uβ) is a uniformly Lipschitz family, and that(λβ)β
is bounded. It follows from the stability result for viscosity solutions ([CEL84, Theorem
3.1]) that any limit pointu of uβ in the uniform topology is a viscosity solution of

Hω(x, dxu) = C,

whereC is a limit point of λβ . Since we know (Theorem 5.0.1) that this equation has
solutions forC = c(ω) only, this implies that

λβ −→
β→∞

c(ω).

We are now interested in the behaviour of the measure

dµ0
β(x) = ψβ(x)ψ

∗
β(x) dx,

which we normalize to give a probability measure on the torus.

Theorem 5.0.6. Let

Hωβ = e−β〈ω,x〉
◦

(
1

2β2
+ V (x)

)
◦ eβ〈ω,x〉 and Hω∗

β = H−ω
β .

Let ψβ , ψ∗
β be theC2 positive eigenfunctions, defined above. Then, asβ → ∞, the

measure

µ0
β =

ψβ(x)ψ
∗
β(x) dx∫

Td ψβ(y)ψ
∗
β(y) dy

onTd concentrates on the Mather setMω.
Assume the system has the properties(A1), (A2), (A3) below. Ifµ0

∞ is a limit point
of (µ0

β), andµ∞ is the corresponding action-minimizing measure onTd × Rd , thenµ∞

maximizes the functional

hφ(µ)−
1

2

∫
Td×Rd

( d∑
i=1

λ+

i (x, v)
)
dµ(x, v)

amongst all action-minimizing measures.

The fact thatµ0
∞ can be lifted in a unique way to an action-minimizing measure comes

from the Graph Theorem (Theorem 5.0.2(f)).
In the theorem,hφ(µ) stands for the metric entropy of the invariant measureµ with

respect to the Euler–Lagrange flow(φt ), and theλ+

i (x, v) stand for the nonnegative Lya-
punov exponents of(x, v) under the action of the flow. See Section 4.2 for a definition of
Lyapunov exponents.

Remark 5.0.7. The first point of the theorem (i.e. the concentration on the Mather set)
was already known to a number of people, see for instance [Go02, Sect. 8] where the
measuresµ0

β appear under the name of “stochastic Mather measures”. The point in the
theorem is the variational principle satisfied byµ∞.
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Before going on, we need to introduce notations for various path spaces and for the
Wiener measure(s).

We denote byH[0,t ] the Hilbert space of paths [0, t ] → Rd with L2 derivative. For
x, y ∈ Rd , H x

[0,t ] denotes the affine subspace of paths starting atx, andH x,y

[0,t ] the space

of paths with endpointsx, y. The spaceH 0,0
[0,t ] is endowed with the scalar product

〈γ, ξ〉 =

∫ t

0
〈γ̇u, ξ̇u〉 du.

We denote byC[0,t ] the space of continuous paths [0, t ] → Rd . The topology is that
of uniform convergence;Cx[0,t ] andCx,y[0,t ] are, respectively, the affine subspaces of paths
starting atx, and with endpointsx, y.

CR = C(R,Rd ) is the space of continuous paths fromR to Rd , endowed with the
topology of uniform convergence on compact intervals.

We letZd act onC(R,Rd ) orC[0,t ] by

(s.γ )(u) = γ (u)+ s

for all u ∈ R, s ∈ Zd , γ ∈ C(R,Rd ). The quotient spaceC(R,Rd )/Zd (respectively
C[0,t ]/Zd ) is naturally identified with the space of continuous pathsR → Td (respectively
[0, t ] → Td ), and denotedW (resp.W[0,t ]).

There is also a natural action ofR by translation of time onC(R,Rd ) or onW :

σ t (γ )(u) = γ (u+ t)

for γ ∈ C(R,Rd ) orW .
Later, we will be interested in measures onC(R,Rd ) orW . When we speak of mea-

sures, let us specify that the Borelσ -field on path spaces is the smallest for which all the
mapsγ 7→ γu are measurable.

Measures onW will be naturally identified with measures onC(R,Rd ), invariant
under the action ofZd .

The spaceW[0,t ] can be endowed with the Wiener measure starting atx, a probability

measure denotedWβ,x

[0,t ] and carried onW x
[0,t ] . The Brownian bridgeWβ,(x,y)

[0,t ] is a positive

measure carried onW x,y

[0,t ] , and whose definition is recalled hereafter. The parameterβ > 0
is the inverse of the diffusion coefficient.

We refer to [Si79, II.4,5] for the construction of Wiener processes. Forx, y ∈ Rd , the
Brownian bridgeWβ,(x,y)

[t0,tn] with diffusion coefficient 1/β, starting atx and ending aty, in

the time interval [t0, tn] is defined as the unique positive measure onC([t0, tn],Rd ) such
that

Wβ,(x,y)
[t0,tn] (B) =

∫
z1∈B1,...,zn−1∈Bn−1

n∏
i=1

e
−
β‖zi+1−zi‖

2

2(ti+1−ti )

(2π(ti+1 − ti)/β)d/2
dzi

for all t0 < t1 < · · · < tn and allB ⊂ C([t0, tn],Rd ) of the formB = {γ : γti ∈ Bi,∀i =

1, . . . , n− 1}, where theBi ’s are measurable subsets ofRd .
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The Wiener measure starting atx,Wβ,x

[0,t ] , is related to the Brownian bridgesWβ,(x,y)

[0,t ]
by

Wβ,x

[0,t ](B) =

∫
Wβ,(x,y)

[0,t ] (B) dy

for every measurableB.
We now state Assumptions (A1), (A2), (A3).

Assumptions. Recall that we have defined the action of a pathγ : [0, t ] → Rd as

A(γ ) =

∫ t

0
L(γs, γ̇s) ds.

Assumption (A1). For all n and all endpointsξ0, ξn ∈ Rd , the minima of the actionA
in the spaceH ξ0,ξn

[0,n] are nondegenerate (we mean thereby that the Hessian ofA at each

minimum is invertible as an operator in the Hilbert spaceH
0,0
[0,n]). Moreover, the number

of minimizers is bounded, independently ofn, ξ0, ξn.

Assumption (A2). There existsε0 > 0 such that, for all 0≤ ε ≤ ε0, there exists
a sequence(cn) ∈ [0,1]N satisfying:

– limn
logcn
n

= 0,
– for all n > 0 and allγ0, γn ∈ Rd such that

‖γ0 − ξ0‖ ≤ cnε, ‖γn − ξn‖ ≤ cnε

for some trajectoryξ in the Mather set (lifted toRd ), there exists a minimizerγ of
A : H ξ0,ξn

[0,n] → R such that‖γk − ξk‖ ≤ ε for all 0 ≤ k ≤ n.

Change of gage.It follows from the weak KAM theorem 5.0.1 that there exists aZd -
periodic, Lipschitz functionu, and a constantc, such that the functional

γ 7→ A(γ )− u(γt )+ u(γ0)+ ct

is nonnegative onH[0,t ] for all t , and vanishes ifγ is a portion of a trajectory in the Mather
set. In all the definitions given above, we can replace the actionA by this new functional,
without changing the definition of Euler–Lagrange flow, Mather set, etc. The fact thatu

is not smooth is not really a problem, since we only need to differentiate the action func-
tional with respect to variations of the path leaving endpoints fixed. As far as Schrödinger
operators are concerned, this change in the choice of the action functional would amount
to replacing the kernelK t

β,ω(x, y) by e−βcte−βu(x)K t
β,ω(x, y)e

βu(y), which would lead to

replacingψβ(x) by ψβ(x)e−βu(x) andψ∗
β(x) by ψ∗

β(x)e
−βu(x). Eventually, the measure

µ0
β would remain unchanged.In the rest of this part, we renormalize the action functional

so that it is nonnegative, and vanishes on the Mather set.

After this modification of the action, we introduce the function

hn(x, y) = inf
H
x,y

[0,n]

A,

defined onRd × Rd .
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Assumption (A3). There exists a sequenceBn ≥ 0 satisfying limn
logBn
n

= 0 such that,
for all n,

sup
γ0

βd/2
∫

Rd
e−βhn(γ0,γn) dγn ≤ Bn.

The nondegeneracy of minima of the action is necessary for the Laplace method (Sec-
tion 6); the second part of (A1), about the number of minimizers, seems less crucial. As-
sumptions (A2), (A3) are not very easy to interpret although we check in 6.4 that they
are always satisfied whenω = 0. (A3) says something about the behaviour ofhn near
its minima,uniformly inn. We formulate a conjecture about a different assumption under
which the theorem could hold:

Conjecture.These assumptions can be replaced by the assumption that the Mather set is
a uniformly hyperbolic set for the action of the Euler–Lagrange flow.

Of course, this assumption is not easier to check on examples than the previous ones,
but it is more conceptual. A proof seems close at hand for discrete time systems (i.e. the
situation of twist maps described in Section 4), but not for continuous time systems.

In Section 6.4, we show that (A2) and (A3) are always satisfied in the caseω = 0. In
this case, the theorem seems to be part of the folklore in the study of the tunnelling effect
in semi-classical mechanics:

Corollary 5.0.8. LetH~ = ~21/2 + V , and letψ~ be the uniqueZd -periodic positive
eigenfunction, corresponding to the largest eigenvalue ofH~ in L2(Td ). Then, as~ → 0,
the probability measure

ψ2
~(x) dx∫

Td ψ
2
~(y) dy

concentrates on the maxima ofV .
Assume furthermore that the system satisfies(A1). If we consider the expansion ofV

in orthonormal coordinates near a maximumx0, in the form

V (x0 + y) = V (x0)−
1

2

∑
|ai(x0)|

2y2
i +O(y3),

then the measureψ2
~(x) dx concentrates on thosex0’s for which the quantity∑

|ai(x0)|

is the smallest.

Note that the maxima are not assumed to be nondegenerate nor isolated. The same result
(assuming nondegenerate maxima) is contained, but hidden amongst deeper theorems, in
Section 4.4 of [He88], where

∑
|ai(x0)| appears as the bottom of the spectrum of the

quantum harmonic oscillator:

−~21

2
+

1

2

∑
|ai(x0)|

2y2
i ,
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and the result is obtained by BKW estimates. Corollary 5.0.10 is in agreement with the
results therein, if we change the sign in front of the Laplacian and replace the word “max-
imum” by “minimum”.

As in Part I, Theorem 0.0.2 (= 5.0.6) is proved by associating to the Schrödinger
equation (5.0.3), (5.0.4) a stationary stochastic process with initial distributionµ0

β . This

process is the Markov process with initial distributionµ0
β and with transition semi-group

f 7→ P tβ,ωf =
1

etβλβψβ
exptβHωβ .(ψβf ).

Sinceψβ andψ∗
β satisfy (5.0.1), (5.0.2),µ0

β is indeed the invariantZd -periodic distribu-
tion.

The process corresponds to a measureµβ on the path spaceC(R,Rd ), defined by the
formula

µβ({γ : γ|[0,t ] ∈ K})

=
e−tβλβ∫

Td ψβψ
∗
β

∫
γ0∈Td

ψ∗
β(γ0) dγ0

(∫
γ|[0,t ]∈K

eβ
∫ t

0 V (γs )ds+β〈ω,γt−γ0〉ψβ(γt ) dWβ,γ0
[0,t ] (γ )

)
whenK is a measurable subset ofC[0,t ] .

Sinceµ0
β is invariant under the transition semi-group, the measureµβ is invariant

under the translations of time(σ t )t∈R, as well as under the action ofZd on C(R,Rd ).
Thus, it defines a probability measureµβ on the quotient

C(R,Rd )/Zd = C(R,Td ) =: W.

6. Proof of Theorem 0.0.2

6.1. Preliminary results

Lemma 6.1.1. For each sequenceβn → ∞, there exists a subsequenceβn(k) and a prob-
ability measureµ∞ onW , such that, for alll ∈ N and all t1 < · · · < tl ,

µβn(k)(g(γt1, . . . , γtl )) −→
k→∞

µ∞(g(γt1, . . . , γtl )),

for every bounded continuous functiong on (Rd )l/Zd .

In this case, we shall say that the sequence(µβn(k)) converges toµ∞.

Proof. Fix T > 0. To get rid of some constants, assume that‖ω‖ ≤ 1 and|V | ≤ 1. We
denote byµβ(·|γ0 = x) the measureµβ conditioned with respect toγ0.
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For all 0< t ≤ T and allx ∈ Rd ,

µβ(‖γt − γ0‖∞ ≥ 4t | γ0 = x)

=

∫
C[0,t ]

1I{‖γt−x‖∞≥4t}e
β
∫ t

0 V (γs ) ds+β〈ω,γt−x〉 dWβ,x

[0,t ](γ )∫
C[0,t ]

eβ
∫ t

0 V (γs ) ds+β〈ω,γt−x〉 dWβ,x

[0,t ](γ )

≤

∫
W[0,t ]

1I{‖γt−x‖∞≥4t}e
β(t+‖γt−x‖) dWβ,x

[0,t ](γ )∫
W[0,t ]

e−β(t+‖γt−x‖) dWβ,x

[0,t ](γ )

=
e2βt

∫
Rd 1I{‖y‖∞≥4t}e

β‖y‖−β‖y‖2/2t dy∫
Rd e

−β‖y‖−β‖y‖2/2t dy

≤
e2βt

∫
Rd 1I{‖y‖∞≥4t}e

−β‖y‖2/4t dy∫
Rd e

−β(‖y‖+‖y‖2/2t) dy
. C(t)e−6βtβ(d−1)/2

for all t > 0 andβ large enough; we have used the following estimate on the tail of
a Gaussian distribution onRd :

1

(2π)d/2

∫
‖y‖∞≥δ

e−‖y‖2/2 dy ≤ 2d
e−δ

2/2

δ

as well as the fact that∫
Rd
e−β(‖y‖+‖y‖2/2t) dy =

1

βd

∫
Rd
e−(‖y‖+‖y‖2/2βt) dy ∼

C

βd

asβ → ∞. As a consequence, for all 0≤ s < t ≤ T ,

µβ(‖γt − γs‖∞ ≥ 4(t − s)|) . C(t − s)e−6β(t−s)β(d−1)/2. (6.1.1)

This implies in particular the tightness of the laws ofγt under(µβ)β>0, for all t . Thus,
we can find a subsequenceβn(k) → ∞, and a probability measureµ∞ onW[0,T ]∩Q, such
that, for allt1 < · · · < tl ∈ [0, T ] ∩ Q,

µβn(k)(g(γt1, . . . , γtl )) −→
k→∞

µ∞(g(γt1, . . . , γtl ))

for every bounded continuous functiong on (Rd )l/Zd . But actually, thanks to inequality
(6.1.1), the convergence will take place for allt1 < · · · < tl ∈ [0, T ], and every bounded
continuous functiong on (Rd )l/Zd . ut

Proposition 6.1.2. (a) Letψβ , ψ∗
β satisfy(5.0.1), (5.0.2). Then the families of functions(

−
1
β

logψβ
)
β>0,

(
−

1
β

logψ∗
β

)
β>0 are equilipschitz.

(b) If βk → ∞ is a sequence such that

−
1

βk
logψβk → −u+ and −

1

βk
logψ∗

βk
→ v−

in the uniform topology, for some continuous functionsu+ and v−, thenT +
t u+ =

u+ − c(ω)t andT −
t v− = v− + c(ω)t , for all t ≥ 0.
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(c) LetJ = inf(v− − u+), so that

−
logψβk + logψ∗

βk

βk
+

log
∫
ψβk (y)ψ

∗
βk
(y) dy

βk
−→ v− − u+ − J,

and letu− be the fixed point of(T −
t − c(ω)t) which is conjugate tou+. Thenu− ≤

v− − J .

Proof. Assertion (a) was proved in Section 5 (remember that−
1
β

logψβ and−
1
β

logψ∗
β

are solutions of viscous Hamilton–Jacobi equations).
Assertion (b) follows from the stability result for viscosity solutions ([CEL84, Theo-

rem 3.1]).
The fact that

log
∫
ψβk (y)ψ

∗
βk
(y) dy

βk
−→ −J

follows from Lemma 3.1.4. As to the last assertion, it is a consequence of the inequality
v−−u+−J ≥ 0, and the characterization ofu− as the smallest fixed point of(T −

t −c(ωt ))

satisfyingu− − u+ ≥ 0 ([Fa97-2]). ut

Proposition 6.1.3 (Large deviation upper bound). Let t ≥ 0. Then for any subsetKt ⊂

W[0,t ] , closed for the uniform topology,

lim sup
1

β
logµβ({γ : γ|[0,t ] ∈ Kt })

≤ − inf
γ∈Kt

inf
(u−,u+)

(u−(γ0)+A(γ|[0,t ])− u+(γt )+ tc(ω))

where the secondinf is taken over the set of conjugate fixed points of the Hopf–Lax semi-
groups.

Corollary 6.1.4. If µ∞ is a limit point ofµβ , it is carried by action-minimizing trajecto-
ries of the Euler–Lagrange flow.

Proof of Proposition 6.1.3.Recall the expression ofµβ({γ : γ|[0,t ] ∈ Kt }) for a measur-
ableKt ⊂ W[0,t ] :

µβ({γ : γ|[0,t ] ∈ Kt }) =
e−tβλβ∫

Td ψβψ
∗
β

∫
γ0∈Td

ψ∗
β(γ0) dγ0

×

(∫
γ|[0,t ]∈Kt

eβ
∫ t

0 V (γs ) ds+β〈ω,γt−γ0〉ψβ(γt ) dWβ,γ0
[0,t ] (γ )

)
. (6.1.2)

We have seen thatλβ → c(ω) asβ → ∞. We also recall that, ifKt is closed, then, for
all x ∈ Td ,

lim sup
1

β
log

∫
γ|[0,t ]∈Kt

eβ
∫ t

0 V (γs ) ds+β〈ω,γt−γ0〉e−βu(γt ) dWβ,x

[0,t ](γ )

≤ − inf
γ|[0,t ]∈Kt , γ0=x

(A(γ|[0,t ])+ u(γt )) (6.1.3)
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for every continuous functionu on Td . This follows from an application of the large
deviation result of Schilder ([Sc66], [DZ92, Theorem 5.2.3]) combined with “Varadhan’s
lemma” ([Va67], [DZ92, Theorem 4.3.1]).

Finally, let us consider a sequenceβk → ∞ such that 1
βk

logµβk ({γ : γ|[0,t ] ∈ Kt })

converges inR ∪ {−∞}. Keeping the notations of Proposition 6.1.2, we may also assume
(after further extractions) that

−
1

βk
logψβk → −u+

−
1

βk
logψ∗

βk
→ v−

and
1

βk
log

∫
Td
ψβψ

∗
β → −J,

with v− − J larger than the functionu− conjugate tou+.
Combining this with (6.1.2), we get

lim sup
1

βk
logµβk ({γ : γ|[0,t ] ∈ Kt })

≤ − inf
γ|[0,t ]∈Kt

(v−(γ0)+A(γ|[0,t ])− u+(γt )+ tc(ω)− J )

≤ − inf
γ|[0,t ]∈Kt

(u−(γ0)+A(γ|[0,t ])− u+(γt )+ tc(ω))

≤ − inf
γ|[0,t ]∈Kt

inf
(u−,u+)

(u−(γ0)+A(γ|[0,t ])− u+(γt )+ tc(ω)).

Since this is true for every subsequenceβk, we have proved Proposition 6.1.3.ut

Proof of Corollary 6.1.4.LetK be a closed subset ofW , andKt its projection onW[0,t ] .
Then

µβ(K) ≤ µβ({γ : γ|[0,t ] ∈ Kt })

and, by Proposition 6.1.3, the measure ofK will go to zero exponentially fast unless

inf
γ∈Kt

inf
(u−,u+)

(u−(γ0)+A(γ|[0,t ])− u+(γt )+ tc(ω)) = 0,

for all t . But, for a pathγ|[0,t ] ,

u−(γ0)+A(γ|[0,t ])− u+(γt )+ tc(ω) = 0

implies that
A(ξ|[0,t ]) ≥ A(γ|[0,t ])

for every pathξ such thatξ0 = γ0 andξt = γt .
We have thus proved thatµ∞ is carried by action-minimizing trajectories of the

Euler–Lagrange flow. ut
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The measureµ∞, as a measure onW carried by action-minimizing trajectories and invari-
ant undenr translation of time(σ t )t∈R, can be naturally identified to an action-minimizing
measure onTd × Rd . The identification takes place via the map

{γ : R → Td : trajectories of the E-L flow} → Td × Rd , γ 7→ (γ0, γ̇0),

which is a conjugacy between the translation of time(σ t ) and the Euler–Lagrange flow.
In particular, the measureµ0

∞ onTd , defined by

µ0
∞(A) = µ∞{γ ∈ W : γ0 ∈ A},

is carried by the setMω. We have thus proved the first assertion of Theorem 5.0.6: the
measureµ0

β concentrates onMω.

6.2. Sketch of proof

Definition of the Hessian of the action, and of its determinant.Let x, y ∈ Rd . The
actionA : H x,y

[0,t ] → R is twice differentiable, and its second derivative at a pointγ ,

d2A(γ ), is a symmetric bilinear form onH 0,0
[0,t ] ; one may write it as

d2A(γ ).ξ.ξ = 〈A′′(γ )ξ, ξ〉

whereA′′(γ ) is a self-adjoint operator onH , the Hessian ofA atγ .
Remembering the expression ofA, one can actually write

A′′(γ ) = I + f,

f being defined by

〈f ξ, ξ〉 =

∫ t

0
V ′′(γs).ξs .ξs ds.

This last bilinear form may be extended to a continuous symmetric bilinear form onW ;
and this implies thatf is a trace operator ([Ku75, p. 83]): the sum of the eigenvalues of
f , (λi)i∈N, is absolutely convergent.

Thus, one may define the determinant ofI + f as [I + f ] :=
∏
i∈N(1 + λi), which

is well defined (possibly zero). This determinant will be nonzero if and only if−1 is not
an eigenvalue off , that is, if and only if the operatorA′′(γ ) is invertible inH 0,0

[0,t ] .

If γ is a critical point ofA : H x,y

[0,t ] → R such thatA′′(γ ) is invertible, we will say

thatγ is anondegenerate critical pointof A : H x,y

[0,t ] → R.
As in Part I, if γ ∈ H[0,t ′] for somet ′ ≥ t , then we will denote by [tA′′(γ )] the

determinant of the Hessian ofA(γ|[0,t ]) : H γ0,γt
[0,t ] → R atγ .

We prove the following proposition, which is the direct transposition of Theorem 0.0.1
in continuous time:
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Proposition 6.2.1. Letµ∞ be a limit point of(µβ) asβ → ∞, and letµ be aσ -invariant
probability measure onW , carried by action-minimizing trajectories of the Euler–La-
grange flow. Then, under Assumptions(A1), (A2) and(A3),

hσ (µ)−
1

2

∫
lim
t

1

t
log[tA′′(γ )] dµ(γ ) ≤ hσ (µ∞)−

1

2

∫
lim
t

1

t
log[tA′′(γ )] dµ∞(γ ).

The proof of Proposition 6.2.1 goes along the same lines as that of Theorem 0.0.1. The
main difference is a higher degree of technicality in the Laplace method for estimating
path integrals. We do not rewrite the proof in its entirety, but indicate how to adapt Sec-
tion 3.2 to the new situation.

To simplify notations we consider again the cased = 1. The proof starts, as in Sec-
tion 3.2, with the construction of a partitioñP of C([0,1],R):

P̃ij = {γ ∈ C([0,1],R) : γ0 ∈ [iε, (i + 1)ε), γ1 ∈ [jε, (j + 1)ε)}

for |j − i| < M/ε, and

P̃i∞ = {γ : γ0 ∈ [iε, (i + 1)ε), ∃j, |j − i| ≥ M/ε, γ1 ∈ [jε, (j + 1)ε)}.

If ε is the inverse of an integer, the partition passes to the quotientW[0,1] =C([0,1],R)/Z,
and gives a finite partitionP of W .

The proof is then identical to that of Theorem 0.0.1 until the statement of Lemma
3.2.3(a). The integrands(

β

2π

)(n−1)/2

e−β
∑n−1
i=0 L(γi ,γi+1) dγ1 . . . dγn−1

just need to be replaced by

eβ
∫ n

0 V (γs ) ds+β〈ω,γt−γ0〉 dWβ,(γ0,γn)

[0,n] (γ ).

We now indicate how to adapt Lemma 3.2.3.

Laplace method (fixed time interval).Lemma 3.2.3(b), which is a consequence of the
superlinear growth of the Lagrangian, can be obtained from the estimate

K t
β,ω(x, y) ≤ eβMt

(
β

2πt

)d/2
e−β‖x−y‖2/2t

· eβ‖ω‖·‖x−y‖,

mentioned in Section 5.
As to Lemma 3.2.3(a), it comes from the following:

Theorem 6.2.2 ([Be88], [BDS93]). Letγ0, γt ∈ R2. Assume that the actionA : H γ0,γt
[0,t ]

→ R has only one minimum̂γ , which is nondegenerate, and let� be a neighbourhood
of γ̂ in the uniform topology. Then∫

W
γ0,yγt
[0,t ] ∩�

eβ(
∫ t

0 V (γs )ds+〈ω,γt−γ0〉) dWβ,(γ0,γt )

[0,t ] (γ ) =
e−βA(γ̂ )

[ tA′′(γ̂ )]1/2
(1 + o(1)

β→∞

).

For fixedt andK, theo(1) is uniform on the set{|γt − γ0| ≤ K}.
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Let us give a general idea of how this estimate may be obtained (the reader is referred
to [Be88], [BDS93] for a complete proof). Exactly as in the case of an integral over
a finite-dimensional space, one begins by applying the Taylor expansion of order 2 of the
function

γ 7→

∫ t

0
V (γs) ds + 〈ω, γt − γ0〉

at the minimizer of the action̂γ , and in the spaceW γ0,γt
[0,t ] :∫

W
γ0,γt
[0,t ] ∩�

eβ
∫ t

0 V (γs ) ds dWβ,γ0,γt
[0,t ] (γ )

= eβ
∫ t

0 V (γ̂s ) ds

∫
W
γ0,γt
[0,t ] ∩�

e
β
∫ t

0 V
′

γ̂s
.(γs−γ̂s ) ds+

β
2

∫ t
0 V

′′

γ̂s
.(γs−γ̂s )

2 ds+βR(γ−γ̂ )
dWβ,γ0,γt

[0,t ] (γ )

= eβ
∫ t

0 V (γ̂s ) ds

∫
W
γ0,γt
[0,t ] ∩�

e
β〈γ̂s ,γs−γ̂s 〉+

β
2

∫ t
0 V

′′

γ̂s
.(γs−γ̂s )

2 ds+βR(γ−γ̂ )
dWβ,γ0,γt

[0,t ] (γ )

= e−β
∫ t

0
˙̂γ 2/2+β

∫ t
0 V (γ̂s ) ds

∫
W
γ0,γt
[0,t ] ∩�−γ̂

e
β
2

∫ t
0 V

′′

γ̂s
.γ 2
s ds+βR(γ ) dWβ,(0,0)

[0,t ] (γ ), (6.2.1)

where the last line is obtained by the Cameron–Martin formula ([Ku75, p. 111]), and the
line before comes from the fact thatγ̂ is a critical point of the action.

The remainderR(γ ), given by Taylor’s integral formula, is bounded (independently
of n) by C‖γ ‖

3
3, whereC is a bound on the third derivative ofV ; and actually, if� is

a uniform neighbourhood of radiusε aroundγ̂ , thenR(γ ) is bounded byCε‖γ ‖
2
2. One

shows that this remainder does not interfere in the estimate of Theorem 6.2.2.
The final ingredient is the formula∫

W
0,0
[0,t ]

e−β〈f γ,γ 〉 dWβ,0,0
[0,t ] (γ ) = [I + f ]−1/2

valid if 〈f ·, ·〉 is a continuous symmetric bilinear form onH 0,0
[0,t ] which admits a continu-

ous extension toW0,0
[0,t ] . It is obtained by diagonalization off in an orthonormal basis for

〈·, ·〉. It yields Theorem 6.2.2 when applied to

〈f γ, γ 〉 =

∫ t

0
V ′′

γ̂s
.γ 2
s ds.

Lemma 3.2.4 is unchanged, with necessary modifications in the expression of path
integrals, as explained earlier. We now need to adapt Lemma 3.2.8.

Laplace method (lower bound, independent of the time interval).In order to adapt
the result of Lemma 3.2.8, the point is to find a lower bound of (6.2.1), independent oft .
We can taket = n ∈ N. As before, letγ̂ be the minimizer of the action onH γ0,γn

[0,n] . Lemma
3.2.8 is replaced by:
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Lemma 6.2.3. Let ε > 0, andδ ≤ ε. Then there existsρ = ρ(ε) such that, for alln,∫
‖γ ‖∞≤δ

e
β
2

∫ n
0 V

′′

γ̂s
.γ 2
s +βR(γ )

dWβ,(0,0)
[0,n]

≥ (1 − e−βρ
2δ2/2)n−1(1 + o(1)

β→∞

)n−1

×

∫
W[0,n]

e
β
2

∫ n
0 V

′′

γ̂s
.γ 2
s −βCε

∫ n
0 |γs |

2 ds−βε
∑n−1
j=1 |γj |

2
dWβ,(0,0)

[0,n]

= (1 − e−βρ
2δ2/2)n−1(1 + o(1)

β→∞

)n−1 1

[nA′′(γ̂ )+ 2εbn]1/2
, (6.2.2)

wherebn is the quadratic form onH (0,0)
[0,n] given by

bn(γ, γ ) = C

∫ n

0
|γs |

2 ds +

n−1∑
j=1

|γj |
2,

andC is an upper bound on the third derivative ofV .

Proof. We know that|R(γ )| ≤ C‖γ ‖
3
3 ≤ Cε‖γ ‖

2
2 ≤ Cε‖γ ‖

2
2 + ε

∑n−1
j=1 |γj |

2
=

εbn(γ, γ ). Thus,∫
‖γ ‖∞≤δ

e
β
2

∫ n
0 V

′′

γ̂s
.γ 2
s +βR(γ )

dWβ,0,0
[0,n] ≥

∫
‖γ ‖∞≤δ

e
β
2

∫ n
0 V

′′

γ̂s
.γ 2
s −εβbn(γ,γ ) dWβ,0,0

[0,n] . (6.2.3)

Let us consider the action (associated to a nonautonomous Lagrangian)

Ã(γ|[0,t ]) =

∫ t

0

|γ̇s |
2

2
ds −

1

2

∫ t

0
V ′′

γ̂s
.γ 2
s ds + Cε

∫ t

0
|γs |

2 ds

for t ≤ n, andγ ∈ H
0,0
[0,n] . Let us also introduce the functions onR2:

Qj (x, y) = inf
γj=x, γj+1=y

Ã(γ|[j,j+1])+ ε
x2

+ y2

2

for 0 ≤ j ≤ n− 1. They are quadratic forms onR2.
If we condition the last term of (6.2.3) with respect toγ1, . . . , γn−1, and apply a Lap-

lace estimate (Theorem 6.2.2) for fixedγ1, . . . , γn−1 and for the actionÃ, we get∫
‖γ ‖∞≤ε

e
β
2

∫ n
0 V

′′
γ̄s
.γ 2
s −βεbn(γ ) dWβ,0,0

[0,n]

≥ (1 + o(1)
β→∞

)n
∫

‖γ ‖∞≤ε

e−
β
2 (Q0(0,γ1)+···+Qn−1(γn−1,0))∏n−1

j=0 [Ã′′

j ]1/2
dγ1 . . . dγn−1,
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where [Ã′′

j ] is the determinant of the Hessian of̃A : H
γj ,γj+1
[j,j+1] → R at a minimum, and

does not depend on the endpointsγj , γj+1, since the actionÃ is a quadratic form in the
path. Thus, the problem is reduced to estimating integrals over finite-dimensional spaces.

But now,

〈Q(γ1, . . . , γn−1), (γ1, . . . , γn−1)〉 := Q0(0, γ1)+Q2(γ1, γ2)+ · · · +Qn−1(γn−1,0)

is a quadratic form in(γ1, . . . , γn−1) ∈ Rn−1, which satisfies all the assumptions of
Lemma 3.2.9.

Thus, we can use Lemma 3.2.9 to findρ such that∫
‖γ ‖∞≤δ

e−β(Q0(0,γ1)+···+Qn−1(γn−1,0))∏
[Ã′′

j ]
dγ1 . . . dγn−1

≥ (1 − e−βρ
2δ2/2)n−1

∫
Rn−1

e−
β
2 (Q0(0,γ )+···+Qn−1(γn−1,0))∏

[Ã′′

j ]
dγ1 . . . dγn−1

= (1 − e−βρ
2δ2/2)n−1

∫
W

0,0
[0,n]

e
−
β
2

∫ n
0 V

′′
γ̄s
.γ 2
s −βεbn(γ,γ ) dWβ,(0,0)

[0,n]

=
(1 − e−βρ

2δ2/2)n−1

[nA′′(γ0, γn)+ 2Cεbn]1/2
. ut

Lemma 3.2.10 can now be proved the same way as in Section 3.2, and the estimates of
the end of Section 3.2 can be performed the same way to yield Proposition 6.2.1.

The last point in the proof of Theorem 0.0.2 is to draw a link between the determinant
of the Hessian ofA, and Lyapunov exponents. We have seen in Section 4.2 how it works
for a discrete time system. What we need is the analogue of Lemma 4.2.1 for a continuous
time system. It is known as the Levit–Smilansky formula:

6.3. The Levit–Smilansky formula

Theorem 6.3.1. Letγ : [0, t ] → Rd be a critical point of the action

A(ξ|[0,t ]) =

∫ t

0

(
‖γ̇s‖

2

2
− V (γs)

)
ds

on the affine Hilbert spaceH x,y

[0,t ] = {ξ ∈ H[0,t ] : ξ0 = x, ξt = y},whose tangent space

H
0,0
[0,t ] is endowed with the scalar product

〈ξ, η〉 =

∫ t

0
ξ̇s .η̇s ds.

Then the HessianA′′(γ ), a self-adjoint operator onH 0,0
[0,t ] , has a well defined determinant

—the infinite product of its eigenvalues. And this determinant coincides with the determi-
nant of the linear endomorphism ofRd sendingy′

0 ∈ Rd to yt/t , whereys ∈ TγsRd
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(s ∈ [0, t ]) is the solution of the linearized equation:

ÿs + V ′′(γs).ys = 0,

y0 = 0, ẏ0 = y′

0.

We refer the reader to [LS65] for a proof; there also exists a more conceptual proof by
Colin de Verdìere ([CV99]).

The Levit–Smilansky formula, combined with the Oseledets theorem, implies the fol-
lowing proposition, analogous to Proposition 4.2.2:

Proposition 6.3.2. Letµ be aσ -invariant probability measure onW , carried by action-
minimizing trajectories of the Euler–Lagrange flow. Then the limitlim 1

n
log[nA′′(γ )]

exists forµ-almost everyγ , and is equal to

d∑
i=1

λ+

i (γ0, γ̇0),

where theλ+

i (γ0, γ̇0) are the firstd (nonnegative) Lyapunov exponents of(γ0, γ̇0) under
the Euler–Lagrange flow.

Proposition 6.2.1, associated with Proposition 6.3.2, implies thatµ∞ (that we have iden-
tified to an action-minimizing measure onTd × Rd at the end of Section 6.1), maximizes

µ 7→ hφ(µ)−
1

2

∫
Td×Rd

d∑
i=1

λ+

i (x, v) dµ(x, v)

over the set of action-minimizing measures.
This is equivalent to Theorem 5.0.6, sinceµ∞ is the action-minimizing lift ofµ0

∞.

6.4. Proof of Corollary 0.0.3. We can assume that maxV = 0. Whenω = 0, the
Mather setM̃0 is the set{(x,0) ∈ Td × Rd : V (x) = 0}.

Action-minimizing measures have zero entropy since the Mather set consists of fixed
points of the Euler–Lagrange flow. Moreover, if we consider the expansion ofV in or-
thonormal coordinates near a maximumx0, in the form

V (x0 + y) ∼ V (x0)−
1

2

∑
|ai(x0)|

2y2
i +O(y3),

then the Lyapunov exponents of the fixed point(x0,0) are the±|ai |. To prove Corollary
0.0.3, it remains to check that:

Lemma 6.4.1. Whenω = 0, Assumptions(A2) and(A3) are automatically satisfied.

Proof. Assumption(A2). LetV (x0) = 0, letε > 0, and letγ0, γn satisfy‖γ0−x0‖ ≤ cnε

and‖γn − x0‖ ≤ cnε for somecn ∈ [0,1].
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We havehn(γ0, γn) ≤ c2
nε

2; indeed, this last quantity is the action of a curve joining
γ0 to x0 in the time interval [0,1], staying atx0 in the time interval [1, n− 1], and going
from x0 to γn in the time interval [n− 1, n].

On the other hand, the action of any curveγ joiningγ0 to γn in the time interval [0, n],
and such that‖γt −x0‖ ≥ ε for somet , is larger than(1− cn)

2ε2/2n, which is the energy
needed to leave the ballB(x0, ε) in time n. Thus, if we takecn = n−2, the minimizer
of the action joiningγ0 to γn must stay inside the ballB(x0, ε), and Assumption (A2) is
satisfied.

Assumption(A3). Since maxV = 0, no change of gage is necessary to ensure that
L0 ≥ 0 andL0 vanishes on the Mather set. SinceV ≤ 0, it follows thathn(γ0, γn) ≥

‖γ0 − γn‖
2/2n, so that

βd/2
∫
e−βhn(γ0,γn) dγn ≤ βd/2

∫
e−β‖γ0−γn‖

2/2n dγn = (2πn)d/2 =: Bn. ut

Exactly the same way, we can prove

Lemma 6.4.2. LetL(γ0, γ1) = ‖γ1 − γ0‖
2/2− V (γ0), whereV is aZd -periodic poten-

tial. Then the assumptions(A2), (A3) of Theorem0.0.1are satisfied.
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