
J. Eur. Math. Soc. 6, 293–334 c© European Mathematical Society 2004
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Abstract. We study a continuous time growth process on thed-dimensional hypercubic latticeZd ,
which admits a phenomenological interpretation as the combustion reactionA + B → 2A, where
A represents heat particles andB inert particles. This process can be described as an interacting
particle system in the following way: at time 0 a simple symmetric continuous time random walk
of total jump rate one begins to move from the origin of the hypercubic lattice; then, as soon as
any random walk visits a site previously unvisited by any other random walk, it creates a new
independent simple symmetric random walk starting from that site. LetPd be the law of such a
process andS0

d
(t) the set of sites visited at timet . We prove that there exists a bounded, non-

empty, convex setCd ⊂ Rd such that for everyε > 0, Pd -a.s. eventually int , the setS0
d
(t) is

within anεt distance of the set [Cd t ], where forA ⊂ Rd we define [A] := A ∩ Zd . Furthermore,
answering questions posed by M. Bramson and R. Durrett, we prove that the empirical density of
particles converges weakly to a product Poisson measure of parameter one, and moreover, ford
large enough, we establish that the setCd is not a ball under the Euclidean norm.

Keywords. Random walk, Green function, subadditivity

1. Introduction

In this article we consider a stochastic growth process associated with a system of inter-
acting random walks on the latticeZd . At time t = 0 a continuous time simple symmetric
random walk of total jump rate one begins to move from the origin 0. Then, as soon as
any random walk visits a site previously unvisited by any other random walk, it creates
a new independent simple symmetric random walk. Thus, the setS0

d(t) of visited sites at
time t , for thed-dimensional process starting with one random walk at the origin, is a
random connected cluster which is growing in time.

A natural interpretation for this process can be given in terms of a chemical reaction
associated to the steady-state burning of a homogeneous solid. Here heat is conducted into
the solid from a reaction region raising its temperature and deflagrating it. This is the situ-
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ation for example of combustion in solid propellant rocket motors (see Chapter 9 of [W]).
A very simplified description of this phenomenon can be given by a system composed of
two types of particles: active particlesA representing diffusing heat, and passive particles
B representing inert combustible molecules (see Section 1.3 and Chapter 4 of [BE] for a
description of this phenomenon in terms of partial differential equations).

The system starts with one heat particleA at the origin and one passive at any other
site. Then, whenever an active particleA reaches a passive particleB, the passive particle
is “burned” becoming active, and the following chemical reaction takes place:

A + B → A + A.

This process can be viewed as well as a dependent long-range version of first-passage
percolation. In fact, here to each sitex ∈ Zd we can associate the countable collection
{tx,y : y ∈ Zd

} of passage times, wheretx,y represents the first hitting time of sitey
by a continuous timed-dimensional simple symmetric random walk starting from sitex

and of total jump rate 1. Then, given pointsxi ∈ Zd , 1 ≤ i ≤ n, and the corresponding
pathr = (x1, . . . , xn) we can define its passage time asT (r) =

∑n−1
i=1 txi ,xi+1. Next, this

gives us, as in first-passage percolation, the travel timeT (0, x) := inf{T (r) : r a path
from 0 tox}, from site 0 to sitex. Thus, the set of sites visited at timet is represented
asS0

d(t) = {y ∈ Zd : T (0, y) ≤ t}. This representation will not be explicitly used in
this paper, though first-passage percolation type techniques will recurrently appear in the
proofs. On the other hand, our model presents some similarities to problems of random
walks in random potentials and it can be viewed as an opposite of the Internal DLA
(see [LBG] and [BR]), where particles are killed when visiting an unvisited site. For this
reason, some aspects of the analysis that will be presented show similarities with the
study of Internal DLA, where elementary potential theory and some spectral estimates
are used.

The first problem which we address about this process, which we call thecombustion
growth process, is the asymptotic behavior in time of the setS0

d(t) of sites visited at time
t and its geometric properties. The first result of this paper gives a partial answer to this
question, stating that to leading orderS0

d(t) approaches a linearly growing deterministic
shape. Moreover, for large enough dimensionsd, the setS0

d(t) is not a ball under the
Euclidean norm. This is the content of the following theorem, wherePd is the probability
measure associated to thed-dimensional combustion growth process, and for any subset
A ⊂ Rd , we define [A] = A ∩ Zd .

Theorem 1.1. There is a closed convex bounded subsetCd ⊂ Rd , symmetric under per-
mutations of the coordinate axes and with non-empty interior, such that for everyε > 0,
Pd -a.s. eventually int one has

[Cd t (1 − ε)] ⊂ S0
d(t) ⊂ [Cd t (1 + ε)]. (1.1)

Furthermore, ford large enough,Cd is not a ball under the Euclidean norm.

Remark 1.1. The fact that for large enough dimensionsd, the setCd is not a ball, is a
corollary of Theorem 7.1 of Section 7. There it is actually shown that for large enough
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dimensions, the asymptotic speed of growth ofS0
d(t) in the axial direction is larger than

Cd−1/3−ε for everyε > 0 and for some constantC(ε), while in the diagonal direction it
is smaller thand−1/2.

In spite of the fact that the proof of the linear growth of (1.1) has a technical character,
it is possible to give an informal heuristic argument providing some insight into the mech-
anism taking place. Indeed, by definition the number of particles in the setS := S0

d(t)

is equal to its cardinality. If we assume that this distribution is close to uniform, then
the number of particles in the interior boundary∂S of S should be close to something
proportional to the cardinality of this interior boundary. This can be expressed as

dS

dt
= const· ∂S.

Thus, ifS is approximately proportional to some bounded setCd ⊂ Rd , the above equa-
tion shows that this scaling has to be linear, so thatS ∼ const· Cd t .

The non-isotropy statement of Theorem 1.1 is an effect of the random walk structure
on the discrete lattice. This can be seen from the fact that in high dimensions of the
latticeZd , the number of steps necessary to move a fixed Euclidean distance in a diagonal
direction is much larger than of those needed to move in an axial direction. We could
consider for instance a model where there are particles represented by balls of a fixed
radius inRd and centers having a Poisson distribution. Initially a single particle moves
so that its center travels like a Brownian motion. Then, every time a particle hits the
boundary of another inert ball, the latter is activated and begins to follow a Brownian
motion trajectory. We expect that in such a model there will be no non-isotropy effects.

The second result of this paper answers a question posed by M. Bramson and
R. Durrett several years ago concerning the behavior of the empirical density of ran-
dom walks within the setS0

d(t). We denote byηx(t) the total number of random walks at
sitex ∈ Zd at timet and refer to the quantityη(t) = {ηx(t) : x ∈ Zd

} as theoccupation
field of random walks at timet . Then letµ(t) be the distribution of the empirical density
η(t) underPd . Theorem 1.2 below shows that the occupation field distribution of particles
insideS0

d(t) converges to a product Poisson measure of parameter 1. To state this result

let us endowM := NZd
with the product topology and the Borelσ -algebraC.

Theorem 1.2. Letν be the product Poisson measure of parameter1 on (M, C). Then

lim
t→∞

µ(t) = ν,

where the convergence is in the sense of the weak topology onM.

Remark 1.2. Given a probability measureα on (M, C), and some subset3 ⊂ Zd , de-
note byα3 the restriction ofα toM3 := N3 endowed with its Borelσ -algebra. With
a modification of the method used to prove the above theorem, it can be proved that for
every finite3 ⊂ Zd and 0< α < 1 one has limt→∞ ‖µ(t)tα3 − νtα3‖ = 0, where‖ · ‖

denotes the total variation norm onM3.
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Theorem 1.2 is a corollary of Theorem 1.1. In fact, once one knows the presence of
a growing connected cluster of activated sites growing linearly in time, it is possible to
reduce the problem to the study of the occupation field of particles of a set of independent
simple random walks on the groupZd

2N+1 defined as the direct product ofd copies of the
group of integers modulo 2N + 1, with N = [t2/3], and having as initial condition one
random walk per site. The reduction is achieved by first observing that random walks at a
distance larger thanO(

√
t) (as is the case fort2/3) do not affect what happens within some

finite set3 at timet . Thus, the behavior ofµ3(t) can be approximated by the behavior
of the corresponding marginal of a version of the combustion growth process defined on
Zd

2N+1 with N = [t2/3]. Next, one observes that particles within some small enough cen-
tral region ofS0

d(t) are born at times which are small enough compared tot so that it is
irrelevant if one approximates their birth time by 0. This is a consequence of the fact that
the linear growth ofS0

d(t) is much larger than the typical distance
√

t traveled by a random
walk at timet . Once this is proved, the convergence follows via standard methods of ap-
proximation by Poisson product measures. Here we rely on Laplace transform techniques.

The proof of Theorem 1.1 is more involved. The basic idea is to apply the subadditive
ergodic theorem (see Kesten [K] or Liggett [Li]). Its use is not new, and one of its first
applications was to prove shape theorems in the context of first-passage percolation ([R],
[CD], [K], [BG]). Here we apply it to show linear growth inn for the set of first passage
timesT (0, nz), wherez ∈ Zd is arbitrary. This proves that the setS0

d(t) grows linearly
in the direction defined byz. An appropriate pasting and continuity argument enables us
to finish the proof of Theorem 1.1. The most serious difficulty is the verification of the
hypothesisEd(T (0, z)) < ∞ needed to apply the subadditive ergodic theorem, whereEd

denotes expectation with respect toPd . If one remarks that the hitting time of a site by a
simple random walk is not integrable, it becomes clear that to proveEd(T (0, z)) < ∞

it is necessary to control both the number of active random walks and their distance toz.
One wants to show that at timet there are “many” random walks “close” toz.

An important idea of this paper is the use of induction on dimension to obtain lower
bounds on the number of random walks at some given time. This captures the natural
intuition that since the amount of space somehow grows with dimension, it is conceivable
that if we consider random walks whose total jump rate in dimensiond is d, thenSd+1

0 (t)

is larger thanSd
0 (t) in a certain sense. More precisely, we construct a coupling between the

d-dimensional process and the(d + 1)-dimensional process which shows that if the total
jump rate of the walks in dimensiond is d, then with probability one,Sd+1

0 (t) ≥ Sd(t).
Hence, once a linear shape theorem is proved in dimensiond with a good enough control
on the slowdown deviations from this linear growth, we know modulo this slowdown
deviation probability that the number of random walks at timet in dimensiond + 1 must
be at least of the order oftd , which corresponds to the order of the volume ofS0

d(t).
A separate argument shows that the distance of these random walks toz at timet cannot
be larger thant . Therefore, with a probability tending to one ast → ∞, we know that
in dimensiond + 1, at timet1/4 we have at leasttd/4 random walks. Then using the fact
that t1/4

= o(
√

t), classical random walk hitting time probability estimates show that in
dimensiond + 1, the probability that at timet sitez has not been visited by any random
walk is smaller than(1 − const/t (d−1)/4)t

d/4
≈ exp(−t1/4), which is integrable.
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It is interesting to note some similarities of this problem with upper bound compu-
tations for the slowdown deviations of the so called marginal nestling and plain nestling
random walks in random environment, defined in Sznitman [Sz2], which are subexponen-
tial. When optimal upper bounds of this kind have to be computed, usually it is helpful
to use renormalization methods (see Piztora, Povel and Zeitouni [PPZ] for the so called
positive and zero drift case in dimensiond = 1). In our case, crude upper bounds are
enough, so that it is not necessary to introduce any sophisticated machinery and a simple
block argument does the job. We would like to remark that independently, and by dif-
ferent means, recently Alves, Machado and Popov [AMP1] proved a result analogous to
the first part of Theorem 1.1 (existence of the asymptotic shape) obtained in the context
of a discrete time dynamics, which is slightly easier to handle than the original continu-
ous time model, even though the structure of the process is essentially the same in both
cases (see also [AMP2] for other related work of these authors). In contrast to the method
of [AMP1], our method is based on, and makes precise, some ideas related to the depen-
dence of growth on dimension, and to the knowledge of the authors it has not been applied
in this form previously in growth problems originating from first-passage percolation.

The proof of the non-isotropy result of Theorem 1.1, stating that the convex setCd

is not a ball for large enough dimensionsd, is influenced by the approach of Hara and
Slade [HS] for self-avoiding random walks. Similar ingredients can also be found in the
non-isotropy proof for large dimensions in first-passage percolation [K]. Namely, at a
heuristic level, as the dimension increases the hypercubic lattice becomes richer in terms
of connections and locally it has a structure similar to that of a tree. The proof of the
non-isotropy result is contained in Theorem 7.1, where it is proved that the asymptotic
axial speed is larger thanCd−1/3−ε for large dimensions and everyε > 0 and some
constantC(ε), and the asymptotic diagonal speed smaller thand−1/2. For the upper bound
in the diagonal direction, we essentially use the fact that asymptotically, the maximum
number of sites that a rate one random walk can visit at timet is bounded byt (1 + ε),
for someε > 0. Then, the time it takes for the combustion growth process to visit the
sitez1 := (1, . . . , 1) of thed-dimensional hypercubic lattice is at least of orderd. Since
the Euclidean distance ofz1 to the origin is

√
d, our process moves at most at a speed of

d−1/2 Euclidean units per unit time. The lower bound in the axial direction uses the large
space in terms of connections which is available for large dimensions. This is contained
in Lemma 7.2, where it is proved that in dimensiond, at timed1/3 there are at least
∼ d2/3+ε moving random walks, for someε > 0, at a unit distance from a hyperplane
orthogonal to one of the axes. Since the probability for each of these random walks to hit
this hyperplane by timet is of ordert/d whent � d, it follows that the probability of
not hitting it by timed1/3−ε/2 is of order(1 − d1/3−ε/2/d)d

2/3+ε
∼ exp{−dε/2

}, which
goes to zero asd → ∞. In Section 7, these ideas are developed in order to obtain the
corresponding bounds for the expectations of the passage and passage to line times.

Before closing this introduction, we would like to say some words in relation to the
boundary fluctuations of the setS0

d(t) of visited sites. This problem will not be touched
here and remains beyond the scope of this article. A challenging question would be to
settle whether or not the combustion growth process falls in the same universality class
of growth models described by the KPZ theory, where in dimensiond = 1 the boundary
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fluctuations are normal, and in dimensiond = 2 the longitudinal fluctuations of the
boundary follow a power law with exponent 1/3 (see Krug–Spohn [KS] for a detailed
discussion about these issues). Presumably standard first-passage percolation processes
belong to this class ([K], [NP]). We do not, however, have any strong indication to believe
that the combustion growth process should fall in the KPZ universality class.

Let us describe the organization of this paper. Sections 2 to 7 contain the proof of
Theorem 1.1. In Section 2 we construct the process and show in Lemma 2.1 that the fam-
ily {T (x, y) : x, y ∈ Zd

} of travel times has a subadditivity property. In Section 3 we
obtain, under an assumption on the tail probabilities for the travel times, slowdown devi-
ation estimates on the growth of the clusterS0

d(t) in a fixed direction. This is needed to
implement the induction argument explained previously. In Section 4 a coupling between
dimensiond and dimensiond + 1 is constructed. The properties we need about this cou-
pling are stated in Lemma 4.1. This is then used in Lemma 4.2 to prove that if a “weak”
shape theorem is satisfied in dimensiond then the travel times in dimensiond + 1 have
small enough tails. In Section 5 it is shown in Lemma 5.1 how to obtain the first estimates
for the induction argument in dimension 1. In Section 6, Theorem 1.1 is proved using the
previous results. The convex setCd of Theorem 1.1 is defined and its properties verified.
Here, a pasting technique requiring a continuity property of the growth is used to com-
plete the proof. This is the content of Lemma 6.3. In Section 7, the non-isotropy result
is proven. Section 8 contains the proof of the second result of this paper, Theorem 1.2,
showing how to obtain it as a corollary from Theorem 1.1. One appendix has been added,
with results of a more technical character. In Theorem A.1 of the appendix some precise
estimates on the hitting probabilities of random walks are obtained. These estimates are
stronger than what is needed for the proof of Theorem 1.1, but have been kept in their
present form for completeness.

2. Construction of the process and its properties

We will construct the combustion growth process in the hypercubic latticeZd , where
d ≥ 1 is the space dimensionality. LetX = {Xx : x ∈ Zd

} be a family of independent
random walks, each being ad-dimensional continuous time simple symmetric random
walk starting at sitex of total jump rate 1, andR will stand for the corresponding prob-
ability measure on the space�d = D([0, ∞); (Zd)N) of right-continuous functions with
left limits, endowed with the Skorokhod topology and with its Borelσ -algebraBd .

The combustion growth process starting at the sitex ∈ Zd will be defined as a function
of X. It will be convenient for our purposes to represent this process as a kind of branching
process: we start with a single random walk from sitex, and once it jumps to an unvisited
site ofZd it creates another random walk, which moves independently; next, once one of
the two independent random walks jumps to a site previously unvisited by any of them
it will create a third independent random walk, etc. Our first concern is the asymptotic
growth of the set of visited sites.

Now we will make the above construct formal. Fixx ∈ Zd and letZx
1 := Xx . In

particle terminologyZx
1 represents the first moving particle of the process starting atx.
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Setτ1 = 0 and defineSx
d (1) := {Zx

1(τ1)} and

τ2 := inf
t≥0

{t : Zx
1(t) 6= x},

which represents the first time when the particleZx
1 leaves the sitex. The superscriptd in

Sx
d refers to the dimension and will later be helpful when constructing a coupling between

dimensions. Next we define

Zx
2(t) :=

{
Zx

1(τ2) if 0 ≤ t ≤ τ2,

XZx
1(τ2)(t − τ2) if t > τ2,

which represents the second moving particle of the process created at the siteZx
1(τ2) at

timeτ2. Here, for technical reasons, we have defined the dynamics of this second particle
from time t = 0 and set it coinciding with the dynamics of the first created particle up to
time τ2. We define

Sx
d (2) := {Zx

1(τ1), Z
x
2(τ2)}.

Now we proceed inductively onn ≥ 3 and recursively define the successive creation
times

τn := min
1≤k≤n−1

inf
t≥τn−1

{t : Zx
k (t) /∈ Sx

d (n − 1)}, (2.1)

which represent the first time when some of the particlesZx
1, . . . , Zx

n−1 leaves the set
Sx

d (n − 1), and the indices

κn := {k ≤ n − 1 : inf
t≥τn−1

{Zx
k (t) /∈ Sx

d (n − 1)} = τn}, (2.2)

which for eachn areR-a.s. unique, and show which one among the particlesZx
1, . . . ,

Zx
n−1 leaves the setSx

d (n − 1) at timeτn. Next we define the correspondingcreatedpar-
ticle,

Zx
n :=

{
Zx

κn
(τn) if 0 ≤ t ≤ τn,

XZx
κn

(τn)(t − τn) if t > τn,
(2.3)

and set
Sx

d (n) := {Zx
1(τ1), Z

x
2(τ2), . . . , Z

x
n(τn)}.

Finally, we define
Sx

d (t) := Sx
d (n) if τn ≤ t < τn+1, (2.4)

which is the set of sites ofZd which have been visited by timet at least by one moving
particle. The familyZx

= {Zx
n : n ∈ N} of random walks with a distribution constructed

from the lawR of the random walksX will be called thecombustion growth process
starting at sitex. We will denote byP x

d the canonical probability measure on(�d , Bd)

corresponding to the processZx and refer toPd as the probability measure defined on�Zd

d

endowed with its Borelσ -algebra and corresponding to the familyZ := {Zx : x ∈ Zd
} of

combustion growth processes. The construction above (eqs. (2.1)–(2.3)) defines a version
of a coupling between the familiesX andZ.



300 A. F. Raḿırez, V. Sidoravicius

In order to construct a reasonable filtration for the combustion growth process, so that
for example the random variables{τn : n ∈ N} become stopping times, it is necessary to
introduce a branching process associated toZ. This branching process will also be useful
to prove rough estimates on the growth of the setS0

d in Lemma 3.2. Fixx ∈ Zd and let
Y x

1 := Zx
1 . DefineY x

2 (t) := Zx
1(t) if t ≤ τ2, while Y x

2 (t) := Zx
2(t) if t > τ2. Then define

recursively, forn ≥ 3,

Y x
n (t) :=

{
Y x

κn
(t) if 0 ≤ t ≤ τn,

Zx
n(t) if t > τn.

(2.5)

We will call the familyYx := {Y x
n : n ∈ N} of random walks thecombustion branching

process. Note that due to right-continuity ofYx , the random variables{τn : n ∈ N} are
stopping times with respect to the minimal filtration{Fx

t : t ∈ [0, ∞)} in (�d ,Bd), where
Fx

t := σ(Yx(s) : s ∈ [0, t ]) is theσ -algebra generated by the processYx between times
s = 0 ands = t .

In the rest of the section we will prove two important and useful properties of the
process. The first is the subadditivity of travel times.

Definition 2.1. For any pair of sitesx, y ∈ Zd , we define thetravel timeby

T (x, y) := inf
t≥0

{t : y ∈ Sx
d (t)}. (2.6)

In other words,T (x, y) is the first time when the sitey ∈ Zd is visited by some particle
of the process beginning at the sitex.

It follows from the definition and from the processesZ being right-continuous that
T (x, y), x, y ∈ Zd , are stopping times. Moreover, the family{T (x, y) : x, y ∈ Zd

} has
the following subadditivity property:

Lemma 2.1. For anyx, y, z ∈ Zd ,

T (x, y) ≤ T (x, z) + T (z, y) Pd -a.s. (2.7)

Proof. For anyx, y ∈ Zd definetx,y := inf{s : Xx(s) = y}, which is the hitting time
of y by the random walkXx starting atx. A sequence{x0, . . . , xL}, L = 1, 2, . . . , of
distinct sites withx0 = x andxL = y will be called achain (of lengthL) connectingx
to y. Then one can check that

T (x, y) = inf
L∑

i=1

txi−1,xi
, (2.8)

where the infimum is taken over all chains of lengthL, L = 1, 2, . . . , connectingx to y.
The inequality (2.7) follows immediately from (2.8). ut
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3. Slowdown deviations from linear growth

In this section we will derive the first step of the inductive procedure explained in the
introduction: we will show that if the tails of the distribution of the travel timesT (0, z)

for some fixedz ∈ Zd decay polynomially fast, then the probability that the setS0
d(t)

of sites visited at timet does not contain a ball of radiusrt , wherer is small enough,
also decays polynomially. We let{ei : 1 ≤ i ≤ d} be the canonical basis ofZd ,
wd := 2πd/2/(d0(d/2)) the volume of ad-dimensional ball of radius one, andEd the
expectation with respect to the measurePd . Also, givenx ∈ Zd we denote by|x| its
Euclidean norm and define forr > 0 the Euclidean ball centered atx of radiusr as
B(x, r) := {y ∈ Zd : |y − x| ≤ r}.

Proposition 3.1. Letn ∈ N. Assume that there is a constantc1(n, d) such that for every
t > 0,

Pd (T (0, e1) ≥ t) ≤
c1

t4(n+d+1)
. (3.1)

Then, for everyr such thatr < 1/(dEd [T (0, e1)]) andt > 0,

Pd(B(0, rt) ⊂ S0
d(t)) ≥ 1 −

c2

tn
, (3.2)

where

c2(n, d) := dwd

c1(n, d)

( 1
dr

− Ed(T (0, e1)))4(n+d)rn
.

The proof of Proposition 3.1 relies on the following lemma.

Lemma 3.1. Let n ∈ N. Assume that there is a constantc3(n, d) such that for every
t > 0,

Pd(T (0, e1) ≥ t) ≤
c3

t4(n+1)
. (3.3)

Then, for everyδ > 0 andt > 0,

Pd(T (0, btc · e1) ≥ t (Ed(T (0, e1)) + δ)) ≤
c4

δ4ntn
, (3.4)

wherec4(n, d) := 6c3(n, d)4n
+ 2d(d + n)8(d+n).

Before proving Lemma 3.1 we will establish two rather standard estimates which will
be used at various steps of the proof. We define theL1 norm for pointsx ∈ Zd by
|x|1 := |x1| + · · · + |xd |, wherexi, 1 ≤ i ≤ d, denote the coordinates ofx. Forx ∈ Zd

andr > 0, we letB1(x, r) := {x ∈ Zd : |x|1 < r} be the open ball in theL1 metric.
Moreover, given any subsetA of Zd , we will denote by|A| its cardinality.

Lemma 3.2. For everyε > 0, d ≥ 1 andt ≥ 0 we have

Pd(S0
d(t) ⊂ B1(0, (1 + ε)t)) ≥ 1 −

[(1 + ε)t ]d

etI (ε)
, (3.5)

whereI : R → [0, ∞) is defined byI (x) := (1 + x) log(1 + x)/e + 1.
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Proof. Here it will be useful to express the setS0
d(t) in terms of the combustion branching

processY0 := {Y 0
n : n ∈ N} defined in (2.5). In fact note thatS0

d(t) =
⋃

n : τn≤t {Y
0
n (τn)},

whereτn as defined in Section 2 represents the birth time of then-th born random walk
Z0

n. We can then clearly write

S0
d(t) =

⋃
n : τn≤t

{Y 0
n (τn)}.

Let γ = 1 + ε. Then

Pd(S0
d(t) ⊂ B1(0, γ t)) = Pd

( ⋂
n : τn≤t

{Y 0
n (τn) ∈ B1(0, γ t)}

)
(3.6)

Now letM := {Mx : x ∈ Zd
} be a set of independent rate one Poisson processes indexed

by the hypercubic lattice. Furthermore assume thatM is independent ofPd . Now for each
x ∈ Zd define the processesNx(·) as follows. Givent ≥ 0, if there is ann ≥ 1 such
thatτn ≤ t andx = Y 0

n (τn) we letNx(t) := total number of jumps up to timet of Yn(t).
Otherwise we defineNx(t) := Mx(t). Note that for everyx ∈ Zd andt ≥ 0, the random
variableNx(t) has a Poisson distribution of parametert . Lower bounding the right hand
side of (3.6), we now conclude that

Pd(S0
d(t) ⊂ B1(0, γ t)) ≥ Pd

( ⋂
x∈B1(0,γ t)

{Nx(t) ≤ γ t}
)

= 1 − Pd

( ⋃
x∈B1(0,γ t)

{Nx(t) > γ t}
)

≥ 1 − |B1(0, γ t)|Pd(N0(t) > γ t).

By an elementary large deviation bound we find thatPd (N0(t) ≥ γ t) ≤ exp{−tI (ε)}.
Furthermore, since forr > 0 we have|B1(0, r)| =

([r]+d−1
[r]

)
, where [r] is the integer

part of r, and
(
n+m
m

)
≤ nm for n, m ∈ N, it follows that |B1(0, γ t)| ≤ (γ t)d . Thus,

Pd(S0
d(t) ⊂ B1(0, γ t)) ≥ 1 − (γ t)d exp{−tI (ε)}. ut

At the next step we will introduce criteria characterizing “weak dependence” of the evo-
lution in far apart space-time regions. Informally, having estimate (3.5) on the growth
of S0

d(t), it becomes natural to expect that conditioned on the whole evolution up to
time t , the random variablesT (x1, y1) andT (x2, y2) are “basically independent” when-
ever min{|x1 − x2|, |y1 − y2|} is much larger thant1+ε for someε > 0, in a sense to be
made precise.

To make this precise, we will define independent families of independent symmetric
random walks. For eachy ∈ Zd define the familyXy := {Xx

y : x ∈ Zd
} of independent

random walks, where eachXx
y is a random walk starting from sitex distributed likeXx .

The families{Xy : y ∈ Zd
} andX = {Xx : x ∈ Zd

} are taken independent of each other,
and their joint distribution will be denoted bŷR.
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With each given pair(y, r), y ∈ Zd , r > 0, andx ∈ Zd , we associate the random
variable defined as follows:

Xx
(y,r) :=

{
Xx if |x − y| < r,

Xx
y if |x − y| ≥ r,

(3.7)

and the new familyX(y,r) := {Xx
(y,r) : x ∈ Zd

}. From (3.7) it follows that under̂R the
family X(y,r) has the same law asX. Moreover, with the random walksX we associate
the corresponding combustion growth processZ, and with each familyX(y,r) we associate
another combustion growth processZ(y,r) constructed using the procedure of Section 2,
taking the familyX(y,r) as the underlying free random walks. We will denote byP̂d the
joint law of the processes{Z(y,r) : y ∈ Zd

} andZ underR̂, when taken as the canonical
coordinate process. As before, we defineTr(y, z) as the time of the first visit to the sitez
by a moving particle of this process. From (3.7) it follows thatTr(x1, y1) is independent
of Tr(x2, y2) if |x1 − x2| ≥ 2r, since the familiesX(x1,r) andX(x2,r) are then independent
of each other. This is so sinceX(x1,r) is defined using random walks from two different
classes: random walks{Xx : |x1−x| < r} from the familyX and random walks fromXx1.
To defineX(x2,r) we use the random walks{Xx : |x2 − x| < r}, again fromX, and
random walks fromXx2. Since|x1 − x2| ≥ 2r, the sets of indices{x : |x1 − x| < r} and
{x : |x2 − x| < r} do not intersect, which implies that all random walks involved in the
above construction are mutually independent, and thus we get independence ofX(x1,r)

andX(x2,r).

Lemma 3.3. For anyγ ≥ 1, x, y ∈ Zd , andt ≥ 0, we have

P̂d(T (x, y) 6= Tγ t (x, y), T (x, y) < t) ≤ (γ t)d exp(−tI (γ − 1)). (3.8)

Proof. Observe that the occurrence of the event{T (x, y) 6= Tγ t (x, y)} ∩ {T (x, y) < t}

implies that before timet at least one random walk of the process which is constructed
using the familyX = {Xx : x ∈ Zd

} visits the complement of the ballB(x, γ t). Thus,
the event{T (x, y) 6= Tγ t (x, y)} ∩ {T (x, y) < t} is contained in{Sx

d (t) ⊂ B(x, γ t)}c.
The result now follows from (3.5). ut

Proof of Lemma 3.1.To simplify notation we setĒ := Ed(T (0, e1)) and T (k) :=
T (ke1, (k+1)e1), T1(k) := Tt1/4(ke1, (k+1)e1) for k ∈ N. Assume that (3.3) is satisfied.
Define the eventsGj = {T (j) = T1(j)}. Using subadditivity we get

Pd(T (0, btce1) > t(Ē + δ)) ≤ Pd

( btc−1∑
k=0

T (k) > btc(Ē + δ)
)
, (3.9)

and decomposing according to the occurrence or not of
⋂btc−1

j=0 Gj and using transla-

tion invariance, we bound the right hand side of (3.9) byt P̂d(T (0, e1) 6= Tt1/4(0, e1)) +

P̂d(
∑btc−1

k=0 T1(k) > btc(Ē + δ)), which, due to the estimate (3.8) withγ = 1, and the
assumed validity of (3.3), is smaller than

P̂d

( btc−1∑
k=0

(T1(k) − Ē) > δbtc
)

+ t (2t1/4)d exp(−t1/4) +
c3(n, d)

tn+1
. (3.10)
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Next we will estimate the first term of the last expression. It follows from the Chebyshev
inequality that

P̂d

( btc−1∑
k=0

(T1(k) − Ē) > δbtc
)

≤
Êd((

∑btc−1
k=0 (T1(k) − Ē))2m)

(δbtc)2m
, (3.11)

with m to be chosen equal to 2n, and wherêEd denotes the expectation with respect to
the measurêPd . Now,

Êd

(( btc−1∑
k=0

(T1(k) − Ē)
)2m)

=

btc−1∑
k1,...,k2m=0

Êd

( 2m∏
j=1

(T1(kj ) − Ē)
)
. (3.12)

Observe that ifkj e1 is not inB(kie1, 2t1/4) then the random variablesTt1/4(kie1, y1) and
Tt1/4(kj e1, y2) are independent for ally1, y2 ∈ Zd , and moreover̂Ed(Tt1/4(0, e1)) − Ē

= 0. This immediately implies that all terms on the right hand side of the last equality
which contain at least one indexki such thatkj e1 /∈ B(kie1, 2t1/4) for all j 6= i will van-
ish. On the other hand, the number of non-zero terms in the above sum is bounded from
above by the number of ways of selectingm pairs of indiceski, kj ∈ {0, 1, . . . , btc − 1},
with the property that|e1ki − e1kj | ≤ 2t1/4. This immediately implies that on the right
hand side of (3.12) there are at most(2t1/4

btc)m terms different from zero. Thus contin-
uing (3.12), we have

Êd

(( btc−1∑
k=0

(T1(k) − Ē)
)2m)

≤ 2mt5m/4 sup
0≤k1,...,k2m≤btc

Êd

( 2m∏
j=1

(T1(kj ) − Ē)
)
.

By the Hölder inequality, the right hand side is bounded by(
∏2m

j=1 Êd(T1(kj )−Ē)2m)1/2m

= Ed((T (0, e1) − Ē)2m). From the inequality(a − b)n ≤ an
+ bn, valid for a and

b positive andn ∈ N, it follows thatEd((T (0, e1) − Ē)2m) ≤ 2Ed(T (0, e1)
2m). This

estimate together with the assumption (3.3) shows thatEd((T (0, e1) − Ē)2m) < 3c3,

where we have chosenm = 2n. Substituting these estimates in (3.11) we obtain

P̂d

( btc−1∑
k=0

(T1(k) − Ē) > δbtc
)

≤
3c34n

δ4ntn
.

Inserting this into the bound (3.10), we see thatPd(T (0, btc·e1) ≥ t (Ed(T (0, e1))+δ)) ≤

t (2t1/4)de−t1/4
+c3/tn+3c34n/(δ4ntn). Sincee−x

≤ ( n
ex

)n for x ∈ R andn ∈ N, the first
term of this bound can be estimated by 2d(4+4n+d

4e
)4+4n+d 1

tn
. This proves Lemma 3.1.

ut

Proof of Proposition 3.1.Observe that

Pd(B(0, rt) ⊂ S0
d(t)) ≥ Pd

( ⋂
z∈B(0,rt)

{T (0, z) < t}
)
.
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Now, by subadditivity, this last quantity can be lower bounded by

1 −

∑
z∈B(0,rt)

Pd

( d∑
i=1

T (0, ziei) ≥ t
)
,

wherezi denote the coordinates ofz. Therefore, using the fact that
∑d

i=1 T (0, ziei) ≤

d max1≤i≤d T (0, ziei), and

Pd(d max
1≤i≤d

T (0, ziei) ≥ t) ≥ dPd(T (0, z1e1) ≥ t/d),

we see thatPd(B(0, rt) ⊂ S0
d(t)) ≥ 1 − d

∑
z∈B(0,rt) Pd(T (0, z1e1) ≥ t/d). But then,

from the hypothesisr < 1/(dEd(T (0, e1))) and (3.1), we get the lower bound

1 − dwd

c1(n, d)

( 1
dr

− Ed(T (0, e1)))4(n+d)rntn
,

which ends up the proof. ut

4. Tail probabilities for infection times

In this section we will show that an inverse polynomial bound on the probability that
S0

d(t) does not contain a ball of radiusrt for r small enough implies an inverse polyno-
mial bound on the decay of the tails of the random variables{T (x, y) : x, y ∈ Zd

} in
dimensiond + 1. The main tool needed for this is the construction of a coupling between
the combustion growth processes in dimensiond andd + 1 which will enable us to con-
trol the number of live particles in thed + 1-dimensional process in terms of the number
of live particles in thed-dimensional process. That is the content of Lemma 4.1 below.
This lets us conclude that if there is a reasonable shape theorem in dimensiond, then
the number of live particles in dimensiond + 1 is at least the number of live particles in
dimensiond (modulo the probability of deviating from thed-dimensional shape). In what
follows, given a subsetC ⊂ Zd+1, we will denote byπdC its projection on the firstd
coordinates, so thatπd(x1, . . . , xd , xd+1) = (x1, . . . , xd). Recall thatP 0

d denotes the law
of ad-dimensional combustion growth process starting from the origin.

Lemma 4.1. For eachd ≥ 1, there exists a probability measureQd defined on the Carte-
sian product�d × �d+1 endowed with its Borelσ -algebra, such that

(i) Qd(A × �d+1) = P 0
d (A) for everyA ∈ Bd ,

(ii) Qd(�d+1 × A) = P 0
d+1(A) for everyA ∈ Bd+1,

(iii) for anyt ≥ 0 ,

S0
d

(
d

d + 1
t

)
⊂ πdS0

d+1(t) Qd -a.s. (4.1)
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Proof. In the processes to be considered, it will be helpful to exhibit explicitly the di-
mension of the underlying hypercubic lattice. We will thus consider ad-dimensional
combustion growth process starting at the origin,Z0,d

= {Z
0,d
n : n ≥ 1}, and the family

Xd
= {Xx,d : x ∈ Zd

} of underlyingd-dimensional independent random walks. More-
over consider a familyXd+1

= {Xx,d+1 : x ∈ Zd+1
} of d + 1-dimensional independent

random walks, which are also independent of the family{Xx,d
}. All these random walks

are simple symmetric of total jump rate one.
Now we will construct a combustion processZ0,d+1

= {Z
0,d+1
n : n ≥ 1} on �d+1,

as a function ofXd , Z0,d andXd+1, in such a way that the joint distribution ofZ0,d
=

{Z
0,d
n : n ∈ N} andZ0,d+1

= {Z
0,d+1
n : n ∈ N}, denoted byQd , has properties (i)–(iii) of

the lemma.
First we will define another familỹXd+1

= {X̃x,d+1 : x ∈ Zd
} of random walks as a

function ofXd andXd+1, by setting

X̃x,d+1(·) =

(
Xx,d

(
·

d

d + 1

)
, X

x,d+1
d+1 (·)

)
, (4.2)

whereX
x,d+1
d+1 denotes thed + 1-coordinate of the random walkXx,d+1, andXx,d(· d+1

d
)

denotes thed-dimensional random walkXx,d with time reduced by a factor ofd/(d +1).
In a way similar to what was done in Section 2, we defineZ

0,d+1
1 = X̃0,d+1. Observe that

the firstd coordinates of this random walk coincide withZ
0,d
1 . We then setτ1 = 0 and

τ2 = inft≥0{t : Z
0,d+1
1 (t) 6= 0}. Moreover, we will need to introduce an extra sequence

of random variables, whose first two terms will be given byσ1 = 0 andσ2 = inft≥0{t :
πdZ

0,d+1
1 (t) 6= 0}, whereσ2 represents the first time when the random walkZ

0,d+1
1

moves in a direction orthogonal to thed + 1-th coordinate axis. Now, define

YZ
0,d+1
1 (τ2),d+1 :=

{
XZ

0,d+1
1 (τ2),d+1 if τ2 < σ2,

X̃Z
0,d+1
1 (τ2),d+1 if τ2 = σ2,

and finally define the second random walk of the infection process,

Z
0,d+1
2 (t) :=

{
Z

0,d+1
1 (τ2) if t ≤ τ2,

YZ
0,d+1
1 (τ2),d+1(t − τ2) if t > τ2.

In other words, the first activated particleZ0,d+1
2 evolves coupled to thed-dimensional

process if the first jump ofZ0,d+1
1 is orthogonal to thed + 1-th direction, and it evolves

independently of this process otherwise. Now, letS0
d+1(2) := {Z

0,d+1
1 (τ1), Z

0,d+1
2 (τ2)}

and letπdS0
d+1(2) be its projection. Proceeding inductively, forn ≥ 3 we recursively

define
τn := min

1≤k≤n−1
inf

t≥τn−1
{t : Z

0,d+1
k (t) /∈ S0

d+1(n − 1)},

σn := min
1≤k≤n−1

inf
t≥τn−1

{t : πdZ
0,d+1
k (t) /∈ πdS0

d+1(n − 1)}.
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Moreover, we letκn := {k ≤ n − 1 : inft≥τk
{Zx

k (t) /∈ Sx
d (n − 1)} = τn}, which a.s. has a

unique element. So we define the random walk

Y
Z

0,d+1
κn(τn)

,d+1 :=

{
XZ

0,d+1
κn (τn),d+1 if τn < σn,

X̃Z
0,d+1
κn (τn),d+1 if τn = σn,

(4.3)

and then-th particle of the process

Zd+1
n (t) =

Zd+1
κn

(τn) if t ≤ τn,

YZd+1
κn

(τn),d+1(t − τn) if t > τ2.
(4.4)

Finally, we letS0
d+1(n) := {Z

0,d+1
1 (τ1), Z

0,d+1
2 (τ2), . . . , Z

0,d+1
n (τn)}, andπdS0

d+1(n)

the corresponding projection.
Speaking informally, the above construction couples thed-dimensional process with

thed + 1-dimensional process in the following way: we begin in dimensiond + 1 with a
particle whose firstd coordinates evolve as those of the first particle in thed-dimensional
process with time reduced by the factord/(d + 1), and thed + 1-th coordinate evolves
according to an independent one-dimensional random walk of total jump rate 1/(d + 1).
Now, if some active particle activates a new one by performing a jump parallel to the
d + 1-th coordinate axis, this new activated particle will evolve according to an indepen-
dentd + 1-dimensional random walk, initially associated with a given site. If the new
particle at sitex ∈ Zd+1 is activated by some already active particle, which performs a
jump in a direction orthogonal to thed +1-th axis, but the projection of the firstd coordi-
nates ofx are in the set already visited by thed-dimensional process (with time reduced
by the factord/(d + 1)), then this new particle will evolve according to an independent
d + 1-dimensional random walk, initially associated with a given site. And only if a new
particle at sitey ∈ Zd+1 is activated by some already active particle, which performs a
jump in a direction orthogonal to thed + 1-th axis, and the projection of the firstd coor-
dinates ofy are not in the set already visited by thed-dimensional process then the firstd

coordinates of this new particle will evolve as those of the particle in thed-dimensional
process, associated to the siteπdy, and thed + 1-th coordinate will evolve according to
an independent one-dimensional random walk associated with the sitey.

Thus properties (i) and (iii) are immediate consequences of the construction. On the
other hand, all “underlying” random walks involved in the construction of the family
Z0,d+1

= {Z
0,d+1
n : n ∈ N} are independent of each other. Moreover a given random

walk is used to represent the motion of one and only one particle. Finally, since the choice
of the random walk which will be used to describe the evolution of the particle activated
at timet depends only on the state of the infection processup to time t, we conclude that
the constructed familyZ0,d+1

= {Z
0,d+1
n : n ∈ N} has the distribution of the infection

process starting at the origin, which proves (ii). ut

We are now ready to state the main result of this section.
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Lemma 4.2. Let n ≥ 1 be a natural number. Assume that there is a constantr > 0
independent ofn and the dimensiond and a constantc5(n, d) depending onn andd such
that for everyt > 0,

P 0
d (B(0, rt) ⊂ S0

d(t)) ≥ 1 −
c5

tn
. (4.5)

Then for everyz ∈ Zd+1 there is a constantc6(n, z, d + 1), depending onn, the sitez

and the dimensiond, such that for everyt > 0,

P 0
d+1(T (0, z) ≥ t) ≤

c6

tn/4
. (4.6)

Proof. Let

vd(r) := wdrd

(
d

d + 1

)d

.

Note that by Lemma 4.1,

P 0
d+1(|S

0
d+1(t)| ≤ vd(r)td) ≤ P 0

d (|S0
d(dt/(d + 1))| ≤ vd(r)td).

A combination of this fact and the hypothesis (4.5) gives

P 0
d+1(|S

0
d+1(t)| ≤ vd(r)td) ≤

(
d + 1

d

)n
c5(n, d)

tn
. (4.7)

Now letα < 1/2. Then

P 0
d+1(T (0, z) > t) ≤ P 0

d+1(|S
0
d+1(t

α)| < vd(r)tdα)

+ P 0
d+1(T (0, z) > t, |S0

d+1(t
α)| ≥ vd(r)tdα)

≤
c5(d + 1)n

dntnα
+ ((e − 1)tα)d+1 exp(−tα)

+ P 0
d+1(T (0, z) > t, |S0

d+1(t
α)| ≥ vd(r)tdα, S0

d+1(t
α) ⊂ B(0, (e − 1)tα)). (4.8)

Here, in the second inequality we used inequality (4.7) and Lemma 3.2 withε = e − 1
together with the fact thatB1(0, r) ⊂ B(0, r) for r > 0. The last term on the right hand
side of (4.8) is smaller than the probability thatvd(r)tdα independent random walks born
at times≤ tα and at sites within Euclidean distance(e − 1)tα from the origin do not hit
sitez at timet . Then

P 0
d+1(T (0, z) > t, |S0

d+1(t
α)| ≥ vd(r)tdα, S0

d+1(t
α) ⊂ B(0, (e − 1)tα))

≤ ( sup
x:|x−z|≤(e−1)tα

Px(τ > t))vd (r)tdα

, (4.9)

whereτ is the first hitting time of the origin by ad + 1-dimensional simple symmetric
random walk of total jump rate one starting from sitex andPx is its law. Now, ford + 1
= 2 and t large enough, we can use Theorem A.1(iii) of the appendix, the fact that
Px(τ > t) ≤ Py(τ > t) if |x|1 ≤ |y|1 and thatα < 1/2 to bound the right hand

side of (4.9) by(2α′)v1t
α′

= exp(−v1|log(2α′)|tα
′

), whereα′ is some number such that
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α ≤ α′ < 1/2. We then conclude that for everyn ≥ 1 there is a constantc7(n, z, 2)

(depending onn, the sitez, and where the 2 indicates that it corresponds to a bound for
d + 1 = 2 and that it will also be defined ford + 1 ≥ 3) such thatc7(n, z, 2)/tn/4 is a
bound for the right hand side of (4.9). Finally, ifd + 1 ≥ 3, as in the cased + 1 = 2, we
can use Theorem A.1(iv) to get fort large enough the bound(

1 −
c8(z, d)

(2t)(d−1)α

)vd (r)tdα

≤ exp

(
−

vdc8t
α

2(d−1)α

)
,

wherec8(z, d) is a constant depending only onz andd. For everyn ≥ 1, this is in any
case at mostc7(n, z, d+1)/tn/4 for an appropriate constantc7. Combining these estimates
with (4.8) we see that

P 0
d+1(T (0, z) > t) ≤ c5

(d + 1)n

dn

1

tnα
+ 2d+1t (d+1)αe−tα

+
c7(n, z, d + 1)

tn/4
.

Choosingα = 1/4, we deduce the existence of a constantc6(n, z, d + 1) depending on
n, z andd such that (4.6) is satisfied. ut

5. One-dimensional estimates

The objective of this section is to obtain good enough estimates on the tail probabilities of
the stopping times{T (x, y) : x, y ∈ Z} in dimensiond = 1. This will enable us to apply
Proposition 3.1 and then Lemma 4.2 to begin the induction argument. To obtain the tail
estimates we will first need the following lemma which gives us control on the number of
live particles at timet .

Lemma 5.1. There is a constantc9 such that for every0 < α < 1/3,

P1(|S
0
1(t)| < tα) ≤ exp

(
−

1

2
t1−α

)
whenevert > c

1/(1−3α)

9 .

Proof. Let 1τn = τn+1 − τn, where{τn : n ∈ N} are the stopping times corresponding
to the birth times of the successive particles of the combustion growth process defined in
(2.1). First note that for 0< α < 1/2 andr > 0,

P1(|S
0
1(t)| < tα) ≤ P 0

1 (τbtαc+1 > t) ≤ e−rtE0
1

( btαc∏
k=1

er1τk

)
, (5.1)

where in the last inequality we have used the Chebyshev inequality; recall thatE1 is
the expectation with respect toP1. Now, letFn be theσ -algebra of events prior to the
stopping timeτn. Then, by the strong Markov property,

E0
1

( btαc∏
k=1

er1τk

)
≤ E0

1(erτ1E0
1(erτ2 · · · E0

1(erτbtα+1c |F0
btαc

) · · · |F0
1)), (5.2)
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where{F0
t : t ∈ [0, ∞)} as defined in Section 2 is the filtration generated by the asso-

ciated one-dimensional combustion branching processY0. We now claim that there is a
constantc10 > 1 such that for every naturalk and realr such thatr ≤ 3/(2k),

E0
1(erτk |F0

k−1) ≤ ck
10. (5.3)

This is enough to prove the lemma. Indeed, using the fact that
∑[tα ]

k=1 k =
1
2[tα](1+[tα]) ≤

[t2α] and substituting (5.3) in (5.2), and (5.2) in (5.1), we obtainP 0
1 (|S0

1(t)| < tα) ≤

e−rtet2α ln c10 wheneverr ≤ 3/(2([tα] + 1)). Hence, choosingr = 3/(2tα) we conclude
that

P 0
1 (|S0

1(t)| < tα) ≤ e−t1−α
+(ln c10)t

2α

e−
1
2 t1−α

.

Therefore, the statement of the lemma follows if we choosec9 ≥ ln c10.
Thus, it remains to prove (5.3). Recall thatτ1 = 0 while we haveP 0

1 (τk+1 > t |F0
k ) ≤

P0(T > t)k for k ≥ 1, whereT is the first-exit time of a random walk from the set
Sk := [−k, k], and P0 is its law. Then from standard estimates (see [A] or [BR]) we
obtain

P 0
1 (τk+1 > t |F0

k ) ≤ (c11(λ(Sk)t + 1)1/2e−λ(Sk)t )k

for k ≥ 1, wherec11 > 1 is a constant. Here, for any intervalI ⊂ Z with l = |I |, λ(I) =

1−cos( π
l+1) is the principal Dirichlet eigenvalue of the normalized discrete Laplacian on

I defined as1f (y) := 1
2

∑
e:|e|=1(f (x + e) − f (x)) for functionsf : Z → R which

vanish outsideI . Thus,

E0
1(erτk+1 |F0

k ) ≤ 1 + ck
11r

∫
∞

0
ert ((λ(Sk)t + 1)1/2e−λ(Sk)t )k dt (5.4)

for all k ≥ 1. Now, for|x| ≤ 1 we have

x2
≥ 1 − cosx ≥

x2

2

(
1 −

x2

12

)
≥

1

3
x2.

Hence, since|Sk| = 2k + 1 we have

π2

8k2
≥ λ(Sk) ≥

π2

8

1

k2

1

(1 +
1
2k

)2

(
1 −

π2

48k2

)
.

But π2 > 9.8 while 1
(1+

1
2k

)2 > 1
1.11 and 1−

π2

48k2 > 0.99 if k ≥ 10, so

π2

8

1

k2

1

(1 +
1
2k

)2

(
1 −

π2

48k2

)
>

1

k2
if k ≥ 10.

It follows that 2/k2
≥ λ(Sk) ≥ 1/k2 if k ≥ 10. Making the substitutionx = t/k2 in the

integral of (5.4) we get

E0
1(erτk+1 |F0

k ) ≤ 1 + ck
11rk

2
∫

∞

0
(2x + 1)k/2e−xk(1−kr) dx (5.5)
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wheneverk ≥ 10. Looking at inequality (5.4) directly again, it is easy to see that the
conditional expectationE0

1(erτk+1 |F0
k ) is bounded by some constant independent ofk if

1 ≤ k ≤ 9. Therefore, provided we change the constantc11 if necessary, inequality (5.5)
continues to be valid for everyk ≥ 1. Now, if r ≤ 1/(2k), we have∫

∞

0
(2x + 1)k/2e−xk(1−kr) dx

≤ (2e)k/2
∫

∞

0
xk/2e−xk/2 dx =

2k/2

(k/2)k/2+1

∫
∞

0
xk/2e−x dx

=
(2e)k/2

(k/2)k/2+1
0

(
k

2
+ 1

)
≤ 3

(2e)k/2

(k/2)k/2+1

(
k

2e

)k/2√
k ≤ 2k/2 8

√
k

≤ 8 × 2k/2.

Here0(x) is the gamma function. Substituting this estimate into (5.5) we conclude that

E(erτk+1 |F0
k ) ≤ 1 + 8rk2(c11

√
2)k ≤ 1 + 4k(c11

√
2)k.

Finally, from the inequalityk ≤ ek we see that the claim (5.3) is true wheneverc10 ≥

4ec11
√

2. ut

Now we state the main result of this section.

Lemma 5.2. There is a constantc12 > 0 such that

P1(T (0, 1) > t) ≤ 2

(
5

t1/8

)t1/4

whenevert ≥ c12. (5.6)

Proof. Let 0 < α < 1/3. From Lemma 5.1 we conclude that there is a constantc9 > 0
such that whenevert > c

1/(1−3α)

9 ,

P1(T (0, 1) > t) ≤ e−t1−α/22−α

+ P1(T (0, 1) > t, |S(t/2)| ≥ tα/2α)

≤ e−t1−α/4
+ ( sup

z : |z|≤1+tα/2α

Pz(τ1 ≥ t/2))t
α/2α

≤ e−t1−α/4
+ ( sup

z : |z|≤2+tα/2α

Pz(τ0 ≥ t/2))t
α/2α

,

where for every sitey, Py is the law of a random walk starting fromy, andτy is the
hitting time of y. Now, by Theorem A.1(ii), the right hand side above is bounded by
(20/t1/2−α)t

α/2α
for t ≥ 21+1/α, so that choosingα = 1/4 andc12 ≥ max{c9, 25/4

} we
get (5.6). ut
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6. Proof of the shape theorem

First note that by Lemma 5.2, ford = 1, the hypothesis (3.1) of Proposition 3.1 is satisfied
for everyn. In other words, for everyn ∈ N, there is a constantc1(n, 1) (where the 1
stands for dimension one) such thatP1(T (0, e1) ≥ t) ≤ c1(n, 1)/t4(n+2) for everyt > 0.
Hence, an application of Proposition 3.1 shows that for everyr < 1/(E1[T (0, e1)]) and
n ∈ N, there is a constantc2(n, 1) such thatP1(B(0, rt) ⊂ S0

1(t)) ≥ 1 − c2(n, 1)/tn

for all t > 0. Therefore, the hypothesis (4.5) of Lemma 4.2 withd = 1 is satisfied, and
we deduce that in dimensiond = 2, for everyn ∈ N andz ∈ Z2 there is a constant
c1(n, z, 2) such thatP2(T (0, z) ≥ t) ≤ c1/tn/4 for everyt > 0. We continue in this way
by induction ond, applying Proposition 3.1 and Lemma 4.2 alternately, to conclude that
for everyd ≥ 1, r < 1/(dEd(T (0, e1))) andn ∈ N there is a constantc2(n, d) such that

Pd(B(0, rt) ⊂ S0
d(t)) ≥ 1 −

c2(n, d)

tn
, (6.1)

and that for everyd ≥ 1, n ∈ N andz ∈ Zd there is a constantc1(n, z, d) such that

Pd(T (0, z) ≥ t) ≤
c1

tn
. (6.2)

In particular, for everyd ≥ 1 andz ∈ Zd ,

Ed(T (0, z)) < ∞. (6.3)

We will now proceed to prove some ergodic properties of the collection of stopping times
{T (x, y) : x, y ∈ Zd

} that will enable us to apply the subadditive ergodic theorem.

Lemma 6.1. Consider the collection{T (x, y) : x, y ∈ Zd
} of travel times.

(i) For eachz ∈ Zd
− {0}, {T ((k − 1)z, kz) : k ≥ 1} is a stationary ergodic process.

(ii) For eachz ∈ Zd
− {0} and j ∈ N, {T (jz, (j + k)z) : k ≥ 0} = {T ((j + 1)z,

(j + 1 + k)z) : k ≥ 0} in distribution.

Proof. Let z 6= 0. Part (ii) is a consequence of translation invariance. Note that the sta-
tionarity of part (i) is a consequence of translation invariance. To prove ergodicity, note
that it is enough to show that for any pair of Borel subsetsA, B of [0, ∞),

lim
k→∞

Pd(T ((k − 1)z, kz) ∈ A, T (0, z) ∈ B) = Pd(T (0, z) ∈ A)Pd(T (0, z) ∈ B).

Now let us remark that for any 0< R ≤ 19, the event

Ak =

{
S

(k−1)z
d

(
k

40

)
⊂ B

(
(k − 1)z, R

k − 1

40

)}
∩

{
S0

d

(
k

40

)
⊂ B

(
0, R

k − 1

40

)}
∩

{
T ((k − 1)z, zk) <

k

40

}
∩

{
T (0, z) <

k

40

}
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decouples the random variablesT ((k−1)z, kz) andT (0, z) for k large enough. Therefore,

Pd(T ((k − 1)z, kz) ∈ A, T (0, z) ∈ B) = Pd(T ((k − 1)z, kz) ∈ A, T (0, z) ∈ B, Ak)

+Pd(T ((k − 1)z, kz) ∈ A, T (0, z) ∈ B, Ac
k).

Now, by decoupling the eventsAk, the first term of the right hand side above can be
expanded as

Pd(T ((k − 1)z, kz) ∈ A, Ak)Pd(T (0, z) ∈ B, Ak)

= Pd(T (0, z) ∈ A)Pd(T (0, z) ∈ B)

− Pd(T (0, z) ∈ A, Ac
k)P (T (0, z) ∈ B)

− Pd(T ((k − 1)z, kz) ∈ B, Ac
k)Pd(T (0, z) ∈ A).

Thus, if 19≥ R ≥ 2, by the estimate (3.5) of Lemma 3.2, which establishes that the set
of visited sites is contained in some ball, and estimate (6.2), for anyn ∈ N andk large
enough,

|Pd(T ((k − 1)z, kz) ∈ A, T (0, z) ∈ B)−Pd(T (0, z) ∈ A)Pd(T (0, z) ∈ B)| ≤ 3Pd(Ac
k)

≤ 6

(
(2k)de−kI (R−1)/40

+
c1

kn

)
,

which completes the proof of part (i). ut

We are now in a position to apply the subadditive ergodic theorem (see Liggett [Li]).
In fact, fix z ∈ Zd , z 6= 0, and consider the family of random variables{T (nz, mz) :
n, m ∈ N}. By Lemma 2.1 this family is subadditive. Then by the stationarity and ergodic
properties proved in Lemma 6.1 and the finite expectation of each of them expressed in
the bound (6.3), we conclude thatPd -a.s.,

lim
n→∞

T (0, nz)

n
= µd(z), (6.4)

where

µd(z) := inf
n≥1

Ed(T (0, nz))

n
= lim

n→∞

Ed(T (0, nz))

n
. (6.5)

Note thatµd(nz) = nµd(z) for everyz ∈ Zd andn ∈ N, andµd(0) = 0. This leads to
the following definition:

Definition 6.1. For eachq ∈ Qd
− {0}, let nq be the smallest positive natural numbern

such thatqn ∈ Zd , and definezq := qnq . Now for anyq ∈ Qd let

µd(q) :=

|q|
µd(zq)

|zq |
if q 6= 0,

0 if q = 0,

(6.6)

whereµd(z) is defined in(6.5). We refer to the set{µd(q) : q ∈ Qd
} as thetime constants

associated to the combustion growth process.
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A similar quantity can be defined in the context of first-passage percolation (see Kesten
[K]) and is analogous to the Lyapunov exponents introduced by Sznitman [Sz1] to study
some large deviation principles of Brownian motion among Poissonian obstacles. In our
context, the quantityµd(q) represents the time needed for the setS0

d(t) to reach the
pointq. We continue with the following linearity and subadditivity properties of the time
constants.

Lemma 6.2. For anyq, r, s ∈ Qd ,

(i) µd(sq) = sµd(q), (6.7)

(ii) µd(q + r) ≤ µd(q) + µd(r). (6.8)

This is a simple consequence of the definition (6.6) of the time constants, and of the
subadditivity of the family{T (x, y) : x, y ∈ Zd

}.
Let us now begin with the proof of Theorem 1.1, defining the set that will correspond

to the limiting shape of the set of visited sites in the combustion growth process.

Corollary 6.1. Consider the following subset ofRd :

Co
d = {q ∈ Qd : µd(q) ≤ 1},

where{µd(q) : q ∈ Qd
} are the time constants associated to the combustion growth pro-

cess. LetCd be the closure ofCo
d in Rd . ThenCd is a closed convex bounded subset ofRd ,

symmetric under permutations of the coordinate axes and with a non-empty interior.

Proof. By definition,Cd is closed. To prove it is convex, it is enough to show thatCo
d is

convex as a subset ofQd . But this is a trivial consequence of the linearity and subadditivity
properties expressed in Lemma 6.2. Next note thatµd(ei) > 0 by Lemma 3.2. This shows
thatCd is bounded along each coordinate axis. Combined with the convexity ofCd , this
implies its boundedness. SinceEd(T (0, ei)) is independent of 1≤ i ≤ d, it follows that
Cd is symmetric under permutations of the axes. Finally, the fact thatEd(T (0, ei)) < ∞

and convexity imply thatCd has a non-empty interior. ut

We now proceed to complete the proof of Theorem 1.1. As a preliminary step, which will
be used as a fill-up technique, we prove the following.

Lemma 6.3. Let s be such thats < 1/(3dEd(T (0, e1))). Then for everya > 0, Pd -a.s.
eventually int , we have

(S0
d(t))ast ⊂ S0

d(t + at),

where forA ⊂ Zd and b > 0, we defineAb := {x ∈ Zd : infy∈A |x − y| ≤ b}, the
b-neighborhood ofA in the Euclidean norm.

Proof. We will essentially use three elements: the subadditivity of{T (x, y) : x, y ∈ Zd
}

(Lemma 2.1); the internal balls assured by inequality (6.1) withn large enough; and the
external balls, giving an upper bound on the speed of growth (Lemma 3.2). We first need
to consider the event that the boundary of the setS0

d(t) of sites visited at timet is contained
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in a ring whose size is proportional tot . So letr > 0 be such thatr < 1/(dEd(T (0, e1)))

and
Et := {B(0, rt) ⊂ S0

d(t) ⊂ B(0, 2t)}. (6.9)

By Lemma 3.2 and (6.1) we know that for everyn there is a constantc2(n, d) such that

Pd(Ec
t ) ≤

c2

tn
+

(2t)d

etI (2)
.

DefineRt := {x ∈ Zd : x ∈ B(0, 2t + ast), x /∈ B(0, rt)}. Let a′ > 0. Now cover
Rt by a finite numberN (independent oft) of balls of radiusa′t . We can suppose that
these balls are{B(txi, a

′t) : xi ∈ R1 for 1 ≤ i ≤ N}. For every ball from this collection
which intersectsSd

0 (t), we choose one pointyi ∈ Sd
0 (t) ∩ B(txi, a

′t). DefineFt :=

Et ∩
⋃N

i=1{B(tyi, 3a′t) ⊂ Sd
0 (3a′t/r)}. Then, by (6.1), (6.9) and translation invariance,

for everyn there is a constantc2(n, d) such that

Pd(F c
t ) ≤

c2

tn
+ N

c2r
n

(3a′t)n
+

(2t)d

etI (2)
. (6.10)

On the other hand, ify ∈ Sd
0 (t)a′t , then there is ayi such that|y − yi | ≤ 3a′. Therefore,

sinceyi ∈ Sd
0 (t), wheneverFt occurs we haveT (0, y) ≤ T (0, yi)+T (yi, y) ≤ t+3a′t/r.

In other words,Sd
0 (t)a′t ⊂ Sd

0 (t + 3a′t/r) ⊂ Ft . If we choosea′
= as, an application of

Borel-Cantelli together with the estimate (6.10) proves the lemma. ut

Now, the following lemma together with Corollary 6.1 finishes the proof of Theorem 1.1.

Lemma 6.4. For everyε > 0, Pd -a.s. there is at0 > 0 such that

[Cd t (1 − ε)] ⊂ S0
d(t) ⊂ [Cd t (1 + ε)] whenevert ≥ t0.

Proof. For r = (r1, . . . , rd) ∈ Rd , we define [r] := ([r1], . . . , [rd ]) ∈ Zd . Let ε > 0.
First we will show thatPd -a.s. eventually int we have

[Cd t (1 − ε)] ⊂ Sd(t). (6.11)

We remark that for anys > 0, if q ∈ Qd
− {0} and zq ∈ Zd is given by Defini-

tion 6.1, then [szq/µd(zq)] = [sq/µd(q)]. Also, (zq)i [s/µd(zq)] ≤ [(zq)is/µd(zq)] ≤

(zq)i([s/µd(zq)] + 1) for 1 ≤ i ≤ d. Finally, if y ∈ Zd differs fromzq at most by one in
each coordinate, then reformulating (6.6) we find that limt→∞ T (0, y[t/µd(y)])/t = 1
Pd -a.s. Combining these three facts we conclude that for everyq ∈ Qd and ε′ > 0,
Pd -a.s. eventually int ,

T (0, [qt (1 − 2ε′)/µd(q)]) ≤ t (1 − ε′). (6.12)

Thus, for everyq ∈ Qd and ε′ > 0, Pd -a.s. eventually int , the point [qt (1 − 2ε′)]
belongs toS0

d(t (1− ε′)). Since [x]a = B(x, a) for x ∈ Zd anda > 0, choosingε′
= ε/2,

by Lemma 6.3 we conclude that there is anr > 0 such that for everyq ∈ Zd , Pd -a.s.
eventually int ,

B([qt (1 − ε)/µd(q)], rtε/2) ⊂ S0
d(t). (6.13)
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Now, choose a numberM = M(ε), depending onε, of pointsq1, . . . , qM ∈ Qd such that
given any pointp ∈ Qd , we have

inf
1≤i≤M

∣∣∣∣ p

µd(p)
−

qi

µd(qi)

∣∣∣∣ <
rε

3
. (6.14)

In other words,rε-neighborhoods of the pointsqi , normalized to be on the boundary of
Cd , cover the boundary ofCd . By (6.13) we conclude thatPd -a.s. eventually int one has⋃

1≤i≤M B([qi t (1− ε)/µd(qi)], rtε/2) ⊂ S0
d(t), where we have used the fact that the set

of pointsq1, . . . , qM is finite. Now, again by Lemma 6.3 (or also directly from (6.1)) we
conclude that ifv = max1≤i≤M |qi |/µd(qi), thenPd -a.s. there is at0 such that

B(0, t0v) ∪

⋃
t0≤s≤t

⋃
1≤i≤M

B([qis(1 − ε)/µd(qi)], rsε/2) ⊂ S0
d(t) (6.15)

whenevert ≥ t0. But by the definition ofv, and by (6.14),

[Cd t (1 − ε)] ⊂ B(0, t0v) ∪

⋃
t0≤s≤t

⋃
1≤i≤M

B([qi t (1 − ε)/µd(qi)], rtε/2).

Hence, by (6.15) we obtain the lower bound (6.11).
To finish the proof one has to show thatPd -a.s. eventually int ,

Sd(t) ⊂ [Cd t (1 + ε)]. (6.16)

First, let us remark that as in (6.12), one can show that for everyq ∈ Qd andε′ > 0,
Pd -a.s. eventually int ,

t (1 + ε′) ≤ T (0, [qt (1 + 2ε′)/µd(q)]). (6.17)

Let us now chooseM(ε) andq1, . . . , qM as in (6.14), and define the raysRqi
(t) := {x /∈

Cd t (1+ε) : x = vqi for somev > 0}. Then, choosingε′
= ε/2 in (6.17), we see thatPd -

a.s. eventually int , (
⋃

1≤i≤M [Rqi
(t (1+ ε))])∩S0

d(t (1+ ε/2)) = ∅. Now, by Lemma 6.3
there is anr > 0 such thatPd -a.s. eventually int one has(S0

d(t))rεt/2 ⊂ S0
d(t (1 + ε/2)).

ThereforePd -a.s. eventually int ,

(S0
d(t))rεt/2 ∩

⋃
1≤i≤M

[Rqi
(t (1 + ε))] = ∅.

By the above and (6.14), there can be no point inS0
d(t) at a distance smaller thanrεt/2

to the raysRqi
, 1 ≤ i ≤ M. It follows thatPd -a.s. eventually int ,

S0
d(t) ⊂ Zd

−

( ⋃
1≤i≤M

[Rqi
(t (1 + ε))]

)
rεt/2

.

But again by (6.14), the right hand side above is contained in [Cd t (1 + ε)]. This proves
(6.16). ut
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7. Non-isotropy under the Euclidean norm

We proceed to prove that for high enough dimensionsd, the limiting shapeCd is not a
ball under the Euclidean norm. It is enough to show that to leading order in time, for high
enough dimensions the growth ofSd(t) is faster in the axial direction than in the diagonal
one. We state this more precisely in terms of the time constants in the following theorem.

Theorem 7.1. Consider a combustion processZ0 starting from the origin in thed-dimen-
sional lattice, and the corresponding time constants{µd(z) : z ∈ Zd

} defined in(6.5). Let
z1 = (1, . . . , 1) ∈ Zd ande1 = (1, 0, . . . , 0) ∈ Zd .

(i) For everyε > 0 there is a constantC(ε) > 0 such that

µd(e1) ≤ Cd1/3+ε wheneverd ≥ C(ε).

(ii) For d ≥ 1, we have
1

|z1|
µd(z1) ≥ d1/2.

To prove (i) we will need to introduce some quantities and prove a couple of lemmas.
First, it will be necessary to define the so calledpoint-to-plane passage times. Given
n ∈ N, we define

U(0, n) := inf
z∈Zd

{T (0, z) : π1z = m},

where for 1≤ i ≤ d, πiz denotes thei-th coordinate ofz. U(0, n) represents the first time
the hyperplaneπ1z = n is visited. The following property of the point-to-plane passage
times will be useful.

Lemma 7.1.

µ(e1) = inf
n≥1

Ed(U(0, n))

n
= lim

n→∞

Ed(U(0, n))

n
.

Proof of Lemma 7.1.Note that for any naturaln we haveU(0, n) ≤ T (0, z) if π1z = n.
It follows from the integrability of the travel times thatU(0, n) is integrable. Now, it is
easy to verify that the family of functionsf (n) := Ed(U(0, n)), indexed by naturaln, is
subadditive. The existence of limn→∞ Ed(U(0, n))/n and the second equality are conse-
quences of this property. The first equality follows easily from the definition of the time
constantµ(e1) together with the convexity of the limiting setCd . ut

Denote byHn = {x ∈ Zd : π1x = n} the hyperplane orthogonal to the first coordinate
axis and passing throughz = (n, 0, . . . , 0). Our second lemma is a key step in the proof
of Theorem 7.1(i). It gives an estimate on the number of visited sites in the hyperplane
H0 for times which are short compared with the dimension.

Lemma 7.2. For every1/5 < β < 2/5 and0 < ε < β − 1/5 there is a constantC(ε)

such that

Pd(|H0 ∩ S0
d(dβ)| ≥ d2β−ε) ≥ 1 − 1012dβ

d
−

d4β−2ε

d2
wheneverd ≥ C(ε).
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Proof of Lemma 7.2. The proof consists basically of two steps. First, we will show that
with a high enough probability which decreases withd, any single random walk in di-
mensiond large enough visitst sites by timet . Hence, by some timedα with α < β,
there aredα random walks. In the second step we will show that if we wait an additional
time of orderdβ , then each one of these random walks will in turn visitdβ new sites,
producing a total ofdβ+α random walks by timedα

+dβ . A key feature of this proof will
be the fact that the dimensiond is much larger than the orderdβ of the times involved.

First recall that the familyZ of combustion growth processes can be constructed from
the family of underlying free random walksX := {Xx : x ∈ Zd

} (see Section 2). We
denote byCx(t) the set of visited sites ofXx up to timet . Our first step will be to obtain
a uniform estimate on the cardinality ofC0(t) intersected with a collection of sets of high
enough cardinality. More precisely, we will prove that

inf
A⊂Zd : |A|≤d4/5

Pd

(
|C0(t) − A| ≥

t

100

)
≥ 1 − exp

{
−

t

100

}
(7.1)

wheneverd ≥ 4 andt ≤ d/2. So for the moment fixA ⊂ Zd such that|A| ≤ d4/5. Set

A := {i : 1 ≤ i ≤ d and|πiz| = 1 for somez ∈ A}.

Note that since|A| ≤ d4/5, also |A| ≤ d4/5. Now, we can estimate the cardinality of
C0(t)−A in terms of the number of coordinates of the random walkX0 that have changed
up to timet and do not belong toA. In fact,

|C0(t) − A| ≥

∑
i∈Ac

(1 − θi(t)),

whereAc denotes the complement ofA in {1, . . . , d} andθi(t) denotes the random vari-
able which has the value 0 ifX0 has performed a jump in thei-th coordinate, and 1
otherwise. Therefore,

Pd

(
|C0(t) − A| ≥

t

100

)
≥ Pd

( ∑
i∈Ac

θi(t) ≤ d(Ac) −
t

100

)
, (7.2)

whered(Ac) := |Ac
|. Now, by the Chebyshev inequality for everyλ > 0,

Pd

( ∑
i∈Ac

θi(t) ≥ d(Ac) −
t

100

)
≤ Ed(eλ

∑
i∈Ac θi (t))e−λ(d(Ac)−t/100)

= ((1 − e−t/d) + e−t/deλ)d(Ac)e−λ(d(Ac)−t/100), (7.3)

where we have used the independence of the random variablesθi and the fact they have
a Bernoulli distribution of parametere−t/d . Now, using the boundse−x

≤ 1 − x + x2

and 1− e−x
≤ x, valid for x ≥ 0, we can conclude that(1 − e−t/d) + e−t/deλ

≤

t/d + (1 − t/d + (t/d)2)eλ. Hence, we can upper bound the left hand side of (7.3) by(
1−

(
1−

t

d
−e−λ

)
t

d

)d(Ac)

eλt/100
≤ exp

{
−

(
1−

t

d
−e−λ

)
d(Ac)

d
t +λ

t

100

}
. (7.4)
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Now, sinced ≥ 4, we have 1− 1/d1/5
≥ 0.2. On the other hand, sincet ≤ d/2 we have

1 − t/d − e−1
≥ 1/2 − 2/5 = 1/10. Hence, using the fact thatd(Ac) ≥ d − d4/5 we

conclude that

d(Ac)

d

(
1 −

t

d
− e−1

)
≥

(
1 −

1

d1/5

)(
1

2
− e−1

)
≥

1

50
.

Therefore, forλ = 1, the left hand side of (7.4) can be upper bounded by exp{−t/100}.
Substituting this back in (7.4) and (7.2), we obtain (7.1).

We are now ready for the second step of the proof. Let 0< α < β < 2/5 andd ≥ 4.
By (7.1), we know that with a very high probability, at timedα, the first random walk
Z0

0 of the combustion process, which starts from the origin, has visiteddα/100 sites. If
d is large enough, thendβ

� dα in the sense that limd→∞ dα/dβ
= 0. We want to

argue that each of the random walksZ0
n, n ≥ 1, created by the first oneZ0

0 between
times 0 anddβ , will visit about dβ/100 different sites, making a total ofdα+β/10000
new random walkers. First, let us linearly order the sites ofZd . Then each subset ofZd

inherits this order and we can writeC0(d
α) = {x1, . . . , xn}, wheren := |C0(d

α)| and
x1 = 0 < x2 < · · · < xn. Now, given any subsetA ⊂ Zd andm ∈ N we denote by(A)m
the firstm sites ofA according to this order ifm ≤ |A|, while (A)m = A if m ≥ |A|. We
then make the following recursive definition. First, letA1 := C0(d

α) and

A2 := Cxn(d
β) − (A1)dβ .

Note thatA2 is a subset of the set of sites visited by the random walkXxn up to timedβ

and which do not belong to(A1)dβ . We then define recursively, for 2≤ k ≤ n,

Ak := Cxn+2−k
(dβ) −

k−1⋃
i=1

(Ai)dβ .

Now let E1 be the event that|C0(d
α)| ≥ dα/100, and for 2≤ i ≤ n, Ei the event that

|Ai | ≥ dβ/100. Furthermore, defineF1 as the event that the random walkX0 has not
exited the hyperplaneH0 before timedα, andF2 as the event that at leastn ∧ dα

− 2
random walks from the set ofn ∧ dα

− 1 random walks{Xx2, Xx3, . . . , Xxn∧dα
} have not

exited the hyperplaneH0 before timedβ . Note that

n∧dα⋃
i=1

(Ai)dβ ⊂ S0
d(dα

+ dβ).

Since by definition, the collection{(Ai)dβ : i ≥ 1} of sets is disjoint, andn ∧ dα
− 2 ≥

dα/100− 2, we have the lower bound

Pd

(
|H0 ∩ S0

d(dα
+ dβ)| ≥

(
dα

100
− 2

)
dβ

100

)
≥ Pd

(
{F1 ∩ E1} ∩

n∧dα⋂
i=2

Ei ∩ F2

)
. (7.5)
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Using the estimatePd(A ∩ B) ≥ Pd(A) + Pd(B) − 1 for any eventsA, B, we can lower
bound the right hand side of the above expression by

Pd (F1 ∩ E1 ∩ F2) + Pd

( n∧dα⋂
i=1

Ei

)
− 1. (7.6)

Now, note thatPd(F1∩E1∩F2) = Pd(F2 | F1∩E1)Pd(F1∩E1). But the probability ofF1
is the probability that a one-dimensional random walk of total jump rate 1/d does not exit
the origin by timedα. Thus,Pd(F1) = exp{−dα/d}, andPd(F1 ∩ E1) ≥ exp{−dα/d} +

Pd(E1)−1. Similarly, if we defineX as theσ -algebra generated by the random walkX0,
andp := n ∧ dα

− 1, we have

Pd(F2 | F1 ∩ E1) = Ed(Ed(F2 |X ) | F1 ∩ E1)

= Ed(Ed((e−dβ/d)p + p(e−dβ/d)p−1(1 − e−dβ/d) | F1 ∩ E1)).

But since 1− x ≤ e−x
≤ 1 − x + x2/2 for 0 ≤ x ≤ 1, the argument of the expectation

above is lower bounded by

1 − p(p − 1)
d2β

d2
+ p(p − 1)

d3β

d3
− p

d2β

d2
≥ 1 − p2d2β

d2

wheneverp ≥ 1. But onF1 we havedα/100− 1 ≤ p ≤ dα. Thus, ifd ≥ 2001/α, we
obtain the lower bound

Pd(F2 | F1 ∩ E1) ≥ 1 −
d2α+2β

d2
.

Using again the estimatee−x
≥ 1 − x for 0 ≤ x ≤ 1, and inequality (7.1), we see that

Pd(F1 ∩ E1 ∩ F2) ≥

(
1−

d2α+2β

d2

)(
1− e−

dα

100 −
dα

d

)
≥ 1− (1+ 4004)

dβ

d
−

d2α+2β

d2

wheneverd ≥ max{2001/α, (100(1 − α)/α)1/α
}, where we used the fact thate−dα/100

≤

4004dα/d for d ≥ (100(1 − α)/α)1/α and that(1 − α)/α ≤ 4 for 1/5 ≤ α ≤ 2/5.

To estimate the second termPd(
⋂n∧dβ

i=1 Ei) of (7.6), since for anym ≤ dα, we have
|
⋃m

i=1(Ai)dβ | ≤ dα+β
≤ d4/5 (because 0< α < β < 2/5), we can apply recursively,

via conditional expectation, inequality (7.1) to conclude that

Pd

( n∧dβ⋂
i=1

Ei

)
≥ (1 − e−dα/100)(1 − e−dβ/100)d

β

. (7.7)

Now, for anyy > 0 we have 1− 1/y ≤ e−1/y
≤ 1 − 1/(1 + y). Therefore,

(1 − e−dβ/100)d
β

≥ exp

{
−

dβ

edβ/100 − 1

}
≥ 1 −

dβ

edβ/100 − 1
.
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But sinceex
≥ x for x ≥ 0, we haveedδ/100

≥ d(δ/100)1/δ for any δ > 0. Therefore,
edδ/100

− 1 ≥
1
2d(δ/100)1/δ wheneverd ≥ 2(100/δ)1/δ. Hence, from (7.7) and the

supposition thatβ ≥ α ≥ 1/5, we see that

Pd

( n∧dβ⋂
i=1

Ei

)
≥

(
1 −

1

d

(
100

α

)1/α)(
1 −

dβ

d

(
100

β

)1/β)
≥ 1 − 3

dβ

d
5005

wheneverd ≥ 2 × 5005. Putting together (7.5)–(7.7) we obtain

Pd

(
|H0 ∩ S0

d(dα
+ dβ)| ≥

(
dα

100
− 2

)
dβ

100

)
≥ 1 − 5 × 5005dβ

d
−

d2α+2β

d2
,

wheneverd ≥ 1011, where we used the fact that 2× 5005
≤ 1011. Finally, choosing

α = β − ε we obtain the desired conclusion. ut

Proof of Theorem 7.1. Proof of part (i).We will make use of Lemma 7.1, so that good
enough lower bounds on the tail probabilitiesPd(U(0, 1) > t) of the point-to-plane pas-
sage times will prove the theorem. First fix 2/5 > γ > β > 1/5 and 0< ε < β − 1/5.
Note that

Pd(U(0, 1) ≤ dγ )

= Pd(U(0, 1) ≤ dγ
| |H0 ∩ S0

d(dβ)| ≥ d2β−ε)Pd(|H0 ∩ S0
d(dβ)| ≥ d2β−ε). (7.8)

The probabilityPd(U(0, 1) > dγ
| |H0 ∩ S0

d(dβ)| ≥ d2β−ε) can be bounded above by
the probability thatd2β−ε independent random walks in the hyperplaneH0 at timedβ

do not hit the hyperplaneH1 by time dγ . If td := dγ
− dβ , this bound is given by

P(τ > td)d
2β−ε

, whereP is the law of a one-dimensional simple symmetric random walk
xt of total jump rate 1/d starting from the origin 0, andτ is the first hitting time to 1.
Now, P(τ > td) ≤ P(xtd ≤ 0). On the other hand,P(xtd ≤ 0) = Q(Ntd − Mtd ≤ 0) =∑

∞

m=0 Q(Ntd ≤ m)Q(Mtd = m), whereNs andMs , s ≥ 0, are independent Poisson
processes of rate 1/(2d), andQ is their joint law. We therefore have

P(τ > td) ≤ e−td/d
+ td/(2d)e−td/(2d)

∞∑
m=0

Q(Ntd ≤ m + 1)
1

(m + 1)!

(
td

2d

)m

≤ e−td/d
+

td

2d
≤ 1 −

(
td

td + d
−

td

2d

)
,

where in the last inequality we used the fact thate−1/y
≤ 1 − 1/(1 + y) for y > 0. But

for d ≥ 21/(1−γ ), we havetd ≤ dγ
≤ d/2 and hencetd/(td + d) ≥

2
3td/d, so that

td

td + d
−

td

2d
≥

1

6

td

d
.

It follows that wheneverd ≥ 21/(1−γ ) then

P(τ > td) ≤ 1 −
1

6

td

d
.
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Thus, wheneverd ≥ 21/(1−γ ) we have

Pd(U(0, 1) > dγ
| |H0 ∩ S0

d(dβ)| ≤ d2β−ε) ≤

(
1 −

1

6

td

d

)d2β−ε

.

And sincetd ≥ dγ /2 whend ≥ 21/(γ−β), we see that ifd ≥ max{21/(γ−β), 21/(1−γ )
},

then

Pd(U(0, 1) > dγ
| |H0 ∩ S0

d(dβ)| ≤ d2β−ε) ≤

(
1 −

1

12

1

d1−γ

)d2β−ε

.

Plugging this estimate into inequality (7.8) and using Lemma 7.2 with 0< β < 2/5 to
bound the second factor of the right hand side of (7.8), we get

Pd(U(0, 1) ≤ dγ ) ≥

(
1 −

(
1 −

1

12

1

d1−γ

)d2β−ε)
·

(
1 − 1012dβ

d
−

d4β−2ε

d2

)
≥

(
1 − exp

{
−

1

12

d2β−ε

d1−γ

})
·

(
1 − 1012dβ

d
−

d4β−2ε

d2

)
wheneverd ≥ C′(ε, β, γ ), whereC′(ε, β, γ ) is some constant depending only onε, β

andγ . Choosingβ = 1/3 + ε, γ = 1/3 + 2ε, andε > 0 small enough, we see that
the exponential in the above inequality decreases to zero like exp{−2ed3ε

}. Hence, for
d ≥ C′′(ε), whereC′′(ε) is a constant depending only onε, we have

Pd(U(0, 1) > d1/3+2ε) ≤ 2
d1/3+2ε

d
. (7.9)

On the other hand, it is not difficult to see, using a similar argument and Theorem A.1(ii),
that there is a constantC > 0 such that

Pd(U(0, 1) ≥ t) ≤

(
C

d1/2

t1/2

)dβ−ε

(7.10)

whenevert ≥ d1+ε . From estimates (7.9) and (7.10) we easily conclude that there is a
constantC′′′(ε) such that

Ed(U(0, 1)) = Ed(U(0, 1), U(0, 1) ≤ d1/3+2ε)

+ Ed(U(0, 1), d1/3+2ε < U(0, 1) ≤ d1+ε)

+ Ed(U(0, 1), U(0, 1) ≥ d1+ε)

≤ d1/3+2ε
+ 2d1/3+3ε

+ o(d1/3),

wheneverd ≥ C′′′(ε). Now Lemma 7.1 completes the proof of part (i).

Proof of part (ii). Let ε > 0 andn ∈ N. Note thatPd(T (0, [(1 + 2ε)n] · z1) ≤ nd) ≤

1 − Pd(S0
d(nd) ⊂ B1(0, (1 + ε)nd)). Hence, by (3.5),

Pd(T (0, [(1 + 2ε)n] · z1) ≤ nd) ≤
((1 + ε)nd)d

endI (ε)
.
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We then have

Ed(T (0, [(1 + 2ε)n] · z1)) ≥ nd · (1 − Pd(T (0, (1 + ε)n · z1) ≤ nd))

≥ nd ·

(
1 −

((1 + ε)nd)d

endI (ε)

)
.

Dividing this inequality byn, and lettingn→∞ andε→0, we conclude thatµd(z1)≥d

for d ≥ 1. ut

8. Proof of the density theorem

Let us define the empirical measure of particles at timet , associated to the combustion
growth process starting from site 0, asη(t) := {ηx(t) : x ∈ Zd

}, where

ηx(t) :=
∞∑

n=0

1x(Z
0
n(t))

represents the total number of particles at sitex at timet and1x(y) is the indicator func-
tion of the sitex ∈ Zd . The empirical measure is a measure on the spaceM = NZd

,
endowed with its Borelσ -algebraC. Let us recall the following notation introduced in
Remark 1.2: given a measureα defined on(M, C) and some subset3 ⊂ Zd , we denote
byα3 the restriction ofα toM3 := N3 endowed with its Borelσ -algebra. In this section
we will prove Theorem 1.2. Namely,

Theorem 1.2. Letν be the product Poisson measure of parameter1 on (M, C). Then

lim
t→∞

µ(t) = ν,

where the convergence is in the sense of the weak topology onM.

The first step in the proof is a comparison result between the combustion growth process
and a periodic combustion growth process defined below. For a naturalN , consider the
groupZ2N+1 of integers modulo 2N + 1. We denote byZd

2N+1 the direct product ofd
copies of this group. Consider the homomorphismh : Zd

→ Zd
2N+1 which mapsz =

(z1, . . . , zd) ∈ Zd to h(z) := (〈z1〉, . . . , 〈zd〉) ∈ Zd
2N+1, where for 1≤ i ≤ d, 〈zi〉 is the

equivalence class ofzi modulo 2N +1. Note that underh the set3N := [−N, N ]d ⊂ Zd

can be identified withZd
2N+1 and both are isomorphic if a proper addition operation is

defined on3N . We recall the notation{ei : 1 ≤ i ≤ d} for the canonical basis ofZd . We
will similarly denote by{ēi : 1 ≤ i ≤ d} the canonical generators of the groupZd

2N+1.
In analogy with the construction of Section 2, it is possible to define a periodic com-

bustion growth process on thed-dimensional groupZd
2N+1, starting from the origin. Thus,

initially there is a simple symmetric continuous time total jump rate one random walk at
0 ∈ Zd

2N+1, and thereafter, each time a random walk visits an unvisited site, it branches.
As in Section 2, this can be formalized by defining first a familyXN := {Xx

N : x ∈ Zd
}
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of independent random walksXx
N onZd

2N+1, each being simple, symmetric of total jump
rate one and such thatXx

N starts from sitex ∈ Zd
2N+1. We letRd,N be the corresponding

probability measure defined on the Skorokhod space�N
d := D([0, ∞); Zd

2N+1), endowed
with its Borelσ -algebraBN

d . We denote byEd,N the expectation associated toRd,N . Then
we define the successive random walksZn,N , n ≥ 1, so that the initial oneZ0,N := X0

N

starts from the origin, and the next ones have the dynamics given by the random walk
from the familyXN starting from the same site. Furthermore, following (2.1), we letτn,N ,
n ≥ 1, denote the successive creation times of the random walksZn,N ; as in (2.2) we let
κn,N , n ≥ 1, denote the index of the random walk within the set{Z1,N , . . . , Zn−1,N },
which createdZn,N ; and as in (2.4) we letS0

d,N (t) denote the set of sites ofZd
2N+1 visited

by time t . Finally, we call the setZN := {Zn,N : n ∈ N} of random walks theperiodic
combustion growth process at scaleN starting from the origin. Define theoccupation
field at timet for this process asηN (t) := {ηN

x (t) : x ∈ Zd
2N+1}, where

ηN
x (t) :=

(2N+1)d∑
n=0

1x(Zn,N (t)).

The above sum stops at(2N +1)d because no more than(2N +1)d random walks can be
created. Due to the identification ofZd

2N+1 with 3N , given any local functionf on NZd

with supportA ⊂ Zd , for N such thatA ⊂ 3N the quantityf (ηN ) is well defined. The
next lemma tells us that at a certain scale, the occupation field of the combustion growth
process is close to that of the periodic combustion growth process.

Lemma 8.1. Let f be some local function onM = NZd
. LetN : [0, ∞) → [0, ∞) be

an increasing function. If there is anε > 0 such thatN(t) � t1/2+ε , then

lim
t→∞

|Ed(f (η(t)) − Ed,N(t)(f (ηN(t)(t))| = 0.

Proof. To simplify notation we will shortenN(t) to N . Note that for eachx ∈ Zd
2N+1,

the quantityh(Xx) ∈ Zd
2N+1, whereh is the homomorphism defined above, has the same

law as the random walkXx̄
N , where〈x̄〉 = x. Now, letA be the support off . Then clearly,

limt→∞ |Ed(f (η(t))−Ed,N(t)(f (ηN(t)(t))| is smaller than supx∈A |f (x)|, which is finite
becauseA is finite (f being local), times the probability that some random walkXx has
traveled from some sitey /∈ 3N to the supportA of f in a time smaller thant . Since
N � t1/2+ε for someε > 0, from Theorem A.1(i) controlling the hitting probabilities of
random walks, we see that this probability goes to 0. ut

In the second step of our proof we will establish a relationship involving the multi-
parametric Laplace transform of the occupation field of the periodic combustion growth
process at scaleN on a subset3 ⊂ Zd

2N+1, which will enable us to decouple those
particles which contribute in the computation of the Laplace transform (those born in a
√

t-neighborhood of3) from those which do not (born in a
√

t-neighborhood of3).
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Lemma 8.2. Let N ∈ N and 3 ⊂ Zd
2N+1. Consider a familyλ := {λx : x ∈ 3} of

parameters indexed by3. Then

Ed,N

(
exp

{
−

∑
x∈3

λxη
N
x (t)

})
= T(2N+1)d−1 ◦ T(2N+1)d−2 ◦ · · · ◦ T1 ◦ T0(1̄). (8.1)

Here, for each0 ≤ k ≤ (2N + 1)d − 1, the operatorTk : CN
B → CN

B , whereCN
B is the

space of real-valued functions on(�N
d )N, is defined by

Tk(g)(w) := Ed,N (g(ZN ) exp{−λ3
Z

(2N+1)d−k,N
(t)} |Z1,N , . . . , Z(2N+1)d−k−1,N )(w)

(8.2)

w ∈ (�d)N, with λ3
x := λx for x ∈ 3 and0 otherwise, and̄1 ∈ (�N

d )N is the constant
function equal to1.

Proof. First observe that
∑

x∈3 λxη
N
x (t) =

∑(2N+1)d

n=1 λ3
Zn,N (t). Therefore,

Ed,N

(
exp

{
−

∑
x∈3

λxη
N
x (t)

})
= Ed,N (Ed,N (e

−
∑(2N+1)d

n=2 λ3
Zn,N (t)

| Z1,N )e
−λ3

Z1,N (t)).

Iterating this conditioningNd
− 1 times, we obtain (8.1). ut

At this point we need the following version of Theorem 1.1, in the context of the periodic
combustion growth process. Here, for any subsetA ⊂ Rd , we define [A]N := A ∩

[−N, N ]d ∩ Zd .

Proposition 8.1. There is a closed convex bounded subsetCd ⊂ Rd , symmetric under
permutations of the coordinate axes and with non-empty interior, such that for every
ε > 0, and every functionf : [0, ∞) → [0, ∞) with limt→∞ f (t) = ∞ andf (t) � t ,
one has

lim
t→∞

Rd,[t ]([Cdf (t)(1 − ε)][t ] ⊂ S0
d,[t ](f (t)) ⊂ [Cdf (t)(1 + ε)][t ]) = 1. (8.3)

Furthermore, ford large enough,Cd is not a ball under the Euclidean norm.

Remark 8.1. The setCd is the same subset of Theorem 1.1.

Proof. Let x ∈ Zd . Note that wheneverx ∈ 3N andXx is a random walk which has
not exited3N in the time interval [0, t ], then the random walkh(Xx) = Xh−1(x) in
Zd

2N+1 is in the same position asXx in the sense that given integers{ni : 1 ≤ i ≤ d}

we haveXx
=

∑d
i=1 niei if and only if Xh−1(x)

=
∑d

i=1 ni ēi . It follows that whenever
f (t) × diam(Cd) < t , where diam(Cd) is the diameter ofCd , then the event of the
right hand side of (1.1) occurs if and only if the event [Cdf (t)(1 − ε)] ⊂ S0

d(f (t)) ⊂

[Cdf (t)(1 + ε)] occurs in the standard combustion growth process. But the probability
Pd of such occurrence tends to one by Theorem 1.1. ut
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We continue with the proof of Theorem 1.2 via another lemma, which shows that in the
recursion formula (8.1) of Lemma 8.2 we can eliminate those particles which are born
very far away from the subset3 (at a distance larger than

√
t). This time whenever we

have a subset3 ⊂ Zd and a naturalN such that3 ⊂ [−N, N ]d we will identify 3 with
the corresponding subset ofZd

2N+1 and denote it by the same symbol. In analogy with
the definition prior to Proposition 3.1, we define inZd

2N+1 a ball centered atx ∈ Zd
2N+1

of radius r as B(x, r)N := {y ∈ Zd
2N+1 : |y − x| ≤ r}, where | · | is the natural

Euclidean metric inZd
2N+1, defined by|z| =

√∑d
i=1(ēi)2 for z =

∑d
i=1 ēi . For the

following lemmas, we need to introduce two important events. Letr, R ands be positive
real numbers. We first define the event that at times, the set of visited sites of the periodic
combustion process at scaleN contains a Euclidean ball of radiusr,

IN,r,s := {B(0, r)N ⊂ S0
d,N (s)}. (8.4)

Secondly, we define the event that at times, the set of visited sites of the periodic com-
bustion process at scaleN is contained in a Euclidean ball of radiusR,

ON,R,s := {S0
d,N (s) ⊂ B(0, R)N }. (8.5)

Finally, in what follows we will denote byRd := sup{|x| : x ∈ Cd} andrd := inf{|x| :
x /∈ Cd} the outer and inner radius, respectively, of the convex setCd .

Lemma 8.3. Let 3 ⊂ Zd be some fixed subset. Consider a family of parametersλ :=
{λx : x ∈ 3}. LetN := [t ]. Then

lim
t→∞

|Ed,N (e−
∑

x∈3 λ(x)ηN
x (t))−T(2N+1)d−1◦T(2N+1)d−2◦ · · ·◦TNd−M(1̄)| = 0, (8.6)

whereM := [ct2d/3], c is an arbitrary constant and for0 ≤ k ≤ (2N + 1)d − 1, Tk and
1̄ ∈ (�N

d )N are defined in Lemma8.2.

Proof. Fix k so thatM ≤ k ≤ (2N + 1)d . If pN
t (x, y) is the probability that a simple

symmetric random walk of total jump rate one onZd
2N+1 starting fromx ∈ Zd

2N+1 is at
sitey ∈ Zd

2N+1 at timet , we have

Ed,N (e
−λ3

Zk,N (t)
| Z1,N , . . . , Zk−1,N ) =

∑
x∈Zd

2N+1

pN
(t−τk,N )+

(Zk,N (τk,N ), x)e−λ3
x

= 1 +

∑
x∈3

pN
(t−τk,N )+

(Zk,N (τk,N ), x)(e−λ3
x − 1). (8.7)

Now fix four positive realss1, s2, r1 andr2. Note that if the eventON,r1,s1 occurs then
every random walk of the periodic combustion growth process which starts from some
site outside the ballB(0, r1)N is born at a time larger than or equal tos1. On the other
hand, ifIN,r1,s2∩ON,r2,s2 occurs, then every random walkZk,N such thatk ≥ |B(0, r2)N |

is born outsideB(0, r1)N . Thus, ifON,r1,s1 ∩IN,r1,s2 ∩ON,r2,s2 occurs, then every random
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walk Zk,N such thatk ≥ |B(0, r2)N | is born at a distance larger thanr1 from the origin.
In other words,

ON,r1,s1 ∩ IN,r1,s2 ∩ ON,r2,s2 ⊂

(2N+1)d⋂
k=[wd rd

2 ]

{|Zk,N (τk,N )| ≥ r1}.

Let us now chooser2 so that [wdrd
2 ] = M = [ct2d/3] and r1 = r2/2. Also we let

s1 = r2/(4Rd). Thus, we chooser1 = c1/d t2/3/w
1/d
d . With these choices ofr1, r2 ands1

and an appropriate choice ofs2, Proposition 8.1 yields limt→∞ Rd,N (ON,r1,s1 ∩ IN,r1,s2 ∩

ON,r2,s2) = 1 and hence
lim

t→∞
Rd,N (AM) = 1 (8.8)

for AM :=
⋂(2N+1)d

k=M {|Zk,N (τk,N )| ≥ a1t
2/3

} anda1 = c1/d/w
1/d
d .

Now, a simple estimate (for example a local central limit theorem for a periodic ran-
dom walk like Theorem A.1(i)) shows that onAM , for x ∈ 3 andk such thatM ≤ k ≤

(2N + 1)d , we have
pN

(t−τk)+
(Zk,N (τk), x) ≤ Ke−Kt1/4

for some constantK. Substituting this back into (8.7) we conclude that onAM ,

Ed,N (e
−λ3

ZN
k

(t)
| ZN

1 , . . . , ZN
k−1) =

∑
x∈T d

N

pN
(t−τk)+

(ZN
k (τk), x)e−λ3

x

= 1 + o2(t), (8.9)

where|o2(t)| ≤ Ke−Kt1/4
. Thus, iterating (8.9) fromk = (2N + 1)d to k = M and using

Lemma 8.2 together with the fact that the probability ofAM tends to one (see (8.8)), we
finish the proof of (8.6). ut

The following lemma enables us to decouple the dynamics of those particles born be-
fore times∼t2/3. In order to have a reasonable filtration, we will also need to introduce
a branching process analogous to the processY0 defined in (2.5). Thus for each fixed
naturalN , we perform a construction analogous toY0 and define aperiodic branch-
ing combustion processYN := {Yn,N : n ∈ N} so that eachYn,N is a random walk
on Zd

2N+1 starting from the origin. We now letFN := {Ft,N : t ∈ [0, ∞)}, where
Ft,N := σ (YN (s) : s ∈ [0, t ]) is theσ -field generated byYN between timess = 0 and
s = t . In what follows, given an eventE of the Borelσ -algebra of�N

d , we denote by1E

its indicator function.

Lemma 8.4. Let 3 ⊂ Zd be some fixed subset. Consider a family of parametersλ :=
{λx : x ∈ 3}. Letr be a positive constant such thatr < inf{|x| : x /∈ Cd} = rd . Then

lim
t→∞

∣∣∣Ed,[t ](e
−

∑
x∈3 λ(x)η

[t ]
x (t))−Ed,[t ]

(
1At ·

[wd rd t2d/3]∏
k=1

Ed,[t ](e
−λ3

Zk,[t ] (t) |Ft2/3,[t ])
)∣∣∣ = 0,

(8.10)
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whereAt := I[t ],rt2/3,t2/3, and as defined in(8.4), I[t ],rt2/3,t2/3 is the event that the set of
sites visited at timet2/3 contains a Euclidean ball of radiusrt2/3.

Proof. Note that Lemma 8.3 implies that

Ed,[t ]

(
exp

{
−

∑
x∈3

λ(x)η[t ]
x (t)

})
= Ed,[t ]

(
exp

{
−

[wd rd t2d/3]∑
k=1

λ3
Zk,[t ](t)

})
+ o(t).

Now, by Proposition 8.1 we know thatRd,[t ](A
c
t ) = o(t). Hence,

Ed,[t ]

(
exp

{
−

∑
x∈3

λ(x)η[t ]
x (t)

})
= Ed,[t ](1At · Ed,[t ](e

−
∑[wd rd t2d/3]

k=1 λ3
Zk,[t ] (t) |Ft2/3,[t ])) + o(t). (8.11)

Now, in the eventAt we haveτk,[t ] ≤ t2/3 for k ≤ wdrd t2d/3. Thus, at timet2/3 in
the eventAt , all particlesZk,[t ] with k ≤ wdrd t2d/3 have been born, and hence their
dynamics become independent ofAt when conditioned on theσ -field Ft2/3,[t ] . Hence,
the conditioning on the right hand side of (8.11) decouples the sum in the exponential, so
that

Ed,[t ](1At · Ed,[t ](e
−

∑[wd rd t2d/3]
k=1 λ3(Zk,[t ](t)) |Ft2/3,[t ]))

= Ed,[t ]

(
1At ·

[wd rd t2d/3]∏
k=1

Ed,[t ](e
−λ3(Zk,[t ](t)) |Ft2/3,[t ])

)
. (8.12)

This completes the proof of the lemma. ut

In order to prove Theorem 1.2 we will need to define two events. For this purpose letr ′

be any positive constant chosen so that 4Rdr ′ < inf{|x| : x /∈ Cd}. The first event is

Bt := I[t ],rd r ′t2/3,2r ′t2/3 ∩ O[t ],4Rd r ′t2/3,2r ′t2/3

= {B(0, rdr ′t2/3)[t ] ⊂ S0
d,[t ](2r ′t2/3) ⊂ B(0, 4Rdr ′t2/3)[t ]}. (8.13)

Note that Proposition 8.1 implies that

lim
t→∞

Rd,[t ](B
c
t ) = 0. (8.14)

The eventBt defined in (8.13), ensures that ifr is chosen so that 4Rdr ′ < r < inf{|x| :
x /∈ Cd}, then the random walksZk,[t ] of the right hand side of (8.10) are born from a set
of sites containing a Euclidean ball of radiusrdr ′t2/3. Furthermore, (8.14) ensures that
this happens with a probability converging to one. Next, choosingr as above, we define
the second event as

Ct :=
[wd rd t2/3]⋂

k=1

{|Zk,[t ](t
2/3) − Zk,[t ](τk,[t ])| ≤ t4/9

}.
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In other words,Ct is the event that at timet2/3, none of the first [wdrd t2/3] born random
walks has moved a distance larger thant4/9 from its point of departure. This time note that
the probability ofCc

t is upper bounded by the probability that there is some random walk
from a set of [wdrd t2/3] independent simple symmetric random walks onZd , which is at
a distance larger thant4/9 from its point of departure at timet2/3. Now, from Theorem
A.1(i), we know that the probability that a single random walk is at a distance larger than
t4/9 from its point of departure at timet2/3 is bounded above byk1e

−k2t
1/9

, for appropriate
constantsk1 andk2. Here we have used the fact that the quantitytI (t4/9/t) behaves like
t8/9−1

= t2/9 times a slowly varying function whent → ∞. We thus conclude that

Rd,[t ](C
c
t ) ≤ k1[wdrd t2/3]e−k2t

1/9
,

and hence that

lim
t→∞

Rd,[t ](C
c
t ) = 0. (8.15)

Let us now remark that in order to prove Theorem 1.2 it is enough to show that for every
finite 3 ⊂ Zd and a family of parameters{λx : x ∈ 3},

lim
t→∞

Ed

(
exp

{
−

∑
x∈3

λxηx(t)
})

= exp
{
−

∏
x∈3

(e−λx − 1)
}
. (8.16)

Indeed, the right hand side is the multi-parametric Laplace transform of the product Pois-
son measure of parameter 1 onN3. Hence (8.16) implies that limt→∞ µ(t) = ν weakly.
But by Lemmas 8.1 and 8.4 and by (8.14) and (8.15), it is enough to prove that

lim
t→∞

Ed,[t ]

(
1At · 1Bt · 1Ct ·

[wd rd t2d/3]∏
k=1

Ed,[t ](e
−λ3

Zk,[t ] (t) |Ft2/3,[t ])
)

= e−
∏

x∈3

(
e−λx −1

)
,

(8.17)
which in turn we will do by showing that

lim
t→∞

sup
w∈At∩Bt∩Ct

∣∣∣ [wd rd t2d/3]∏
k=1

Ed,[t ](e
−λ3

Zk,[t ] (t) |Ft2/3,[t ])(w) − e−
∏

x∈3(e−λx −1)
∣∣∣ = 0.

(8.18)
In fact, (8.17) follows from (8.18), (8.14), (8.15) and the fact that limt→∞ Rd,[t ](A

c
t ) = 0.

So let us now turn to (8.18). First note that forw ∈ At and 1≤ k ≤ [wdrd t2d/3] we can
write

Ed,[t ](e
−λ3

Zk,[t ] (t) |Ft2/3,[t ])(w) =

∑
x∈Zd

2N+1

p
[t ]
t−t2/3(Zk,[t ](t

2/3), x)e−λ3
x .

Combining this with the fact that onBt , the random walksZk,[t ] with 1≤k≤ [wdrd t2d/3]
are born from a set of sites containing a ball of radiusrdr ′t2/3, and the fact that onCt
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none of those random walks is at a distance larger thant4/9 from its point of departure at
time t2/3, we conclude that forw ∈ At ∩ Bt ∩ Ct ,

[wd rd t2/3]∏
k=1

Ed,[t ](e
−λ3

Zk,[t ] (t) |Ft2/3,[t ])(w)

=

∏
y∈B(0,rd r ′t2/3)

[ ∑
x∈Zd

2N+1

p
[t ]
t−t2/3(X

y
N (t2/3) + xy, x)

]
×

∏
k∈S

[ ∑
x∈Zd

2N+1

p
[t ]
t−t2/3(Zk,[t ](t

2/3), x)
]
, (8.19)

wherexy(w) ∈ Zd
2N+1 are random sites such that|xy | ≤ t4/9 andS(w) is a random

subset of the set of indices 1≤ k ≤ [wdrd t2d/3] such that the corresponding random
walksZk,[t ] are born from sites outside a ball of radiusrdr ′t2/3. A computation similar
to the proof of Lemma 8.4 shows that the second factor of the right hand side of (8.19)
converges to 1 uniformly inw. On the other hand, using the local central limit theorem,
it is easy to compute that the first factor converges uniformly toe−

∏
x∈3(e−λx −1). This

proves (8.18).

9. Appendix

This section has a technical character; we derive some asymptotic estimates for the prob-
ability that a random walk starting from a sitext , depending on timet , hits the origin
by time t . The estimates are more precise than what is needed for the proof of Theorem
1.1, but are included here for completeness. We do not claim any originality about them
whatsoever, but considering that they are elementary to derive and we were unable to
find proper references up to this precision, we have decided to include them here (see
Lemma 2 of Bramson, Cox and Le Gall [BCL] for similar estimates).

Theorem A.1. Letτ be the first hitting time of the origin by a continuous time symmetric
simple random walkY (t) of total jump rate one, starting fromx ∈ Zd , and letPx be the
corresponding probability measure.

(i) If d ≥ 1 andmin1≤i≤d |xi | ≥ C
√

(t/d) log((t/d)2 + 1) for someC > 0, then

Px(τ < t) ≤ 2 min
1≤i≤d

exp{−(t/d)I (|xi |/t)}
√

2π at/d,xi
(1 − e−I ′(|xi |/t))

[1 + R0(t, xi)],

where foru ≥ 0, I (u) = u sinh−1(u) −
√

1 + u2 + 1, I ′(u) = sinh−1(u), at,u =

(t2
+ u2)1/4 and|R0(t, u)| ≤ 30C−1(4 logat/d,u)

−1/6.
(ii) If d = 1 and|x| ≤ t1/2−ε for someε > 0, then

Px(τ > t) =
2|x|

(2πt)1/2 [1 + R1(t)] , (9.1)

where|R1(t)| ≤ 8t−ε/4.
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(iii) If d = 2 and|x| ≤ t1/2−ε for someε > 0, then

Px(τ > t) = 2
log |x|

log t
[1 + R2(x)], (9.2)

wherelim|x|→∞ R2(x) = 0.
(iv) If d ≥ 3 and|x| ≤ (t/d)1/2−ε for someε > 0, then

Px(τ > t) = 1 −
ad

|x|d−2
[1 + R3(x, d)], (9.3)

wheread = (d/2)0(d/2−1)π−d/2 andR3(x, d) is an error depending ond and|x|

which satisfieslim|x|→∞ R3(x, d) = 0.

Proof. The following estimate will prove useful. Lety, z ∈ Z be sites which may even-
tually depend ont , andat,z = (t2

+ z2)1/4. Then

P0(Y (t) = z + y) =
1

at,z

e−yI ′(z/t)−tI (z/t)

∫ πat,z

−πat,z

e−iuy/at,z−
1
2u2

+R2(u) du

2π
, (9.4)

whereR2(u) is an error term satisfyingR2(u) =
1
6iu3za−3

t,z + O(u4) with |O(u4)| ≤

1
24u

4a−2
t,z . The proof of this estimate, which involves a decomposition into Poisson pro-

cesses and the use of Fourier transform, can be found in the proof of Lemma 4.2 of [BQR].
Part (i) corresponds to Lemma 4.2 of [BQR].

Let us next prove part (ii). First note thatPx(τ > t) = P0(−|x| < Y(t) ≤ |x|). So let
−|x| ≤ y ≤ |x|. Then, from (9.4) withz = 0, we have

P0(Y (t) = y) =
1

√
t

∫ π
√

t

−π
√

t

exp

{
−iuy/

√
t −

1

2
u2

+ O(u4)

}
du

2π
, (9.5)

where|O(u4)| ≤
1
24u

4t−1. Let I1 be the above integral restricted to [− log t, log t ] and

I2 the integral over the rest. Expressing 1/
√

2π as the sum of
∫ log t

− log t exp(−1
2u2) du

2π
and

2
∫

∞

log t
exp(−1

2u2) du
2π

, and using the boundO(u4) ≤
1
24u

4t−1, we can easily get∣∣∣∣I1 −
1

√
2π

∣∣∣∣ < log t

(
|y| log t

√
t

+
(log t)4

t

)
+ e−(log t)2/4.

Now, since|y| ≤ |x| ≤ t1/2−ε , this last expression is bounded by(log t) · 3/tε/2. On the
other hand, using again the bound on the errorO(u4), we can bound|I2| by 4/t (log t)/40.
Plugging these estimates into (9.5) we see thatP0(Y (t) = y) =

1
√

2πt
[1 + R1(t)], where

|R1(t)| ≤ 8/tε/4. SummingP0(Y (t) = y) over−|x| ≤ y ≤ |x|, we get (9.1).
Let us now prove parts (iii) and (iv). We first consider the cased ≥ 3 of (iv). Let us

state the following estimate for the Green functionG(x) =
∫

∞

0 P0(Y (t) = x) dt of a
d-dimensional random walk of total jump rate 1 whend ≥ 3 andx ∈ Zd :

G(x) =
ad

|x|d−2 [1 + R4(x, d)] ,
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where|R4(x, d)| ≤ c100(d)/|x| for some dimension dependent constantc100(d). This
can be deduced from (i) and (ii) (see also Theorem 1.5.4 of [La], observing that the
continuous and discrete time Green functions coincide). Now letη = inf{t ≥ 0 : Y (t) ∈

{0} ∪ B(0, (t/d)1/2−ε/2)c}. As in Proposition 1.5.9 of [La], it can be shown using the
Green function estimate that

Px(Y (η) = 0) = ad

(
1

|x|d−2
−

1

(t/d)(1−ε)(d−2)/2

)
+ R5(x, d), (9.6)

where |R5(x, d)| ≤ c13(d)/|x|
d−1 and c13(d) is some constant. Next, forv ≥ 0, let

Tv = inf{t ≥ 0 : |Y (t)| ≥ v}. Then

Px(τ < t) ≥ Px(τ < T(t/d)(1−ε)/2) − Px(t < T(t/d)(1−ε)/2). (9.7)

But Px(t < T(t/d)(1−ε)/2) ≤ P(sup0≤s≤t |Y1(s)| ≤ (t/d)(1−ε)/2), whereY1 is the first

coordinate ofY , and in turn this isc14((λt/d)1/2
+ 1)e−λt/d , whereλ is the princi-

pal Dirichlet eigenvalue of the discrete Laplacian on [−(t/d)(1−ε)/2, (t/d)(1−ε)/2] ∩ Z
and c14 is a positive constant. Here we have used a standard estimate (see [BR] or
the Brownian motion version in Theorem 1.2, Chapter 3, of [Sz1]). On the other hand,
λ ≥ 3/(t/d)1−ε . Therefore, from the bound

√
x + 1 ≤ exp{x/2}, valid for x ≥ 0, we get

Px(t < T(t/d)(1−ε)/2) ≤ c14e
−(t/d)ε/2

. Substituting this into (9.7) we see that

Px(τ < t) ≥

(
1 − c14e

−(t/d)ε/2 1

Px(τ < T(t/d)(1−ε)/2)

)
Px(τ < T(t/d)(1−ε)/2).

Now, from (9.6) and the assumption|x| ≤
1
2(t/d)1/2−ε , we get the lower bound

Px(τ < T(t/d)1−ε)/2) ≥
1

|x|d−1

(
ad |x|

2
− c13

)
.

Combining this estimate with (9.6) again we get

Px(τ < t) ≥
ad

|x|d−2
[1 + R3(x, d)],

where lim|x|→0 R3(x, d) = 0. To finish the proof of (iv) we now remark thatPx(τ < t) ≤

G(x)/G(0) = ad/|x|
d−2

+ R6(x, d), where lim|x|→∞ R6(x, d) = 0.
The proof of part (iii) follows a similar scheme. However, instead of relying on the

Green function, here we need a potential kernel estimate,a(x) = (2/π)(log |x|+R7(x)),
wherea(x) =

∫
∞

0 (P0(Y (t) = 0)−P0(Y (t) = x)) dt is the potential kernel and|R8(x)| ≤

c15/|x| for some constantc15 > 0. Again, this is a consequence of (i) and (ii) (see also
Proposition 1.6.2 of [La]). Next, as in Proposition 1.6.7 of [La], using the potential kernel
estimate we deduce that

Px(Y (η) = 0) = 1 −
log |x| + R7(x)

log t
+ R8(t),

where|R8(t)| ≤ (log t)−2. Finally, a calculation analogous to the one of part (iv) finishes
the proof. ut
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