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Abstract. In the dynamical theory of granular matter the so-called table problem consists in study-
ing the evolution of a heap of matter poured continuously onto a bounded domain� ⊂ R2. The
mathematical description of the table problem, at an equilibrium configuration, can be reduced to a
boundary value problem for a system of partial differential equations. The analysis of such a sys-
tem, also connected with other mathematical models such as the Monge–Kantorovich problem, is
the object of this paper. Our main result is an integral representation formula for the solution, in
terms of the boundary curvature and of the normal distance to the cut locus of�.

Keywords. Granular matter, eikonal equation, singularities, semiconcave functions, viscosity so-
lutions, optimal mass transfer

1. Introduction

In recent years, the attention of many authors has been focussed on the system of partial
differential equations {

− div(vDu) = f in �,

|Du| − 1 = 0 in {v > 0},
(1)

in a given domain� ⊂ Rn.
For instance, system (1) arises in Monge–Kantorovich theory as necessary conditions

to be satisfied by an optimal mass transfer plan (see [16], [2] and [20]). In a related
framework, system (1) characterizes the limit, asp → ∞, of thep-Laplace equation
− div(|Du|p−2Du) = f (see [11], [24], [6] and [15]). Furthermore, the above system
has been applied to an idealized model for compression molding in [5], and to shape
optimization in [9].
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Another interesting example of application of (1) stems from granular matter theory
(see [4], [27], [6] and [15]). Recently, Hadeler and Kuttler [22] proposed a new model to
study the evolution of a sandpile created by pouring dry matter onto a ‘table’. In such a
model, built on previous work by Boutreux and de Gennes [10], the table is represented
by a bounded domain� ⊂ R2, and the matter source by a functionf (t, x) ≥ 0. The
physical description of the growing heap is based on the introduction of the so-called
standingand rolling layers. The former collects the amount of matter that remains at
rest, the latter represents matter moving down along the surface of the standing layer—
eventually falling down when the base of the heap touches the boundary of the table.

As pointed out in [22], system (1) is related to equilibrium configurations that may
occur in physical models with a constant source. To explain this connection, let us denote
by u(x) andv(x), respectively, the heights of the standing and rolling layers at a point
x ∈ �, for an equilibrium configuration. For physical reasons, the slope of the standing
layer cannot exceed a given constant—typical of the matter under consideration—that
we normalize to 1. Consequently, the standing layer must vanish on the boundary of the
table. So,|Du| ≤ 1 in � andu = 0 on∂�. Also, in the region wherev is positive, the
standing layer has to be ‘maximal’, for otherwise more matter would roll down there to
rest. On the other hand, the rolling layer results from transporting matter, poured by the
source, along the surface of the standing layer at a speed that is assumed proportional to
the slopeDu, with constant equal to 1. The above considerations lead to the boundary
value problem 

− div(vDu) = f in �,

|Du| − 1 = 0 in {v > 0},

|Du| ≤ 1, u, v ≥ 0 in�,

u = 0 on∂�.

(2)

For the reader who is interested in Monge–Kantorovich theory we note that a connec-
tion of the above system with such a theory could be obtained by looking at the so-called
dual problem of maximizing ∫

�

u(x)f (x) dx (3)

over all Lipschitz continuous functionsu : � → R, with Lip(u) ≤ 1, vanishing on∂�.
Indeed, as proved in [8], the boundary value problem (2) turns out to be the system of
necessary conditions satisfied by any maximizeru of (3), with v equal to the associated
Lagrange multiplier. Such a framework is also related to the optimization problem studied
in [12].

The main purpose of the present work is to provide a full analysis of problem (2),
including existence, uniqueness, and representation of the solution. To describe our results
more precisely, let us denote byd : � → R the distance function from the boundary
of � and by6 the singular set ofd, that is, the set of pointsx ∈ � at which d is
not differentiable. The closure of that set is also called the cut locus of∂� in �. If we
introduce the projection5(x) of x onto ∂� in the usual way, then6 is also the set of
pointsx at which5(x) is not a singleton. Sinced is Lipschitz continuous,6 has Lebesgue
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measure zero. In our analysis, a major role will be played by the normal distance to6,
that is, the function

τ(x) = min{t ≥ 0 : x + tDd(x) ∈ 6} ∀x ∈ � \6.

It is well known that the eikonal equation|Du| = 1 does not have global smooth
solutions in general, and neither does the conservation law− div(vDu) = f . Thus, before
stating our main result, we must explain what we mean by a solution of (2). We say that
a pair(u, v) of continuousfunctions in� is a solution of problem (2) if

• u = 0 on∂�, ‖Du‖∞,� ≤ 1, andu is a viscosity solution of

|Du| = 1 in {x ∈ � : v(x) > 0},

• v ≥ 0 in� and, for every test functionφ ∈ C∞
c (�),∫

�

v(x)〈Du(x),Dφ(x)〉 dx =

∫
�

f (x)φ(x) dx.

Notice that the maximality of the standing layer, justified above by physical considera-
tions, is now ensured by typical properties of viscosity solutions.

Our main result is the following.

Theorem 1.1. Let� ⊂ R2 be a bounded domain with boundary of classC2 andf ≥ 0
be a continuous function in�. Then a solution of system(2) is given by the pair(d, vf ),
wherevf = 0 on6 and

vf (x) =

∫ τ(x)

0
f (x + tDd(x))

1 − (d(x)+ t)κ(x)

1 − d(x)κ(x)
dt ∀x ∈ � \6. (4)

Here,κ(x) denotes the curvature of∂� at the point5(x).
Moreover, the above solution is unique in the following sense: if(u, v) is another

solution of(2), thenv = vf in �, andu = d in {x ∈ � : vf > 0}.

In the proof of the above theorem, we will first show that the pair(d, vf ) is indeed a
solution of the boundary value problem. This will also provide an existence result for (2).
Incidentally, recalling the connection of (2) with the maximization problem (3), we note
that an existence result for the boundary value problem in question, in any space dimen-
sion, could be derived from the results of [8, 9] (see also [16] and [2]). Then we will
show that the solution of (2) is unique. We recall that uniqueness results for system (1),
with Neumann boundary conditions foru, are known in the literature (see [2] and [20]).
However, to our knowledge, the boundary value problem (2) has never been addressed
explicitly.

As for formula (4), we note that it extends to dimension 2 the representation formula
obtained in [22] for the one-dimensional case. The structure of such a formula can be
justified by straightforward heuristic arguments that we will sketch in Section 3. Similar
heuristic arguments were developed in [15] (see also [6] and [5]) to study a model for
sandpile collapse. For such a model, where the source termf is replaced by an expression
involving the sandpile height and its time derivative, the evolution of the sandpile base is
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described by means of a representation formula containing curvature terms. A rigorous
derivation of such a formula for measurable data is given in [18] using a technique that is
completely different from ours—our solution is continuous in� and smooth in� \ 6—
and then adapted to sandpile growth around an obstacle in [19].

The main technical tools used in this paper are the results of [3] and [1] that describe
the propagation of singularities of semiconcave functions. We also need a Lipschitz regu-
larity result for the normal distance to6 proved in [23] (see also [25]). In the Appendix,
for the reader’s convenience, we provide a simple proof of this result in the 2-dimensional
case.

As recalled above, a noteworthy aspect of our result is that we do construct a con-
tinuous solutionvf , instead of just a measure or a function inL1(�). So, Theorem 1.1
could also be viewed as a regularity result. Moreover, formula (4) can be used to derive
further regularity properties. In fact, as we will show in a forthcoming paper,vf is Hölder
continuous in� if f and∂� are sufficiently smooth. This result turns out to be optimal.

Except for the Appendix, the paper is entirely devoted to the proof of Theorem 1.1:
preliminary properties of the distance function are collected in Section 2, the proof that
the pair(d, vf ) is a solution of (2) is given in Section 3, uniqueness is shown in Section 4.

2. Preliminaries

In this section we collect our notations and some properties of the distance function. For
anys ∈ R, we set [s]+ = max{s,0} and [s]− = max{−s,0}. We denote by〈·, ·〉 and| · |

the Euclidean scalar product and norm inR2, respectively. For anyx ∈ R2 andr > 0,
Br(x) stands for the open ball with centrex and radiusr. For any pairx, y ∈ R2 we
denote by ]x, y[ and [x, y], respectively, the open and closed line segment with extreme
pointsx andy.

For any given setK ⊂ R2 we define diamK = sup{|y − x| : x, y ∈ K}. If K ⊂ R2

is closed, we set, for any pointx ∈ R2,

dK(x) = min
y∈K

|y − x|, 5K(x) = {y ∈ K : dK(x) = |y − x|}.

For any measurable setA ⊂ R2, we denote by|A| the Lebesgue measure ofA. If
u : A → R is a bounded measurable function, then‖u‖∞,A stands for the essential
supremum ofu in A. If A is open andu is Lipschitz continuous, then, by Rademacher’s
Theorem,u is differentiable a.e. inA. In this case, we denote by‖Du‖∞,A the number
sup{|Du(x)| : x ∈ A, Du(x) exists}, and byD∗u(x) the set of limiting gradients ofu at
x defined as

D∗u(x) = {lim
n
Du(xn) : A 3 xn → x, Du(xn) exists}.

As usual, thesuperdifferentialof u at a pointx ∈ A is the set

D+u(x) =

{
p ∈ Rn : lim sup

h→0

u(x + h)− u(x)− 〈p, h〉

|h|
≤ 0

}
,

while the subdifferentialD−u is given by the formulaD−u(x) = −D+(−u)(x).



Table problem for growing sandpiles 439

Definition 2.1. We say thatu is a viscosity solutionof the eikonal equation|Du| = 1 in
an open set� ⊂ R2 if, for anyx ∈ � ⊂ R2, we have

p ∈ D−u(x) ⇒ |p| ≥ 1,

p ∈ D+u(x) ⇒ |p| ≤ 1.

The results we give below are standard for the eikonal equation. For their proof, we refer
the reader to [7], and precisely to Theorem 5.9 and Remark 5.10 in Chapter II there, as
well as to Proposition 3.12 in Chapter IV.

Proposition 2.2. Let u be a Lipschitz continuous viscosity solution of the eikonal equa-
tion |Du| = 1 in �. Then

(a) For everyx ∈ �,

u(x) = min
y∈∂�

{u(y)+ |y − x|} = min
y∈∂�, ]x,y[⊂�

{u(y)+ |y − x|}.

(b) Let x ∈ � and lety ∈ ∂� be such thatu(x) = u(y) + |x − y|. Then, for any
z ∈ ]x, y[, u is differentiable atz andDu(z) = (x − y)/|x − y|.

(c) Letu be differentiable at a pointx ∈ � and set

t̄ = inf{t > 0 : x − tDu(x) /∈ �}.

Theny := x − t̄Du(x) ∈ ∂� andu(x) = u(y)+ |x − y|.

Remark 2.3. The representation formula in (a) implies, as is well known, thatu is locally
semiconcavein �, i.e., for any convex set�′

⊂⊂ � there is a constantC ∈ R such that
x 7→ u(x)− C|x|2 is concave in�′. Consequently,

D+u(x) = coD∗u(x) ∀x ∈ � (5)

and the set-valued mapx 7→ D+u(x) is upper semicontinuous in�, that is, for every
x ∈ �,

� 3 xn → x, D+u(xn) 3 pn → p (n → ∞) ⇒ p ∈ D+u(x).

Moreover, owing to the structural properties of maximal monotone mappings in Euclidean
spaces (see for instance [28, Corollary 12.66]), the set of points whereDu itself fails to
be differentiable is negligible.

Throughout the paper we assume that

� is a connected bounded open subset ofR2 with C2 boundary. (6)

For simplicity, we will writed for d∂� and5 for 5∂�. Wheneverx has a unique pro-
jection onto∂�, with a minor abuse of notation, we will identify the set5(x) with its
unique element.
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Remark 2.4. We recall that the distance functiond is the unique viscosity solution of the
eikonal equation|Du| = 1 in�, with boundary conditionu = 0 in ∂�. Equivalently,d
is the largest function such that‖Du‖∞,� ≤ 1 andu = 0 on∂�.

We will denote by6 thesingular setof the distance from∂�, or briefly, the singular
set of�, that is, the set of all pointsx ∈ � at whichd fails to be differentiable. Equiva-
lently,6 is also the set of pointsx at which5(x) is not a singleton. Sinced is Lipschitz
continuous,6 has Lebesgue measure 0.

A standard—yet important—consequence of assumption (6) is thatd is C2 in � \ 6.
The result we recall below can be proved using the classical method of characteristics.

Proposition 2.5. Let x ∈ � \ 6 and lett > 0 be such thatx + sDd(x) /∈ 6 for every
s ∈ [0, t). Then, for everys ∈ [0, t),

(a) d(x + sDd(x)) = d(x)+ s,

(b) Dd(x + sDd(x)) = Dd(x),

(c) 5(x + sDd(x)) = 5(x).

In view of items (a) or (c) in the above proposition,x + sDd(x) ∈ 6 for somes > 0. So,
the mapτ : � → [0,diam�/2] given by

τ(x) =

{
min{t ≥ 0 : x + tDd(x) ∈ 6} ∀x ∈ � \6,

0 ∀x ∈ 6,
(7)

is well defined. Such a map measures the distance of a pointx to the set6 along the
direction ofDd(x) (which differs from the distance ofx to6, in general). In this paper,
it will be called thenormal distance to6. In the literature,τ is often referred to as the
distance to the cut locus of∂�.

Hereafter, for anyx ∈ ∂�, we denote byκ(x) the curvature of∂� atx, with the sign
convention thatκ ≥ 0 if � is convex. Also, we will label in the same way the extension
of κ to� \6 given by

κ(x) = κ(5(x)) ∀x ∈ � \6. (8)

In the result below,p⊗ q stands for the tensor product of two vectorsp, q ∈ R2, defined
as(p ⊗ q)(x) = p 〈q, x〉, ∀x ∈ R2.

Proposition 2.6. For any x ∈ � and anyy ∈ 5(x) we haveκ(y)d(x) ≤ 1. If, in
addition,x ∈ � \6, then

κ(x)d(x) < 1, D2d(x) = −
κ(x)

1 − κ(x)d(x)
q ⊗ q,

whereq is any unit vector such that〈q,Dd(x)〉 = 0.

Remark 2.7. Owing to assumption (6), we have

sup
y,z∈∂�, y 6=z

|Dd(z)−Dd(y)|

|z− y|
< ∞. (9)

So, in view of Proposition 2.6, we will denote the above supremum by‖κ‖∞.
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Proof. Let x ∈ � andy ∈ 5(x). Then the disk of centrex and radiusd(x) is tangent to
∂� aty. Therefore, we have eitherκ(y) ≤ 0 or 1/κ(y) ≥ d(x). So,κ(y)d(x) ≤ 1.

If we assume, next, thatx /∈ 6, theny belongs to the projection ofx + sDd(x) for
s > 0 sufficiently small. Thusκ(y)d(x+ sDd(x)) ≤ 1. Sinced(x+ sDd(x)) = d(x)+ s

andκ(x) = κ(y) by definition, we haveκ(x)d(x) < 1. For the last assertion see [21,
Lemma 14.17]. ut

We will need a more detailed description of the singular set6. Let us recall that6 =

61
∪ 62, where6i (i = 1,2) is the set of pointsx ∈ 6 with magnitudei, that is,

such that the dimension ofD+d(x) is equal toi. Let us also define the set0 of (regular)
conjugate pointsas

0 = {x ∈ � \6 : d(x)κ(x) = 1}.

Notice that a pointx ∈ � \6 belongs to0 if and only if

5(x) =

{
x −

1

κ(x)
Dd(x)

}
.

Proposition 2.8. Under assumption(6), we have6 ⊂ � and6 = 6 ∪ 0.

Proof. Let x ∈ 6 andy, z be two distinct elements of5(x). Then

x = y + d(x)Dd(y) = z+ d(x)Dd(z). (10)

Therefore, recalling Remark 2.7,

|y − z| = d(x)|Dd(y)−Dd(z)| ≤ d(x)K|y − z|

for some constantK > 0 independent ofx. We have thus proved thatd(x) ≥ 1/K
for everyx ∈ 6. So,6 ⊂ �. Furthermore, the inclusion0 ⊂ 6 is a straightforward
consequence of the strict inequality in Proposition 2.6.

In order to prove the inclusion6 ⊂ 6 ∪ 0, let {xn} be a sequence of singular points
converging to a pointx ∈ � \ 6. We claim thatd(x)κ(x) = 1. To see this, letyn and
zn be two distinct points in5(xn). Then both{yn} and{zn} must converge to5(x) as
n → ∞. Also, passing to a subsequence,

lim
n→∞

yn − zn

|yn − zn|
= θ

for some unit vectorθ ∈ R2. From identity (10) applied toxn, yn andzn, we have

0 =
yn − zn

|yn − zn|
+ d(xn)

Dd(yn)−Dd(zn)

|yn − zn|
.

Hence, taking the limit asn → ∞ we conclude that 0= θ+d(x)D2d(5(x))θ . Therefore,
−1/d(x) is a nonzero eigenvalue ofD2d(5(x)), a matrix of the form−κ(x)q ⊗ q by
Proposition 2.6. So,−1/d(x) = −κ(x), as claimed. ut

The following result ensures that segments of minimal length joining a point to∂� con-
tain no singular or conjugate points in their interior.
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Proposition 2.9. Letx ∈ � andy ∈ 5(x). Then6 ∩ ]y, x[ = ∅.

Proof. We already know that6∩]y, x[ = ∅ by Proposition 2.2(b), and thatκ(y)d(x) ≤ 1
by Proposition 2.6. Sinceκ(y)d(z) < 1 for everyz ∈ ]y, x[, we conclude thatz /∈ 0. ut

The following proposition, which will be crucial to our analysis, is an adaptation of some
of the results of [1] describing propagation of singularities for semiconcave functions.

Proposition 2.10. Letx0 ∈ 6, and letp0, q0 be two distinct limiting gradients atx0 such
that the segment[p0, q0] is a face ofD+d(x0). Letn0 be a nonzero vector satisfying

〈p, n0〉 ≤ 〈p0, n0〉 = 〈q0, n0〉 ∀p ∈ D+d(x0).

Then there exist a numberη > 0 and a Lipschitz arcx : [0, η] → � such that

x(0) = x0, ẋ(0) = −n0, x(s) ∈ 6 ∀s ∈ [0, η]. (11)

Moreover,x(sn) ∈ 61 for some sequencesn ↓ 0, and

D+d(x(sn)) = [pn, qn] ∀n ≥ 0, (12)

wherepn → p0 andqn → q0 asn → ∞.

Proof. The existence of a singular arcx satisfying (11) follows from Lemma 4.5 and
Theorem 4.2 of [1], where a bound of the form diamD+d(x(s)) ≥ δ is also deduced for
someδ > 0 and everys ∈ [0, η].

To prove the last part of the conclusion, we note that, for anyε > 0,H1(x([0, ε])) > 0
becausėx(0) 6= 0 andx is Lipschitz continuous. Since62 is at most countable (see, e.g.,
[14]), we conclude thatH1(x([0, ε])∩61) > 0 for anyε > 0. Consequently, there exists
a sequencesn ↓ 0 such thatx(sn) ∈ 61 for everyn ∈ N. SetD+d(x(sn)) = [pn, qn],
choosingpn so that〈pn, p0〉 ≥ 〈qn, p0〉. Notice that, in particular,|pn − qn| ≥ δ. Now,
consider converging subsequences of{pn} and{qn} (labelled like the original sequences)
and denote byp∗ andq∗ their respective limits. Applying [3, Theorem 2.1], we deduce
that

p∗, q∗
∈ arg max

p∈D+d(x0)
〈p, n0〉 = [p0, q0].

Sincep∗ and q∗ belong toD∗d(x0), we conclude thatp∗, q∗
∈ {p0, q0}. Moreover,

|p∗
− q∗

| ≥ δ and〈p∗, p0〉 ≥ 〈q∗, p0〉. This forces(p, q) = (p0, q0). ut

Remark 2.11. Elementary geometric arguments show thatD+d(x0) has a 1-dimensional
exposed face—and so, owing to Proposition 2.10,x0 is the inital point of a nonconstant
Lipschitz singular arc—if and only ifD+d(x0) fails to cover the closed unit ballB1. On
the other hand, in view of (5),D+d(x0) = B1 if and only if ∂D+d(x0) = D∗d(x0). By
[1, Theorem 6.2], the last identity is necessary and sufficient for6 to be a singleton or,
equivalently, for� to coincide withBR(x0), whereR = d(x0). In fact, the equivalence
between6 being a singleton and the identity� = BR(x0) follows from a classical result
of Motzkin’s [26].

In conclusion, either� = BR(x0) or every singularity propagates along Lipschitz
arcs. Moreover, by the last part of Proposition 2.10,61 is dense in6 in the latter case.
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We conclude this section with a regularity result for the normal distanceτ .

Theorem 2.12. Let� be a bounded domain inR2 with boundary of classC2,1. Then the
mapτ defined in(7) is Lipschitz continuous on∂�.

The first author became aware of the above property from [25]. A proof of this result for
C∞ smooth submanifolds of ann-dimensional smooth manifold is given in [23]. In the
Appendix, we provide an independent proof of Theorem 2.12, based on Proposition 2.10.

Hereafter, we will denote by Lip(τ ) the Lipschitz seminorm ofτ on ∂�. Sincex 7→

x + τ(x)Dd(x) maps∂� onto6, a straightforward application of Theorem 2.12 is that
the 1-dimensional Hausdorff measure of6 is finite (see also [25]):

Corollary 2.13. Let� be a bounded domain inR2 with boundary of classC2,1. Then

H1(6) ≤ k�H1(∂�) < ∞,

wherek� ≥ 0 is a constant depending onLip(τ ) and on the quantity‖κ‖∞ defined in
Remark2.7.

For less regular domains the Lipschitz continuity ofτ may fail, but continuity is preserved
as we show below.

Lemma 2.14. Assume(6). Then the mapτ , extended to0 on6, is continuous in�.

Proof. We only need to show thatτ is upper semicontinuous in�, lower semicontinuity
being a direct consequence of6 being closed. For this purpose, consider a sequence
{xn} in � \ 6, converging to some pointx ∈ �, and suppose by contradictiont∗ :=
limn τ(xn) > τ(x). In particular, this implies thatt∗ is positive. We can also assume,
without loss of generality, that{Dd(xn)} converges, say top. Let t̄ ∈ ]τ(x), t∗[. Thend
is differentiable atxn + t̄Dd(xn) by definition. Thus, forn large enough,

5(xn + t̄Dd(xn)) = 5(xn) = {xn − d(xn)Dd(xn)}.

Taking the limit asn → ∞, we obtainx − d(x)p ∈ 5(x + t̄p). So,x + τ(x)p belongs
to the interior of the segment [x− d(x)p, x+ t̄p]. Sincex+ τ(x)p ∈ 6, this contradicts
Proposition 2.9. ut

We conclude this section with an approximation result. Roughly speaking, we need to
make sure that both the singular set and the normal distance are stable for convergence in
theC2 topology. We begin by defining the signed distance from∂� as

d�(x) =

{
d∂�(x) if x ∈ �,

−d∂�(x) if x ∈ R2
\�.

We say that a sequence{�n} of sets satisfying(6) converges to� in theC2 topology if
the boundary of�n converges to the boundary of� for the Hausdorff distance and if
d�n ,Dd�n andD2d�n converge tod�,Dd� andD2d�, uniformly in a neighbourhood
of ∂�.
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Proposition 2.15. Let {�n} be a sequence of sets satisfying(6). For anyn ∈ N, denote
by6n andτn, respectively, the singular set of�n and the normal distance to6n. If {�n}

converges to� in theC2 topology, then{6n} converges to6 in the Hausdorff topology,
and{τn} converges toτ uniformly on all compact subsets of�.

Proof. Let us prove, first, that the upper limit of{6n} is contained in6. For this it suf-
fices to show that if a sequence{xn} in 6n converges to a pointx ∈ �, thenx belongs
to 6. Indeed, letyn andzn be two distinct projections ofxn onto ∂�n. Without loss of
generality we can assume that both{yn} and{zn} converge to points of5(x), sayy andz
respectively. Ify 6= z, thenx belongs to6 and our claim follows. So, supposex ∈ � \6

andy = z. Sinceyn + d�n(xn)Dd�n(yn) = zn + d�n(xn)Dd�n(zn), we have

yn − zn

|yn − zn|
= −d�n(xn)

Dd�n(yn)−Dd�n(zn)

|yn − zn|
. (13)

The sequence on the left-hand side above will converge, up to replacement with a sub-
sequence, to some unit vectorθ ∈ R2. Thus, passing to the limit in (13) we obtain
θ = −d�(x)D

2d�(y)θ . Hence, recalling the structure of the hessian matrixD2d(y),
we conclude thatd(x)κ(x) = d(x)κ(y) = 1. Therefore,x belongs to6.

Now, let us prove that the lower limit of the sequence{6n} contains6. For this,
it suffices to show that6 ⊂ lim inf 6n. Let x ∈ � \ lim inf 6n. Then there exists a
subsequence{6nk } such that, for someε > 0,Bε(x) ⊂ � \ 6nk . We claim thatBε/2(x)
∩6 = ∅. For letz ∈ Bε/2(x) and setyk = 5∂�nk (z). Since

z+ ε
z− yk

2d�nk (z)
∈ Bε/2(z) ⊂ Bε(x) ⊂ � \6nk ,

yk is also the unique projection ofz+ε(z−yk)/2d�nk (z) onto∂�nk . Now, a subsequence
of {yk} will converge to some pointy ∈ ∂� belonging to both projections5(z) and
5(z + ε(z − y)/2d�(z)). Therefore,z /∈ 6 owing to Proposition 2.9, and our claim is
proved together with the convergence of6n to6.

We omit the proof that{τn} converges toτ , because the reasoning has much in com-
mon with the proof of Lemma 2.14. ut

3. Existence

In this section we shall prove that the pair(d, vf ), where

vf (x) =

∫ τ(x)

0
f (x + tDd(x))

1 − (d(x)+ t)κ(x)

1 − d(x)κ(x)
dt ∀x ∈ � \6 (14)

andvf ≡ 0 on6, is a solution of system (2). Before getting down to rigorous arguments,
a formal derivation of such a formula might be in order. Suppose(d, v) is a smooth
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solution of (2), withv vanishing on6. Let us compute, for a given pointx ∈ � \ 6 and
for anyt ∈ (0, τ (x)), the derivative

d

dt
v(x + tDd(x)) = 〈Dv(x + tDd(x)),Dd(x)〉

= −v(x + tDd(x))1d(x + tDd(x))− f (x + tDd(x))

(recall thatDd(x + tDd(x)) = Dd(x)). Now, observe that

1d(x + tDd(x)) = −
κ(x)

1 − (d(x)+ t)κ(x)

sinceκ(x + tDd(x)) = κ(x) and d(x + tDd(x)) = d(x) + t . Hence, the function
V (t) := v(x + tDd(x)) satisfies the Cauchy problemV ′(t)−

κ(x)

1 − (d(x)+ t)κ(x)
V (t)+ f (x + tDd(x)) = 0,

V (τ(x)) = 0.

Thus, solving the above problem and noting thatv(x) = V (0), we conclude thatv must
be given by formula (14).

We begin the actual proof with two preliminary results, the first describing continuity
and differentiability properties ofvf , and the other providing an approximation result for
the characteristic function of a compact set, in the spirit of capacity theory.

Proposition 3.1. Let� ⊂ R2 be a bounded domain with boundary of classC2 andf ≥ 0
be a continuous function in�. Thenvf is a locally bounded continuous function in�.
Moreover, in any set�ε := {x ∈ � : d(x) > ε}, ε > 0, vf satisfies the bound

0 ≤ vf (x) ≤ ‖f ‖∞,�ε [1 + ‖[κ]−‖C(∂�) diam�]τ(x) ∀x ∈ �ε, (15)

where‖[κ]−‖C(∂�) := maxx∈∂�[κ(x)]−.
If, in addition, ∂� is of classC2,1 and f is Lipschitz continuous in�, thenvf is

locally Lipschitz continuous in� \6 and satisfies

− div(vf (x)Dd(x)) = f (x) (16)

at each pointx ∈ � \6 at whichvf is differentiable.

Remark 3.2. Sinced is C2 in � \6, equality (16) reads

〈Dvf (x),Dd(x)〉 + vf (x)1d(x)+ f (x) = 0. (17)

Moreover, a straightforward consequence of Proposition 3.1 is that− div(vfDd) = f in
the sense of distributions in� \6 as soon asf is Lipschitz and∂� of classC2,1.
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Proof. We note, first, that the mapsDd, τ andκ are continuous in� \ 6 since� has a
C2 boundary. Hence, whenf is continuous, so isvf in � \6.

Let us now prove thatvf is continuous on6. Observe that, for anyx /∈ 6, the term

1 − (d(x)+ t)κ(x)

1 − d(x)κ(x)
=

1 − d(x + tDd(x))κ(x)

1 − d(x)κ(x)
, 0< t < τ(x),

is nonnegative by Proposition 2.6. A simple computation shows that it is also bounded by
1 + ‖[κ]−‖C(∂�)τ(x). Indeed, eitherκ(x) ≥ 0 and so the above fraction is less than 1, or
κ(x) < 0 and then

1 − (d(x)+ t)κ(x)

1 − d(x)κ(x)
= 1 −

tκ(x)

1 − d(x)κ(x)
≤ 1 + ‖[κ]−‖C(∂�)τ(x).

This proves (15) if we recall thatx + tDd(x) ∈ �ε wheneverx ∈ �ε and 0≤ t ≤ τ(x).
The continuity ofvf on6 is an immediate consequence of (15).

Next, let∂� be of classC2,1 andf be Lipschitz. Then Theorem 2.12 ensures thatτ

is Lipschitz on∂�. Therefore,τ = τ ◦5 − d is locally Lipschitz in� \ 6, and so also
is vf .

Finally, let us check the validity of (16) at every differentiability pointx of vf in the
open set� \6. We note that, at any such pointx,

〈Dvf (x),Dd(x)〉 =
d

dλ
vf (x + λDd(x))

∣∣∣∣
λ=0

.

But τ(x + λDd(x)) = τ(x) − λ andd(x + λDd(x)) = d(x) + λ for λ > 0 sufficiently
small. So,

vf (x + λDd(x)) =

∫ τ(x)−λ

0
f (x + (t + λ)Dd(x))

1 − (d(x)+ λ+ t)κ(x)

1 − (d(x)+ λ)κ(x)
dt

=

∫ τ(x)

λ

f (x + tDd(x))
1 − (d(x)+ t)κ(x)

1 − (d(x)+ λ)κ(x)
dt.

Therefore,

〈Dvf (x),Dd(x)〉 = −f (x)+

∫ τ(x)

0
f (x + tDd(x))

1 − (d(x)+ t)κ(x)

(1 − d(x)κ(x))2
κ(x) dt

= −f (x)− vf (x)1d(x),

where we have taken into account the identity

1d(x) = −
κ(x)

1 − d(x)κ(x)
∀x ∈ � \6,

which follows from Proposition 2.6. We have thus obtained (17)—an equivalent version
of (16)—and completed the proof. ut
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Proposition 3.3. LetK be a compact subset ofR2 such thatH1(K) < ∞. Then there
exists a sequence{ξk} of functions inW1,1(R2) with compact support such that

(a) 0≤ ξk ≤ 1 for everyk ∈ N;
(b) dist(spt(ξk),K) → 0 ask → ∞;
(c) K ⊂ int{x ∈ R2 : ξk(x) ≥ 1} for everyk ∈ N;
(d) ξk → 0 in L1(R2) ask → ∞;
(e)

∫
R2 |Dξk| dx ≤

3
2π(H

1(K)+ 1/k) for everyk ∈ N.

The standard notations dist, spt and int stand for distance (between two sets), support (of
a function) and interior (of a set), respectively. We give a proof of the proposition for the
reader’s convenience.

Proof. SinceH1(K) < ∞, for any fixedk ∈ N there exists a sequence{x(k)i }i∈N of

points inK and a sequence{r(k)i }i∈N of radii such that

• 0< r
(k)
i ≤ 1/k and

∑
i r
(k)
i ≤

1
2(H

1(K)+ 1/k);

• K ⊂ int(
⋃
i Br(k)i

(x
(k)
i )).

Now, define, for anyx ∈ R2,

ξ
(k)
i (x) =

[
1 −

1

r
(k)
i

(|x − x
(k)
i | − r

(k)
i )+

]
+

, ξk(x) = sup
i∈N

ξ
(k)
i (x),

and observe that

spt(ξ (k)i ) = B
2r(k)i

(x
(k)
i ), spt(Dξ (k)i ) = B

2r(k)i
(x
(k)
i ) \ B

r
(k)
i

(x
(k)
i ),

Thenξk ∈ L1(R2) since 0≤ ξk ≤ 1 andξk has compact support. Moreover, an easy
computation shows that

∫
R2 |Dξ

(k)
i | dx = 3πr(k)i . So, applying [16, Lemma 2, p. 148],

we have∫
R2

|Dξk| dx ≤

∫
R2

sup
i

|Dξ
(k)
i | dx ≤

∑
i

∫
R2

|Dξ
(k)
i | dx ≤

3

2
π

(
H1(K)+

1

k

)
.

Therefore,ξk ∈ W1,1(R2) and (e) holds true. Properties (b) and (c) are true by construc-
tion. Finally, (d) follows by Lebesgue’s Theorem because 0≤ ξk ≤ 1 andξk(x) = 0 for
any pointx /∈ K andk large enough. ut

Proof of Theorem 1.1 (existence).We will prove that the pair(d, vf ), with vf defined
by (14), is a solution of system (2). Let us point out, to begin with, thatd is a viscosity
solution of the eikonal equation in�, and so, a fortiori, in the open set{x ∈ � : vf (x)
> 0}. Therefore, what actually remains to be shown is that∫

�

f φ dx =

∫
�

vf 〈Dd,Dφ〉 dx ∀φ ∈ C∞
c (�). (18)
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Assume, first, thatf is Lipschitz and� has aC2,1 boundary. SinceH1(6) < ∞ by
Proposition 2.13, we can apply Proposition 3.3 withK = 6 to construct a sequence{ξk}
enjoying properties (a)–(d). Letφ ∈ C∞

c (�) be a test function, and setφk = φ(1 − ξk).
Notice that, fork large enough, spt(φk) ⊂⊂ �\6. This follows from (a), (b) and from the
fact that6 ⊂ � (see Proposition 2.8). Then Proposition 3.1 and Rademacher’s Theorem
imply that − div(vfDd) = f a.e. in� \ 6. So, multiplying this equation byφk and
integrating by parts, we obtain∫

�

f φk dx =

∫
�

vf (1 − ξk)〈Dd,Dφ〉 dx −

∫
�

vf φ〈Dd,Dξk〉 dx. (19)

We claim that the rightmost term above goes to 0 ask → ∞. Indeed,∣∣∣∣ ∫
�

vf φ〈Dd,Dξk〉 dx

∣∣∣∣ ≤ ‖φ‖∞,�‖vf ‖∞,spt(ξk)

∫
�

|Dξk| dx

≤ C‖φ‖∞,�‖vf ‖∞,spt(ξk),

whereC =
3
2π(H

1(K) + 1/k). Now, using property (a) of the proposition and the fact
thatvf is a continuous function vanishing on6, we conclude that‖vf ‖∞,spt(ξk) → 0 as
k → ∞. This proves our claim. The conclusion (18) immediately follows since, by (a)
and (c),∫

�

f φk dx →

∫
�

f φ dx and
∫
�

vf (1 − ξk)〈Dd,Dφ〉 dx →

∫
�

vf 〈Dd,Dφ〉 dx

ask → ∞.
Finally, the extra assumptions that∂� be of classC2,1 andf be Lipschitz in� can be

easily removed by an approximation argument based on the lemma below. ut

Let {�n} be a sequence of open domains, withC2,1 boundary, converging to� in the
C2 topology, and let{fn} be a sequence of Lipschitz functions in�n converging tof ,
uniformly on all compact subsets of�. Denote by6n andτn, respectively, the singular
set of�n and the normal distance to6n. Definevn(x) = 0 for everyx ∈ 6n and

vn(x) =

∫ τn(x)

0
fn(x + tDd�n(x))

1 − (d�n(x)+ t)κn(x)

1 − d�n(x)κn(x)
dt ∀x ∈ �n \6n,

whereκn(x) stands for the curvature of∂�n at the projection ofx.

Lemma 3.4. {vn} converges tovf in L1
loc(�).

Proof. Since, owing to (15), the sequence{vn} is locally uniformly bounded in�, it
suffices to prove that it converges uniformly tov on every compact subset of�. For this,
recall that, on account of Proposition 2.15,{6n} converges to6 in the Hausdorff topology
and{τn} converges toτ uniformly on all compact subsets of�. Then our assumptions
imply that {κn} converges toκ uniformly on every compact subset of� \ 6, and so
does{vn} to vf . To complete the proof it suffices to combine the above local uniform
convergence in� \6 with the estimate

0 ≤ vn(x) ≤ ‖fn‖∞,�ε (1 + ‖[κn]−‖C(∂�n) diam�n)τn(x) ∀x ∈ �ε,

which allows estimatingvn on any neighbourhood of6. ut
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4. Uniqueness

In this section we will prove that if(u, v) is a solution of system (2), thenv ≡ vf (given
by (4)) andu ≡ d in �v := {x ∈ � : v(x) > 0}. We begin by showing the last statement.

Proposition 4.1. If (u, v) is a solution of system(2), thenu ≡ d in �v.

Proof. Since‖Du‖∞,� ≤ 1 andu = 0 on∂�, we haveu ≤ d in � because, in view of
Remark 2.4,d is the largest function with such properties. Moreover, sinceu solves the
eikonal equation in�v, Proposition 2.2 ensures that

u(x) = min
y∈∂�v, ]x,y[⊂�v

{u(y)+ |y − x|} ∀x ∈ �v.

We will argue by contradiction, supposingu(x0) < d(x0) for some pointx0 ∈ �v.
Without loss of generality,x0 may be assumed to be a point of differentiability of bothu
andDu (recall Remark 2.3). Lety0 ∈ ∂�v be such that

]x0, y0[ ⊂ �v, u(x0) = u(y0)+ |y0 − x0|.

Notice thaty0 /∈ ∂� because, otherwise, one would haveu(y0) = 0, and sou(x0) =

|y0 − x0|, contrary tou(x0) < d(x0).
Next, setL := ‖D2u(x0)‖ and fixε > 0 such that

0< ε < min

{
1,

v(x0)

16[1+ (1 + L)diam�]

}
. (20)

We claim that there existsρ > 0 such that the ballsBρ(x0) andBρ(y0) are both contained
in �, and

|p −Du(x0)| ≤ 1/2 ∀p ∈ D+u(x), ∀x ∈ Bρ(x0), (21)

v(x) ≥ v(x0)/2 ∀x ∈ Bρ(x0), (22)

v(y) ≤ ε ∀y ∈ Bρ(y0). (23)

Indeed, (21) follows from the upper semicontinuity ofD+u (see Remark 2.3), while (22)
and (23) can be obtained by a simple continuity argument sincev(x0) > 0 andv(y0) = 0.

For brevity, sete2 = Du(x0) and lete1 ∈ R2 be such that{e1, e2} is a positively
oriented orthonormal basis ofR2. Our choice ofx0 entails that for every sufficiently small
r > 0 there exists a pointxr ∈ Br(x0) of differentiability ofu such that

(i) |Du(xr)−Du(x0)−D2u(x0)(xr − x0)| ≤ εr,

(ii) 〈e2, xr − x0〉 < 0, (24)

(iii ) 〈e1, xr − x0〉 > r/2.

Now, fix y1 ∈ ]x0, y0[ ∩ Bρ/2(y0), and letr > 0 be so small that

yr := xr − |x0 − y1|Du(xr) ∈ Bρ(y0), co{x0, xr , y1, yr} ⊂ �v.
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Such anr exists because [x0, y1] ⊂ �v and

lim
r↓0

yr = x0 − |x0 − y1|Du(x0) = y1,

sincexr → x0 andDu(xr) → Du(x0) asr ↓ 0.
Finally, setx1 = 5[x0,y1](xr) andC = co{x1, y1, xr , yr}. We point out that, because

of (24)(ii), x1 belongs to the open segment ]x0, y1[. The convex setC is a quadrilateral
with sides [x1, xr ], [xr , yr ], [yr , y1] and [y1, x1]. Moreover,u is differentiable at any
point x ∈ [y1, x1] andDu(x) = Du(x0), as guaranteed by Proposition 2.2(b). Similarly,
combining properties (c) and (b) of the same proposition shows thatu is differentiable at
any pointx ∈ [xr , yr ] andDu(x) = Du(xr).

Our next step would be to integrate the equation− div(vDu) = f overC and apply
the Divergence Theorem. This reasoning needs the following approximation argument to
be made rigorous. For anyσ > 0, consider the test function

ψσ (x) :=

[
1 −

1

σ
dC(x)

]
+

, x ∈ R2,

an element ofW1,∞(R2) with supportCσ := {x ∈ R2 : dC(x) ≤ σ }. Observe that, forσ
sufficiently small,ψσ ∈ W

1,∞
c (�). Also, spt(Dψσ ) = Cσ \ C. Thus,∫

�

fψσ dx =

∫
�

v〈Du,Dψσ 〉 dx =

∫
Cσ \C

v〈Du,Dψσ 〉 dx. (25)

On the right-hand side of the above equality, we split the integration domain asCσ \ C =

E1(σ ) ∪ E2(σ ) ∪ E3(σ ) ∪ E4(σ ), where

E1(σ ) = {x ∈ E : 5C(x) ∈ ]x1, y1[},

E2(σ ) = {x ∈ E : 5C(x) ∈ ]xr , yr [},

E3(σ ) = {x ∈ E : 5C(x) ∈ [y1, yr ]},

E4(σ ) = {x ∈ E : 5C(x) ∈ [x1, xr ]},

and proceed to estimate the integrals

Ei(σ ) :=
∫
Ei (σ )

v〈Du,Dψσ 〉 dx, i = 1, . . . ,4.

To find an upper bound forE1(σ ), observe that|E1(σ )| ≤ σ |y1 − x1| andDψσ =

−e1/σ onE1(σ ). Therefore, recalling thatDu(x0) = e2,

|E1(σ )| =
1

σ

∣∣∣∣ ∫
E1(σ )

v〈Du, e1〉 dx

∣∣∣∣ =
1

σ

∣∣∣∣ ∫
E1(σ )

v〈Du−Du(x0), e1〉 dx

∣∣∣∣
≤

1

σ
|E1(σ )| ‖v‖∞,Cσ ‖Du−Du(x0)‖∞,E1(σ )

≤ |y1 − x1| ‖v‖∞,Cσ ‖Du−Du(x0)‖∞,E1(σ ). (26)
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Moreover, sinceu is continuously differentiable at every pointx ∈ ]y0, x0[ and satisfies
Du(x) = Du(x0), we have

ω1(σ ) := ‖Du−Du(x0)‖∞,E1(σ ) → 0 asσ ↓ 0.

Similarly,

|E2(σ )| ≤ |yr − xr | ‖v‖∞,Cσ ω2(σ ), (27)

whereω2(σ ) := ‖Du−Du(x0)‖∞,E2(σ ) → 0 asσ ↓ 0.
Next, to boundE3(σ ) we note thatE3(σ ) ⊂ Bρ(y0) for σ > 0 small enough. So,

in view of (23), |E3(σ )| ≤ ε|E3(σ )|/σ because|Dψσ | ≤ 1/σ and |Du| ≤ 1. Since
|E3(σ )| ≤ 2σ(|y1 − yr | + 2σ), we finally get the estimate

|E3(σ )| ≤ 2ε(|y1 − yr | + 2σ). (28)

The reasoning we need to estimateE4(σ ) is just slightly longer than the previous ones.
Let us splitE4(σ ) in two parts,E′

4(σ ) andE′′

4(σ ), where

E′

4(σ ) = {x ∈ E4(σ ) : 5C(x) ∈ ]x1, xr [},

E′′

4(σ ) = {x ∈ E4(σ ) : 5C(x) ∈ {x1, xr}}.

By choosingσ > 0 so small thatE4(σ ) ⊂ Bρ(x0), we have|Du − e2| ≤ 1/2 a.e. in
E4(σ ) owing to (21). Therefore,

〈Du,Dψσ 〉 ≤ 〈e2,Dψσ 〉 +
1

2σ
≤ −

1

2σ
a.e. inE′

4(σ )

because, on that set,Dψσ = −e2/σ . Now, by (22),

E4(σ ) ≤

∫
E′

4(σ )

v〈Du,Dψσ 〉 dx +
|E′′

4(σ )|

σ
‖v‖∞,Cσ

≤ −
1

2σ

v(x0)

2
|E′′

4(σ )| + 2πσ‖v‖∞,Cσ

≤ −
v(x0)

4
|x1 − xr | + 2πσ‖v‖∞,Cσ . (29)

Now, plugging estimates (26)–(29) into (25), we obtain

0 ≤

∫
�

fψσ dx ≤ 2ε(|y1 − yr | + 2σ)−
v(x0)

4
|x1 − xr |

+ ‖v‖∞,Cσ [|y1 − x1|ω1(σ )+ |yr − xr |ω2(σ )+ 2πσ ]

Hence, lettingσ ↓ 0,

0 ≤ 2ε|y1 − yr | −
v(x0)

4
|x1 − xr |. (30)
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Since|Du(xr)−Du(x0)| ≤ εr + L|xr − x0|, whereL = ‖D2u(x0)‖, we have

|y1 − yr | =
∣∣xr − |x0 − y1|Du(xr)− (x0 − |x0 − y1|Du(x0))

∣∣
≤ |x0 − y1| (εr + L|xr − x0|)+ |xr − x0|.

But |xr − x0| ≤ r and, by (24)(iii),|x1 − xr | ≥ r/2. So,

εr + L|xr − x0| ≤ 2(ε + L)|x1 − xr |

and
|y1 − yr | ≤ 2[1 + |x0 − y1|(ε + L)]|x1 − xr |. (31)

Combining (30) and (31), we obtain

0 ≤

{
4ε[1 + |x0 − y1|(ε + L)] −

v(x0)

4

}
|x1 − xr |,

which contradicts (20). We have reached the contradiction assumingu(x0) < d(x0). So,
u ≡ d and the proof is complete. ut

Our next task is to show thatv is given by the representation formula (4). We will do
this in the next two propositions: the first one computesv away from the singular set, the
second one on6.

Proposition 4.2. Let (d, v) be a solution of system(2). Then, for anyz0 ∈ � \ 6 and
θ ∈ (0, τ (z0)), we have

v(z0)−
1 − (d(z0)+ θ)κ(z0)

1 − d(z0)κ(z0)
v(z0 + θDd(z0))

=

∫ θ

0
f (z0 + tDd(z0))

1 − (d(z0)+ t)κ(z0)

1 − d(z0)κ(z0)
dt.

Proof. Let z0 ∈ �\6, θ ∈ (0, τ (z0)) and setx0 = z0 +θDd(z0). Notice that [z0, x0] ⊂

� \6 andDd(z) = Dd(z0) for z ∈ [z0, x0] by Proposition 2.2(b).
Let us use—once again—a coordinate system that simplifies the notation: we sete2 =

Dd(z0) and choosee1 such that{e1, e2} is a positively oriented orthonormal basis ofR2.
Also, fix r > 0 so small thatxr := x0 + re1 /∈ 6 and〈Dd(xr), e2〉 > 0. Let thent̄ > 0
be such that the pointzr := xr − t̄Dd(xr) satisfies〈zr − z0, e2〉 = 0. We note that̄t is
given by

t̄ =
〈xr − z0, e2〉

〈Dd(xr), e2〉
=

|x0 − z0|

〈Dd(xr), e2〉
. (32)

Finally, let us possibly reducer > 0 to ensure that the domainDr := co{x0, xr , zr , z0}

be contained in� \6 andd be of classC2 in a neighbourhood ofDr .
Integrating by parts the equation− div(vDd) = f onDr , we obtain∫

Dr

f dx = −

∫
∂Dr

v〈Dd, ν〉 dH1, (33)
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whereν is the outward unit normal to∂Dr . The above right-hand side amounts to∫
∂Dr

v〈Dd, ν〉 dH1
=

∫
[x0,xr ]

v〈Dd, e2〉 dH1
+

∫
[z0,zr ]

v〈Dd,−e2〉 dH1 (34)

because ∫
[z0,x0]

v〈Dd, ν〉 dH1
=

∫
[z0,x0]

v〈e2,−e1〉 dH1
= 0

and, similarly,〈Dd, ν〉 = 0 on [zr , xr ]. Moreover, we have∫
Dr

f dx =

∫
|z0−x0|

0
dt

∫ lt

0
f (z0 + te2 + se1) ds, (35)

where

lt =

(
1 −

t

|z0 − x0|

)
|z0 − zr | +

t

|z0 − x0|
|x0 − xr |.

Our next step will be to compute limr↓0
1
r

∫
Dr
f dx. Aiming at this, let us recall that,

in view of Proposition 2.6,

D2d(x0) = γ0(e1 ⊗ e1), where γ0 = −
κ(x0)

1 − κ(x0)d(x0)
.

Hence,

1

r

〈Dd(xr), e1〉

〈Dd(xr), e2〉
=

1

r

〈Dd(x0)+ rD2d(x0)e1 + o(r), e1〉

〈Dd(x0)+ rD2d(x0)e1 + o(r), e2〉
=
γ0 + ε(r)

1 + ε(r)
,

whereε(r) → 0 asr ↓ 0. Since

|z0 − zr |

r
= 1 − |x0 − z0|

1

r

〈Dd(xr), e1〉

〈Dd(xr), e2〉
= 1 − |x0 − z0|

γ0 + ε(r)

1 + ε(r)
, (36)

we obtain

lim
r→0+

lt

r
=

(
1 −

t

|z0 − x0|

)
(1 − γ0|x0 − z0|)+

t

|z0 − x0|

= 1 − γ0|x0 − z0| + tγ0.

Therefore, in view of (35), we conclude that

lim
r↓0

1

r

∫
Dr

f dx =

∫
|z0−x0|

0
f (z0 + te2)(1 − γ0|x0 − z0| + tγ0) dt. (37)

We now turn to the evaluation of limr↓0
1
r

∫
∂Dr

v〈Dd, ν〉. SinceDd is continuous at
x0 andDd(x0) = e2, we have

lim
r↓0

1

r

∫
[x0,xr ]

v〈Dd, e2〉 dH1
= v(x0).
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A similar continuity argument and (36) show that

lim
r↓0

1

r

∫
[z0,zr ]

v〈Dd,−e2〉 dH1
= −v(z0)(1 − γ0|x0 − z0|).

Then, recalling (33), (34) and (37), we conclude that

lim
r↓0

−
1

r

∫
∂Dr

v〈Dd, ν〉 dH1
= v(z0)(1 − γ0|x0 − z0|)− v(x0)

=

∫
|z0−x0|

0
f (z0 + te2)(1 − γ0|x0 − z0| + tγ0) dt,

whence, since|z0 − x0| = θ ,

v(z0)−
v(x0)

1 − γ0θ
=

∫ θ

0
f (z0 + te2)

(
1 +

tγ0

1 − γ0θ

)
dt. (38)

Finally, recalling the definition ofγ0 and using the equalityd(x0) = d(z0)+ θ , we have

1 − γ0θ = 1 +
κ(x0)θ

1 − d(x0)κ(x0)
=

1 − d(z0)κ(x0)

1 − d(x0)κ(x0)

and
γ0

1 − γ0θ
= −

κ(x0)

1 − d(z0)κ(x0)
.

In view of the above identities and of the fact thatκ(x0) = κ(z0), (38) can be recast as

v(z0)−
1 − d(x0)κ(z0)

1 − d(z0)κ(z0)
v(x0) =

∫ θ

0
f (z0 + te2)

1 − (d(z0)+ t)κ(z0)

1 − d(z0)κ(z0)
dt.

This is the conclusion. ut

The following result is reminiscent of [16, Proposition 7.1].

Proposition 4.3. If (d, v) is a solution of system(2), thenv = 0 on6.

Proof. Assume, first, that6 is a singleton, say{x0}. Then, by a classical result of Motz-
kin’s [26] (see also Remark 2.11),� is the diskBR(x0) with R = d(x0). Integrating the
equation− div(vDd) = f onBr(x0), for 0< r < R, gives∫

Br (x0)

f dx = −

∫
∂Br (x0)

v〈Dd, ν〉 dH1,

whereν is the outward unit normal to∂Br(x0). Since〈Dd, ν〉 = −1, we have

0 = lim
r↓0

1

r

∫
Br (x0)

f dx = lim
r↓0

1

r

∫
∂Br (x0)

v dH1
= 2πv(x0).

Thus,v(x0) = 0.
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Suppose, next, that6 is not a singleton. Then, again by Remark 2.11, the set61 of
singular points with magnitude 1 is dense in6. Sincev is continuous, it suffices to prove
that v vanishes on61. So, letx0 ∈ 61 andD+d(x0) = [p0, q0] with p0 6= q0. Then,
by Proposition 2.10, there exists a Lipschitz arcx : [0, η] → 6 such thatx(0) = x0,
ẋ(0) 6= 0, and

〈ẋ(0), p0 − q0〉 = 0. (39)

Moreover,x(sn) ∈ 61 for some sequencesn ↓ 0, and

D+d(x(sn)) = [pn, qn] with pn → p0, qn → q0. (40)

Since6 has Lebesgue measure zero, we have, by Fubini’s Theorem,

H1([x0 − αsnp0,x(sn)− αsnpn] ∩6) = 0 for a.e.α ∈ [1,2],

providedn is sufficiently large. Letαn ∈ [1,2] be such that

H1([x0 − αnsnp0,x(sn)− αnsnpn] ∩6) = 0.

In the same way, letβn ∈ [1,2] be such that

H1([x0 − βnsnq0,x(sn)− βnsnqn] ∩6) = 0.

Set, for everyn ∈ N,

Inp := ]x0 − αnsnp0,x(sn)− αnsnpn[, Inq := ]x0 − βnsnq0,x(sn)− βnsnqn[.

Now, for n ∈ N large enough define the domain

Dn := co([x0,x(sn)] ∪ Inp ) ∪ co([x0,x(sn)] ∪ Inq )

(the bar denotes closure) and consider, forσ > 0, the function

ψnσ (x) =

[
1 −

1

σ
dDn(x)

]
+

, x ∈ �.

Notice that, forn large enough,ψnσ ∈ W
1,∞
c (�). Therefore, usingψnσ as test function for

the equation− div(vDd) = f , we have∫
�

fψnσ dx =

∫
�

v〈Dd,Dψnσ 〉 dx.

In order to estimate the right-hand side, observe that the support ofDψnσ is the closure of
the setAn(σ ) := {x ∈ � \Dn : dDn(x) < σ }. This set can be represented as the disjoint
unionAnp(σ ) ∪ Anq(σ ) ∪ Ãn(σ ), where

Anp(σ ) = {x ∈ A(σ) : 5Dn(x) ∈ Inp }, Anq(σ ) = {x ∈ A(σ) : 5Dn(x) ∈ Inq }.
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Then the gradient ofdDn is constant onAnp(σ ), sayDdDn ≡ νnp . Similarly,DdDn ≡ νnq
onAnq(σ ). Now, observe that

−

∫
�

fψσ dx

=

∫
Anp(σ )

v

σ
〈Dd, νnp〉 dx +

∫
Anq (σ )

v

σ
〈Dd, νnq 〉 dx +

∫
Ãn(σ )

v〈Dd,Dψnσ 〉 dx. (41)

We will pass to the limit asσ ↓ 0 in the above identity. We have

lim
σ↓0

∫
�

fψnσ dx =

∫
Dn

f dx.

Moreover, arguing as in the proof of Proposition 4.1, we find

lim
σ↓0

∫
Ãn(σ )

v〈Dd,Dψnσ 〉 dx = 0.

In order to estimate the term∫
Anp(σ )

v

σ
〈Dd, νnp〉 dx =

1

σ

∫
Inp

dH1(y)

∫ σ

0
v(y + tνnp)〈Dd(y + tνnp), ν

n
p〉 dt,

recall thatH1(Inp ∩ 6) = 0, and soDd is continuous atH1-almost every point ofInp .
Therefore,

lim
σ↓0

∫
Anp(σ )

v

σ
〈Dd, νnp〉 dx =

∫
Inp

v(y)〈Dd(y), νnp〉 dH1(y).

Similarly,

lim
σ↓0

∫
Anq (σ )

v

σ
〈Dd, νnq 〉 dx =

∫
Inq

v(y)〈Dd(y), νnq 〉 dH1(y).

Thus, passing to the limit asσ ↓ 0 in (41), we conclude that

−

∫
Dn

f =

∫
Inp

v(y)〈Dd(y), νnp〉 dH1(y)+

∫
Inq

v(y)〈Dd(y), νnq 〉 dH1(y). (42)

Our final step will be to divide both sides of (42) bysn and to take the limit asn → ∞.
For this we need two preliminary remarks. The first one is that, for every sequence{yn}n
such thatyn ∈ Inp andd is differentiable atyn, Dd(yn) converges top0 asn → ∞. For
let λn ∈ [0,1] be such that

yn = λn(x0 − αnsnp0)+ (1 − λn)(x(sn)− αnsnpn)

= λn(x0 − αnsnp0)+ (1 − λn)(x0 + snẋ(0)+ o(sn)− αnsnpn)
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and supposeλn → λ∗
∈ [0,1] andαn → α∗

∈ [1,2] asn → ∞ (which always holds,
up to subsequences). Then

lim
n→∞

yn − x0

sn
= −α∗λ∗p0 + (1 − λ∗)ẋ(0) =: θ∗.

But min{〈p, θ∗
〉 : p ∈ D+d(x0)} is attained atp0, since, in view of (39),〈ẋ(0), p〉 =

〈ẋ(0), p0〉 for everyp ∈ [p0, q0]. Thus, by [3, Theorem 2.1],Dd(yn) → p0 as claimed.
The second remark we need to proceed with our computation is that

lim
n→∞

νnp = −
p0 − q0

|p0 − q0|
. (43)

Indeed, by definition,

〈νnp,x(sn)− αnsnpn − (x0 − αnsnp0)〉 = 0,

where

x(sn)− x0 + αnsn(p0 − pn) = snẋ(0)+ o(sn) (44)

in view of (40). Thus,νnp is nearly orthogonal tȯx(0), and so

νnp = ρ0(p0 − q0)+ εn with lim
n→∞

εn = 0 and |ρ0| =
1

|p0 − q0|
.

Moreover,〈νnp, p0〉 ≤ 0 for n large enough, becauseνnp is an outward normal to the set

co([x0,x(sn)] ∪Inp ) at the pointx0−αnsnp0 andx0 belongs to that set. Therefore,ρ0 < 0
and (43) follows.

We are now ready for our final step. Dividing both sides of (42) bysn and taking the
limit asn → ∞, we obtain

0 = lim
n→∞

1

sn

{ ∫
Inp

v(y)〈Dd(y), νnp〉 dH1(y)+

∫
Inq

v(y)〈Dd(y), νnq 〉 dH1(y)

}
.

SinceH1(Inp ) = |x(sn) − αnsnpn − (x0 − αnsnp0)| = sn|ẋ(0)| + o(sn) on account of
(44), we have

lim
n→∞

1

sn

∫
Inp

v(y)〈Dd(y), νnp〉 dH1(y) = −v(x0)|ẋ(0)|

〈
p0,

p0 − q0

|p0 − q0|

〉
.

By a similar argument,

lim
n

1

sn

∫
Inq

v(y)〈Dd(y), νnq 〉 dH1(y) = v(x0)|ẋ(0)|

〈
q0,

p0 − q0

|p0 − q0|

〉
.

Thus,

0 = v(x0)|ẋ(0)|

{
−

〈
p0,

p0 − q0

|p0 − q0|

〉
+

〈
q0,

p0 − q0

|p0 − q0|

〉}
= −v(x0)|ẋ(0)| |p0 − q0|.

Sinceẋ(0) 6= 0 andp0 6= q0, we conclude thatv(x0) = 0. ut



458 Piermarco Cannarsa, Pierre Cardaliaguet

We are now ready to complete the proof of our main result.

Proof of Theorem 1.1 (uniqueness).Let (u, v) be a solution of system(2). Thenu ≡ d

in �v := {x ∈ � : v(x) > 0} by Proposition 4.1. In particular,(d, v) is also a solution
of (2). So, owing to Proposition 4.3,v = 0 on6. Now, let x ∈ � \ 6. In view of
Proposition 4.2, we have

v(x)−
1 − (d(x)+ θ)κ(x)

1 − d(x)κ(x)
v(x+θDd(x)) =

∫ θ

0
f (x+ tDd(x))

1 − (d(x)+ t)κ(x)

1 − d(x)κ(x)
dt

for eachθ ∈ (0, τ (x)). Sincev is continuous and vanishes on6, the left-hand side above
converges tov(x) asθ ↑ τ(x). So,v(x) coincides withvf (x), given by (4), and the proof
is complete. ut

A. Appendix: Proof of Theorem 2.12

We already know that the normal distanceτ , defined in (7), is continuous in� (see Propo-
sition 2.14). In this section we will prove that if� has aC2,1 boundary, thenτ is also
Lipschitz continuous on∂� (Theorem 2.12). The main step of the proof is the following
preliminary result.

Lemma A.1. Let� be a bounded domain inR2 with boundary of classC2,1. Then every
x ∈ ∂� has a neighbourhood,U , such that

τ(y) ≤ τ(x)+K(diam�)2|y − x| ∀y ∈ ∂� ∩ U, (45)

where

K = sup
x,y∈∂�
x 6=y

max

{
|κ(y)− κ(x)|

|y − x|
,
|Dd(y)−Dd(x)−D2d(x)(y − x)|

|y − x|2

}
.

Proof. Letx ∈ ∂� be fixed. We will analyse, first, the simpler caseτ(x)κ(x) = 1. Recall-
ing thatτ(x) ≤ diam�/2, we haveκ(x) ≥ 2/diam�. LetU be an open neighbourhood
of x such thatκ(y) > 1/diam� for everyy ∈ U . Then, for everyy ∈ ∂� ∩ U ,

τ(y) ≤
1

κ(y)
≤

1

κ(x)
+
κ(y)− κ(x)

κ(y)κ(x)
≤ τ(x)+

K

2
(diam�)2|y − x|

and (45) is proved.
Now, supposeτ(x)κ(x) < 1 and definēx = x + τ(x)Dd(x). We claim thatDd(x)

must be isolated inD∗d(x̄). For supposeDd(x) = limk pk for some sequence{pk} in
D∗d(x̄) satisfyingpk 6= Dd(x) for every k. Thenpk = Dd(xk), wherexk = x̄ −

d(x̄)pk 6= x̄ − d(x̄)Dd(x) = x is a sequence of boundary points converging tox. We
can also assume, without loss of generality, that(xk − x)/|xk − x| converges to some unit
vectorθ . Hence,

θ = lim
k→∞

xk − x

|xk − x|
= −d(x̄) lim

k→∞

Dd(xk)−Dd(x)

|xk − x|
= −d(x̄)D2d(x)θ.
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Therefore, recalling that the nonzero eigenvalue ofD2d(x) is given by−κ(x), we obtain
−κ(x) = −1/d(x̄) = −1/τ(x), contrary toτ(x)κ(x) < 1. So, our claim is proved.

Hereafter, we denote byR the rotation matrix

R =

(
0 −1
1 0

)
and by{e1, e2} the orthonormal basis ofR2 given by

e1 = R−1Dd(x), e2 = Dd(x).

We split the reasoning into several steps.

Step 1: construction of a singular arc.We want to construct a Lipschitz arcx : [0, η] →

� such that

x(0) = x̄, |ẋ(0)| = 1, 〈ẋ(0), e1〉 > 0, x(s) ∈ 6 ∀s ∈ [0, η]. (46)

Suppose, first,̄x ∈ 62. Sincee2 is isolated inD∗d(x̄), there are two distinct vectors
p1, p2 ∈ D∗d(x̄) such that the segments [p1, e2] and [p2, e2] are contained in∂D+d(x̄).
Letn1 andn2 be outward unit normals toD+d(x̄) exposing the faces [p1, e2] and [p2, e2]
respectively, i.e.

max
p∈D+d(x̄)

〈p, ni〉 = 〈pi, ni〉 = 〈e2, ni〉, i = 1,2.

We claim that
e2 = λ1n1 + λ2n2 (47)

for suitable numbersλ1, λ2 > 0. Indeed, the normal cone toD+d(x̄) ate2 is generated by
{n1, n2}. Sincee2 belongs to this cone,e2 = λ1n1+λ2n2 with λ1, λ2 ≥ 0. If λ1 = 0, then
λ2 = 1 ande2 = n2. Therefore,〈p2, n2〉 = 〈e2, n2〉 = 1, which impliesp2 = n2 = e2,
contrary to the definition ofp2. So,λ1 > 0. Similarly,λ2 > 0; our claim is thus proved.

Now, observe that, on account of (47), 0= λ1〈n1, e1〉+λ2〈n2, e1〉. So, either〈n1, e1〉

< 0 or〈n2, e1〉 < 0. Suppose〈n1, e1〉 < 0, and apply Proposition 2.10 to the face [p1, e2]
of D+d(x̄), with normaln1, to construct a Lipschitz arcx : [0, η] → � such that

x(0) = x̄, ẋ(0) = −n1, x(s) ∈ 6 ∀s ∈ [0, η].

Since〈n1, e1〉 < 0, we have〈ẋ(0), e1〉 > 0, which proves (46).
To complete the proof of this step it suffices to note that the casex̄ ∈ 61 can be

treated by a similar—yet simpler—argument.

Step 2: normals to∂� do intersect the singular arc.We want to construct a neighbour-
hoodU of x such that, for any boundary pointy ∈ ∂� ∩ U satisfying〈y − x, e1〉 > 0,
there existsy, ρy > 0 with

x(sy) = y + ρyDd(y), (48)

lim
y→x

sy = 0 (49)

(where the limit is taken fory ∈ ∂� ∩ U such that〈y − x, e1〉 > 0).
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LetV be an open neighbourhood ofx such that∂�∩V is the trace of a regular curve
h 7→ y(h), −r < h < r, with y(0) = x andẏ(0) = e1. Theny(h) = x + he1 + o(h).
Moreover, for everyy ∈ ∂� ∩ V satisfying〈y − x, e1〉 > 0,

∃! hy ∈ (0, r) such that y = y(hy). (50)

Now, consider the mapφ : (0, r)× [0, η] → R defined by

φ(h, s) = 〈x(s)− y(h),RDd(y(h))〉 (h ∈ (0, r), s ∈ [0, η]),

wherex is the singular arc of Step 1. SinceD2d(x) = −κ(x)e1 ⊗ e1, we have

RDd(y(h)) = RDd(x)+RD2d(x)[y(h)− x] + o(|y(h)− x|)

= −e1 − hκ(x)e2 + o(h).

Also,

x(s)− y(h) = x + τ(x)e2 + sẋ(0)− (x + he1)+ o(s)+ o(h).

Therefore,

φ(h, s) = 〈τ(x)e2 + sẋ(0)− he1,−e1 − hκ(x)e2〉 + o(s)+ o(h)

= h(1 − τ(x)κ(x))− s[〈ẋ(0), e1〉 + hκ(x)〈ẋ(0), e2〉] + o(s)+ o(h). (51)

But 1− τ(x)κ(x) > 0. So,φ(h,0) > 0 for h small enough, say 0< h < r0. Moreover,
since〈ẋ(0), e1〉 > 0, after possibly reducingr0 we conclude that, for somēs ∈ (0, η] and
all (h, s) ∈ (0, r0)× [0, s̄],

φ(h, s) ≤ −
s

2
〈ẋ(0), e1〉 + h(1 − τ(x)κ(x))+ o(h). (52)

So, there exists̄r ∈ (0, r0] such thatφ(h, s̄) < 0 for everyh ∈ [0, r̄]. This proves that,
for anyh ∈ [0, r̄], there existss(h) ∈ (0, s̄) such that

φ(h, s(h)) = 〈x(s(h))− y(h),RDd(y(h))〉 = 0. (53)

Furthermore, recalling (52),

0< s(h) ≤
2

〈ẋ(0), e1〉
[h(1 − τ(x)κ(x))+ o(h)] ∀h ∈ [0, r̄], (54)

so thats(h) → 0 ash ↓ 0.
Next, observe that, in view of (50), equality (53) can be expressed in intrinsic terms by

saying that for any pointy ∈ ∂� of a suitable neighbourhood ofx, sayU ⊂ V , satisfying
〈y − x, e1〉 > 0, there existssy := s(hy) > 0 such that〈x(sy) − y,RDd(y)〉 = 0.
Consequently,x(sy) = y + ρyDd(y) for someρy ∈ R, and (48) will be proved if we
showρy > 0. To this end, observe that

hy = |y − x| + o(|y − x|) (55)
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as∂� ∩ U 3 y → x satisfying〈y − x, e1〉 > 0. Also, in view of the above formula
and (54),

0< sy ≤ C|y − x| (56)

for some constantC > 0. So, (49) is proved. Furthermore,

lim
y→x

x(sy) = x̄ = x + τ(x)Dd(x),

so thatρy → τ(x) asy → x. Hence,ρy > 0 fory sufficiently close tox, which completes
the proof of this step.

Step 3: an estimate forsy . We claim that

sy =
1 − τ(x)κ(x)

〈ẋ(0), e1〉
|y − x| + o(|y − x|) (57)

as∂� ∩ U 3 y → x with 〈y − x, e1〉 > 0. Indeed, (51) yields

0 = −sy〈ẋ(0), e1〉 + hy(1 − τ(x)κ(x))+ o(hy)+ o(sy).

The above identity yields the desired result thanks to (55) and (56).

Step 4: an upper bound forρy . We claim that

ρy ≤ τ(x)+
1 − τ(x)κ(x)

〈ẋ(0), e1〉
|y − x| + o(|y − x|) (58)

as∂� ∩ U 3 y → x with 〈y − x, e1〉 > 0. Indeed, returning to the parametric represen-
tation of∂� introduced in Step 2, we have, for everyh ∈ [0, r̄],

ρy(h) = |x(s(h))− y(h)| = 〈x(s(h))− y(h),Dd(y(h))〉

= 〈τ(x)e2 + s(h)ẋ(0)− he1 + o(h), e2 + hD2d(x)e1 + o(h)〉

= τ(x)+ s(h)〈ẋ(0), e2〉 + o(h)

since 0< s(h) ≤ Ch. In intrinsic notation,ρy = τ(x) + sy〈ẋ(0), e2〉 + o(hy) for every
y ∈ ∂�∩U satisfying〈y − x, e1〉 > 0. Since|〈ẋ(0), e2〉| ≤ 1, our claim follows in view
of (55) and (57).

Step 5: a global bound.We will now derive the estimate

1 − τ(x)κ(x)

〈ẋ(0), e1〉
≤
K

2
(diam�)2, (59)

which is delicate, since botḣx(0) = −n1 ande1 = R−1Dd(x) depend onx. Let p1
andn1 be as in Step 1. Then the pointz := x̄ − τ(x)p1 belongs to5(x̄). Moreover,
Dd(z) = p1. So,

z− x = −τ(x)(Dd(z)−Dd(x)) = τ(x)(e2 − p1).
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Also,

|Dd(z)− (Dd(x)+D2d(x)(z− x))| ≤ K|z− x|2.

Therefore, recalling thatD2d(x) = −κ(x)e1 ⊗ e1,

|(I − τ(x)κ(x)e1 ⊗ e1)(p1 − e2)| ≤ Kτ2(x)|p1 − e2| ≤
K

4
(diam�)2|p1 − e2|

2.

Since the matrixI − τ(x)κ(x)e1 ⊗ e1 is positive definite with eigenvalues 1 and 1−

τ(x)κ(x) > 0, this proves that

(1 − τ(x)κ(x))|p1 − e2| ≤
K

4
(diam�)2|p1 − e2|

2.

Now, recall thatp1 6= e2 to conclude

1 − τ(x)κ(x) ≤
K

4
(diam�)2|p1 − e2|. (60)

Next, the identity〈ẋ(0), p1 − e2〉 = 0 implies thatẋ(0) = λR(p1 − e2) for someλ ∈ R
satisfying|λ| = 1/|p1 − e2|. Therefore,

〈ẋ(0), e1〉 = |λ〈R(p1 − e2), e1〉| =
|〈p1 − e2, e2〉|

|p1 − e2|
=

1 − 〈p1, e2〉

|p1 − e2|
.

Since|p1 − e2|
2

= 2(1 − 〈p1, e2〉), we have〈ẋ(0), e1〉 = |p1 − e2|/2. Combining the
last equality and (60) proves our claim (59).

Step 6: conclusion.Possibly reducing the neighbourhoodU of x that we found in the
previous steps, the above construction shows that, for everyy ∈ U ∩ ∂� satisfying
〈y − x, e1〉 > 0,

τ(y) ≤ ρy ≤ τ(x)+K(diam�)2|y − x|.

By a similar reasoning, there exists another neighbourhoodU ′ of x such that, for every
y ∈ U ′

∩ ∂� satisfying〈y − x, e1〉 < 0,

τ(y) ≤ τ(x)+K(diam�)2|y − x|.

Putting these estimates together completes the proof of the lemma. ut

We are now ready to prove the Lipschitz continuity ofτ .

Proof of Theorem 2.12.The conclusion will follow by known results in nonsmooth analy-
sis, once we extend estimate (45) to theε-neighbourhood�ε := {x ∈ � : 0< d(x) < ε}

of ∂�. In fact, letε > 0 be such thatd ∈ C2,1(�ε). We claim that there exists a constant
C > 0 so that everyx ∈ �ε has a ballBρ(x) ⊂ �ε such that

τ(y) ≤ τ(x)+ C|y − x| ∀y ∈ Bρ(x). (61)
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To show this, observe that for everyy ∈ �ε such that5(y) is in the neighbourhoodU of
5(x) provided by Lemma A.1, we have, in view of (45),

τ(y) = τ(5(y))− d(y) (62)

≤ τ(5(x))+K(diam�)2|5(y)−5(x)| − d(y)

≤ τ(x)+K(diam�)2‖D5‖∞,�ε |y − x| + d(x)− d(y).

Our claim (61) follows withC = K(diam�)2‖D5‖∞,�ε + 1.
Next, we will derive the bound

|p| ≤ C ∀p ∈ ∂P τ(x) ∀x ∈ �ε, (63)

where∂P τ(x) denotes the proximal subgradient ofτ at x andC is the constant that
appears in (61). Then, by [13, Theorem 7.3, p. 52], such an estimate will imply thatτ is
Lipschitz in�ε, and so on∂� as well. To check (63), recall that a vectorp ∈ R2 belongs
to ∂P τ(x) if and only if there exist numbersσ, η > 0 such that

τ(y) ≥ τ(x)+ 〈p, y − x〉 − σ |y − x|2 ∀y ∈ Bη(x),

by [13, Theorem 2.5, p. 33]. Now, combine the above inequality with (61) to obtain

〈p, y − x〉 ≤ C|y − x| + σ |y − x|2

whenever|y − x| < min{ρ, η}. This implies (63) and completes the proof. ut
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