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Abstract. Random-cluster measures on infinite regular trees are studied in conjunction with a gen-
eral type of ‘boundary condition’, namely an equivalence relation on the set of infinite paths of
the tree. The uniqueness and non-uniqueness of random-cluster measures are explored for certain
classes of equivalence relations. In proving uniqueness, the following problem concerning branch-
ing processes is encountered and answered. Consider bond percolation on the family-treeT of a
branching process. What is the probability that every infinite path ofT , beginning at its root, con-
tains some vertex which is itself the root of an infinite open subtree?
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1. Introduction and summary

The random-cluster model may be viewed as a unification of percolation and the Ising/
Potts models for a ferromagnet. It was described by Fortuin and Kasteleyn around 1970 in
a series of influential papers, and has provided one of the principal methods for studying
the mathematics of ferromagnetism. See [10, 11] for detailed accounts of and bibliogra-
phies associated with the model. When the underlying graphG is finite, the corresponding
random-cluster measure is given in a closed form. When the graph is infinite, one pro-
ceeds either by taking weak limits of measures on finite subgraphsH asH ↑ G, or by
concentrating on a class of measures whose conditional measures, given the configuration
off a finite subgraphH , satisfy the appropriate ‘DLR/Gibbs specification’ (see [8]). Much
(but not all) is known about the relationship between these two approaches whenG is a
finite-dimensional lattice. The primary purpose of the present paper is to study the corre-
sponding problem whenG is an infinite regular tree, thus continuing a project initiated
in [13].

A random-cluster measure on a finite tree is simply a product measure—it is the cir-
cuits in a graph which cause dependence between the states of different edges, and, when
there are no circuits, there is no dependence. Circuits may, however, be introduced into
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trees through a consideration of boundary conditions, and there lies the principal direction
of this paper. LetT be an infinite labelled tree with root 0, and letR be the set of all infi-
nite (self-avoiding) paths ofT beginning at 0, termedrays. We may think of a boundary
condition as being an equivalence relation∼ onR, the ‘physical’ meaning being that two
raysρ, ρ′ are considered to be ‘connected at infinity’ wheneverρ ∼ ρ′. Such connections
affect the counts of connected components of random subgraphs, thereby contributing to
the random-cluster measures defined onT . The two extremal boundary conditions are
usually termed ‘free’ (meaning that there exist no connections at infinity) and ‘wired’
(meaning that all rays are equivalent), respectively; these notions agree with those in use
for lattices. The wired boundary condition onT is that studied in [13, 18].

Our study of random-cluster measures will be pursued in Sections 4–6 in the context
of the infinitem-ary treeT ′

m, wherem ∈ {2,3, . . . }. Let ∼ be an equivalence relation
on the setR of rays ofT ′

m. In Section 4 is presented the DLR/Gibbs specification of
a so-called (∼)random-cluster measureon T . When studying random-cluster measures
which arise through limits of finite-volume measures, it turns out to be natural to restrict
oneself to equivalence classes which are ‘closed’ when viewed as subsets ofR2. Thus we
are led to consider the topological properties of equivalence relations, and this we do in
Section 5.

A random-cluster measureφG,p,q on a graphG has two parameters, namely an edge-
weightp ∈ [0,1] and a cluster-weightq ∈ (0,∞). It is an important and useful property
of random-cluster measures withq ≥ 1 that they satisfy the FKG inequality, and for
this reason we confine ourselves here to this case. The measureφG,p,q increases (in the
sense of stochastic ordering) asp increases. WhenG is infinite, one knows in the case
of lattices (see [8]) that there exists a unique random-cluster measure with parameters
p andq (≥ 1) wheneverp is either sufficiently small or sufficiently large, and it is an
important open problem to determine the uniqueness region exactly. The case of small
p was answered forT ′

m in [13], where uniqueness was proved for allp < pm,q where
pm,q is given by an explicit formula. It was proved moreover that there exists an inter-
val of values ofp of the form [pm,q , p′

m,q ], non-empty whenq > 2, such that there
is non-uniqueness of wired random-cluster measures forp lying in this interval. It was
conjectured in [13] that uniqueness of wired measures is valid whenp > p′

m,q , and such
uniqueness was proved in [18] for sufficiently largep. In Section 6, we extend the work of
[18] to prove the existence ofp′′

m,q ∈ (p′
m,q ,1) such that uniqueness is valid forp ≥ p′′

m,q

in the more general context of a certain subclass of equivalence relations termed ‘open’
relations.

In proving the above uniqueness, we make use of a result from branching processes
which may have other applications also. LetT be the family-tree of a Galton–Watson
branching process with a single progenitor 0, and we assume for simplicity that every
family-size is at least 1 and that the mean family-size exceeds 1. OnT we construct a
bond percolation process with given edge-densityp. A vertex v of T is colouredblue
if it is the root of an infinite open subtree ofT . The progenitor 0 is colouredblack if
every infinite path ofT starting at 0 contains some blue vertex. We shall see in Section 2
how to calculate the probabilityγ = P(0 is black) in terms of the family-size probability
generating functionG of the branching process.
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Of special relevance to our study of random-cluster measures is the problem of finding
a necessary and sufficient condition onp such thatγ = 1. We shall see in Theorem
2.2 thatγ = 1 if and only if p ≥ pG, wherepG is given uniquely by the equation
G′(1−pGθ(pG)) = 1, andθ(p) is the survival probability of the open subtree with root 0.
[We consider here the ‘quenched’ probability measure which ‘averages’ over realizations
of T as well as over the open edge-set ofT .] Although we obtain such results in the
context of a general branching process, in our application to the random-cluster model,
we shall consider (as in [18]) only the deterministic case in which every individual has
exactlym children; this is the case withG(x) = xm.

The present work is related to the analysis of the random-cluster model on the com-
plete graph performed in [5] and continued in [20], the common concept being that of
a ‘mean-field model’. A mean-field theory of statistical mechanics arises either through
removing the finite-dimensional spatial aspect of the system, or by considering a model
which is in some sense ‘infinite-dimensional’. In seeking rigorous theory, mathematicians
often consider the correct setting for a mean-field model to be either the complete graph
or a tree. In the case of percolation, for example, the corresponding models are the so-
called Erd̋os–Ŕenyi random graph (see [4, 17]) and the binomial branching process (see
[9, Chapter 10]). Paper [5] contains the theory of the random-cluster measure on the com-
plete graph withn vertices, whereq ∈ (0,∞) andp = λ/n, in the limit asn → ∞. The
present paper (and the earlier [13, 18]) is devoted to the case of trees.

2. Branching processes

We pose and answer a natural question concerning branching processes. This has an ap-
plication for the uniqueness of random-cluster measures on trees, and it may well have
further applications in other areas of probability theory. It may be viewed as an extension
of a (sub-)result of [18].

We consider a (Galton–Watson) branching process with family-size probability gen-
erating functionG satisfying

G(0) = 0, 1< G′(1) < ∞. (2.1)

In other words, the number of offspring of any individual is non-zero, and the mean
family-size is strictly greater than 1 (we shall return after Corollary 2.3 to the situation in
which one dispenses with the assumptionG(0) = 0). The family-treeT of the process
is an infinite tree with labelled vertex-setV and a single progenitor called itsorigin and
labelled 0. We writeP for the probability measure which governs the branching process.
For general accounts of the theory of branching processes, see [1, 15, 16].

We turnT into a directed tree by directing every edge away from 0. Letx be a vertex.
An x-ray is defined to be an infinite directed path ofT with (unique) endvertexx. We
denote byRx the set of allx-rays ofT , and we abbreviateR0 toR. We shall use the term
ray to mean a member of someRx . The edge ofT joining verticesx andy is denoted
〈x, y〉 when undirected, and [x, y〉 when directed fromx to y.
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We introduce next a second level of randomness through a consideration of bond per-
colation onT (see [9] for a general account of percolation). Suppose for the moment that
T is given, which is to say thatT = (V ,E) is a given labelled directed rooted infinite tree
as above. Let 0≤ p ≤ 1. Each edge ofT is declaredopenwith probabilityp, andclosed
otherwise; the states of different edges are independent. This amounts to considering the
product measurePE,p with densityp on the configuration space{0,1}

E . Let Ẽ (⊆ E) be
the set of open edges, and define the forestT̃ = (V , Ẽ). It is standard that the connected
component of̃T containing 0 is itself a branching process. A pathπ of T is calledopen
if every edge inπ is open.

The vertices ofT are assigned colours depending on the subtrees of which they are
roots. Letx ∈ V . We colourx blue if somex-ray of T is open; we colourx yellow if x
is not blue but everyx-ray ofT contains some blue vertex; we colourx red if it is neither
blue nor yellow. Finally, a vertex which is either blue or yellow is said to beblack. Note
thatx is black if and only if everyx-ray contains a blue vertex. We write

γT ,x = PE,p(x is black), θT ,x = PE,p(x is blue), (2.2)

noting that these quantities depend on the treeT . We now average over the measureP.
Let k ≥ 0 and letFk be theσ -field generated by the firstk generations ofT . Suppose
thatv lies in thekth generation ofT . By the Markov property of branching processes, the
quantities

γv = P(γT ,v | Fk), θv = P(θT ,v | Fk) (2.3)

do not depend (almost surely) on the choice ofv andk, whence

γv = γ0, θv = θ0. (2.4)

[Rather than introduce further notation, we useµ(X) to denote the mean of a random
variableX under a probability measureµ.] We introduce the abbreviations

γ = γ0, θ = θ0, (2.5)

and we note the obvious inequality
γ ≥ θ. (2.6)

In summary, the root 0 is blue (respectively, red, yellow) with probabilityθ (respectively,
1 − γ , γ − θ ); it is black with probabilityγ .

The calculation ofθ = θ(p,G) is standard, and may be found in any of many text-
books (see, for example, [12, Thm 5.4.5]). The extinction probabilityη = 1 − θ is the
smallest positive root of the equation

η = G(1 − p + pη), (2.7)

and thusθ is the largest root in [0,1] of the equation

θ = 1 −G(1 − pθ). (2.8)

It follows from (2.7) in the usual manner that

θ > 0 if and only if pG′(1) > 1. (2.9)
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Our principal target in this section is to calculateγ . We definefp : [pθ,1] → [0,∞)

by
fp(α) = θ +G(α − pθ), α ∈ [pθ,1], (2.10)

and we note some properties offp the proofs of which will be given later.

Proposition 2.1. Let p ∈ [0,1) and letG satisfy(2.1). The equationα = fp(α) has a
root atα = 1. It has either one or two roots in the interval[pθ,1], and it has two distinct
roots in this interval if and only ifG′(1 − pθ) > 1.

The functionfp is sketched in Figure 2.1. Next is the main result of this section.

y

θ

pθ

y = x

y = fp(x)

1 x

Fig. 2.1. A sketch of the graphs ofy = x andy = fp(x) on the interval [pθ,1]. Whether or not
there exists a root ofα = fp(α) other than atα = 1 depends on the gradient offp atα = 1.

Theorem 2.2. Consider a branching process whose family-size probability generating
function satisfies(2.1), and letp ∈ [0,1). Thenγ is the smallest root in the interval
[pθ,1] of the equation

γ = θ +G(γ − pθ). (2.11)

The following are equivalent:

(i) γ = 1, which is to say there exist almost surely no red vertices,
(ii) G′(1 − pθ) ≤ 1,

(iii) pG ≤ p ≤ 1, wherepG is given uniquely byG′(1 − pGθ(pG)) = 1.

We make a remark about the valuepG given in Theorem 2.2(iii). The function
θ = θ(p) is smooth whenp > p0 = 1/G′(1). On differentiating (2.8) we find that

θ ′
= (θ + pθ ′)G′(1 − pθ).

Hence, forp0 < p < 1,G′(1 − pθ) ≤ 1 if and only if θ ′
≤ θ + pθ ′, which is to say that

d

dp
((1 − p)θ(p)) = (1 − p)θ ′

− θ ≤ 0.

Therefore,pG is characterised as the value ofp ∈ [0,1] which maximises(1 − p)θ(p).
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We point out that the coloured treeT constitutes a multi-type branching process.
That is, suppose that each vertex ofT is coloured red, blue, or yellow in the manner
described above. We may think of the colour of any given vertex as itstype, and then
it is an exercise in the theory of multi-type branching processes to show thatT (when
coloured) has the same distribution as the family-tree of a multi-type branching process
with certain offspring-type distributions. This is a consequence of a general result for
multi-type processes which may already be known, and whose details are contained in
the next section.

We turn briefly to a particular instance of importance for the random-cluster model on
a regular tree. Letm ∈ {2,3, . . . } be a given integer, and letTm denote the infinite labelled
rooted tree in which the root has degreem and every other vertex has degreem+ 1. This
is the family-tree of the branching process with probability generating function given by
G(α) = αm, α ∈ R. We consider bond percolation onTm with edge-densityp as above,
and we arrive at the following result to be found in [18].

Corollary 2.3 ([18]). Letm ∈ {2,3, . . . } andp ∈ [0,1]. The probabilityγ that the root
of Tm is black satisfiesγ = 1 if and only ifp ≥ pb(m), where

pb(m) =
1 −m−1/(m−1)

1 −m−m/(m−1)
. (2.12)

In particular,

pb(2) =
2
3, pb(3) =

3
13(4 −

√
3) ≈ 0.52337. . . , (2.13)

and it is easily seen that

pb(m) ∼
logm

m
asm → ∞. (2.14)

Finally, prior to the proofs, we make a remark about the situation when (2.1) is not
assumed in its entirety, but only that 1< G′(1) < ∞. The branching process is then
supercritical, but may be finite with a strictly positive probability. Even ifT is infinite,
it will generally contain verticesx for which the setRx of x-rays is empty, and such
vertices are automatically assigned the colour yellow, following the rules given towards
the start of this section. The conclusion of Theorem 2.2 is easily seen to be valid in this
more general setting.

Proof of Proposition 2.1.The functionfp is non-decreasing and strictly convex on the
interval [pθ,1]. It is clear by (2.8) thatfp(1) = 1 andfp(pθ) ≥ pθ . See Figure 2.1.

If f ′
p(1) > 1, there exist two distinct roots of the equationα = fp(α) in [pθ,1]; if

f ′
p(1) ≤ 1, thenα = 1 is the unique such root. ut

Proof of Theorem 2.2.Let k ≥ 1, and letX be the number of offspring of the progenitor
0. We say that a vertexx is k-yellow if: x is not blue, but everyx-ray contains a blue
vertex belonging to the firstk generations ofT . Vertexx is calledk-black if it is either
blue ork-yellow. Letγ (k,X) be the (conditional) probability givenX that 0 isk-black,
and writeγ (k) = P(γ (k,X)). Now, 0 isk-yellow if and only if it is not blue but every
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child is either(k−1)-yellow or blue. This occurs if and only if every childy of 0 satisfies:
eithery is (k − 1)-yellow, ory is blue and the edge〈0, y〉 is closed. Therefore,

[γ (k,X)− θ ] = ([γ (k − 1)− θ ] + (1 − p)θ)X.

We take expectations to find that

γ (k) = fp(γ (k − 1)), (2.15)

wherefp is given in (2.10). Nowγ (k) → γ ask → ∞, andfp is continuous, whenceγ
satisfies (2.11). Sinceγ (0) = θ < 1, we find by the usual recursion argument thatγ is
the smallest root in [pθ,1] of (2.11). Note thatγ ≥ θ by (2.6).

By Proposition 2.1,γ = 1 if and only iff ′
p(1) = G′(1 − pθ) ≤ 1. NowG is strictly

convex and differentiable on [0,1], andG′(1)>1 by (2.1), whileG′(0)=P(X= 1)<1.
Therefore there exists a uniqueβ ∈ (0,1) such thatG′(β) = 1, andG′(1 − pθ) ≤ 1 if
and only if 1− pθ ≤ β. ut

Proof of Corollary 2.3. SinceG(α) = αm, the unique root of the equationG′(β) = 1 is
given byβ = m−1/(m−1). If pθ = 1 − β then, by (2.8),

1 − θ = G(β) = βm,

whence

p =
1 − β

θ
=

1 −m−1/(m−1)

1 −m−m/(m−1)

as claimed. ut

3. Multi-type branching processes

We prove a general result about multi-type processes in this section, and then apply it to
the coloured branching processes of Section 2. A related argument underpins the Marko-
vian construction of random-cluster measures on trees in [13].

Consider a multi-type (Galton–Watson) branching process with a setI of types;
I may be finite or countably infinite. We assume, for convenience, that the children of
each individual are ordered in some manner, and we may if necessary impose a random
ordering within families. Suppose also that we are given a (measurable) classification of
the possible family-trees into a (finite or countable) set of typesJ that we call ‘colours’
(not to be confused with the original types that will be called ‘types’). We colour each
vertexx of the family-tree by the colour of the subtree rooted atx.

We shall assume that the colouring rule has the property that the colour of any given
vertex is determined by the number and types and colours of its children. Ifx hask
offspring labelled 1,2, . . . , k, therth of which has typeir and colourjr , we denote the
colour ofx by8(k; i1, j1, . . . , ik, jk).

Theorem 3.1. The coloured family-tree of the process, with vertices marked by both type
and colour, is a multi-type branching process with type spaceI × J .
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Proof. Let pi(k; i1, . . . , ik) be the probability that an individual of typei ∈ I hask ≥ 0
children of typesi1, . . . , ik, respectively. Letqij be the probability that the family-tree,
starting with an individual of typei ∈ I, receives colourj ∈ J .

Let

pij (k; i1, j1, . . . , ik, jk)

=

{
q−1
ij pi(k; i1, . . . , ik)

∏k
l=1 qiljl if 8(k; i1, j1, . . . , ik, jk) = j,

0 otherwise.

There is probabilitypi(k; i1, . . . , ik)
∏k
l=1 qiljl that a family-tree starting with an in-

dividual of type i hask children with types and colours(i1, j1), . . . , (ik, jk). In this
case the root is coloured8(k; i1, j1, . . . , ik, jk), and thus the probability of this hap-
pening and the root being colouredj is qijpij (k; i1, j1, . . . , ik, jk). Consequently, the
conditional probability that this happens given that the root has typei and colourj is
pij (k; i1, j1, . . . , ik, jk).

Moreover, if we label thek children of the root asx1, . . . , xk, and we require some
further eventsE1, . . . , Ek, whereEl depends only on the subtree rooted atxl , then in these
probabilities we have to replaceqiljl by

P(El , andxl receives colourjl | xl has typeil)

= qiljlP(El | xl has typeil and colourjl).

Thus the probabilities are multiplied by

k∏
l=1

P(El | xl has typeil and colourjl).

Consequently, given the types and colours in the first generation, thek branches are inde-
pendent of each other and are copies of the entire coloured family-tree, with appropriate
initial conditions. In other words, the coloured family-tree is a multi-type branching pro-
cess with type spaceI × J , where the probability that a particle of type and colour
(i, j) ∈ I ×J hask ≥ 0 children of types and colours(i1, j1), . . . , (ik, jk), respectively,
is pij (k; i1, j1, . . . , ik, jk). ut

Let us apply this result to the coloured trees of Section 2. The treeT is the family-
tree of a branching process with probability generating functionG satisfying (2.1). We
designate any given edge ofT as ‘open’ with probabilityp, and as ‘closed’ otherwise.
Thus the ‘type’ of any vertex ofT is taken to be the state of the incoming edge, namely
either 1 (open) or 0 (closed). (The type of the root of the tree is irrelevant.) The number
of offspring of x thus does not depend on the type ofx, and each child is assigned a
type independently of the types of the other offspring, with probabilityπ0 = 1 − p

(respectively,π1 = p) for type 0 (respectively, type 1). We may thus writeqj for the
probability that the root receives colourj ∈ {b, y, r}.
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Consider for example the binary treeT2 defined at the end of Section 2. We have

pb(i1, j1, i2, j2) =


pπi2qj2 if (i1, j1) = (1, b),

pπi1qj1 if (i2, j2) = (1, b),

0 otherwise;

py(i1, j1, i2, j2) =


πi1πi2qj2 if j1 = y and eitherj2 = y or (i2, j2) = (0, b),

π0πi2qb if (i1, j1) = (0, b) andj2 = y,

π2
0q

2
b/qy if (i1, j1) = (i2, j2) = (0, b),

0 otherwise;

pr(i1, j1, i2, j2) =


πi1πi2qj2 if j1 = r and(i2, j2) 6= (1, b),

πi1πi2qj1 if j2 = r and(i1, j1) 6= (1, b),

0 otherwise.

The following is easily seen. The mean number of red offspring of a red individual is

µr = 2(1 − pqb) = 2(1 − pθ),

andµr > 1 if and only if p < pb(2) =
2
3; see (2.12) and Theorem 2.2. Therefore, the

red subtree of the multi-type process having red progenitor is supercritical if and only if
p < pb(2). A similar calculation is valid forTm with m ≥ 2.

In fact, for any branching process as in Section 2, a simple calculation shows that the
mean number of red offspring of a red individual isG′(1 − pθ).

4. Random-cluster measures on trees

Henceforth, we restrict ourselves to the regular infinite labelledm-ary treeT ′
m = (V ,E),

wherem ∈ {2,3, . . . }. Each vertex has degreem+ 1, and there is a distinguishedorigin
labelled 0. We shall state our results for generalm, but may sometimes consider the
special casem = 2 for simplicity. Part ofT ′

2 is drawn in Figure 4.1.

0

Fig. 4.1. Part of the infinite binary treeT ′
2.
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The treeT ′
m differs fromTm only in the degree of its root. We have chosen to work

with T ′
m rather thanTm in this section only because this is the more natural setting for

the random-cluster model. SinceT ′
m is a regular tree, it has a larger family of graph-

automorphisms. When it comes to calculations of critical values and the like, the differ-
ences betweenT ′

m andTm are largely cosmetic.
We continue the study of random-cluster measures onT ′

m initiated in [13], beginning
with a more general definition than that used there. Let� = {0,1}

E , and equip� with
theσ -fieldF generated by the finite-dimensional cylinder sets. An edgee is calledopen
in a configurationω (∈ �) if ω(e) = 1, andclosedotherwise. We writeη(ω) = {e :
ω(e) = 1} for the set of open edges inω. We shall consider probability measures on
the measurable pair(�,F) which satisfy a certain ‘random-cluster’ condition. SinceT ′

m

contains no circuits, random-cluster measures onT ′
m are simply product measures. A

much more interesting structure is revealed through the introduction of the concept of
‘boundary conditions’. A similar development for Ising models has been explored in the
statistical physics literature (see [2, 3]), and in the probability literature under the title
‘broadcasting in trees’ (see [21, 22]). Boundary conditions may be introduced in the more
general context of non-amenable graphs, but we do not follow this route here; see [11, 14,
18] for accounts of the random-cluster model on a non-amenable graph.

Each edge ofT ′
m is directed away from the root 0. We shall make use of the rays ofT ′

m

and we remind the reader of the notation concerning rays at the beginning of Section 2.
The setR of 0-rays ofT ′

m is in one-one correspondence with the set{1,2, . . . , m+ 1} ×

{1,2, . . . , m}
N. Let ∼ be an equivalence relation onR, and writeC(∼) for the family of

equivalence classes of∼. Let E denote the class of all equivalence relations onR. There
is a partial order≤ onE given by:∼1 ≤ ∼2 if

for all ρ, ρ′
∈ R, ρ ∼2 ρ

′ wheneverρ ∼1 ρ
′. (4.1)

There is a minimal (respectively, maximal) equivalence relation in this partial order which
we denote as∼0 (respectively,∼1). The equivalence classes of∼

0 are singletons, whereas
C(∼1) = {R}.

Forx ∈ V , let5x be the set of infinite (undirected) paths ofT ′
m with endpointx. Let

x ∈ V and letπ ∈ 5x ; there exists a unique 0-ray, denotedρπ , such thatπ andρπ differ
on only finitely many edges. For givenx, this gives a one-one correspondenceπ ↔ ρπ
between5x andR. (Forx = 0, it is the identity.) Any relation∼ onR may be extended
to a relation on

⋃
v∈V 5v by: forπ ∈ 5u, τ ∈ 5v, we haveπ ∼ τ if and only ifρπ ∼ ρτ .

For any vertexu ∈ V , we writeR′
u for the subset ofR comprising all rays which

pass throughu. The correspondence between5u andR restricts to a correspondence
between their subsetsRu andR′

u, such that any rayρu ∈ Ru corresponds to the unique
rayρ′

u ∈ R of which it is a subray.
The equivalence relation∼ (∈ E) may serve as a boundary condition, to be interpreted

roughly as follows. Suppose thatω ∈ �, and letC1, C2 be two distinct connected com-
ponents of the graph(V , η(ω)). ThenC1 andC2 are considered to be the same cluster if
there exist raysρ1 ⊆ C1, ρ2 ⊆ C2 such thatρ1 ∼ ρ2. Otherwise expressed, two rays are
‘identified at infinity’ if they are equivalent under∼. This will be made more rigorous in
the following formal definition of a random-cluster measure.
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Let 3 be a finite subset ofV , and letE3 be the set of edges ofT ′
m having both

endvertices in3. For ξ ∈ �, we write�ξ3 for the (finite) subset of� containing all
configurationsω satisfyingω(e) = ξ(e) for e ∈ E \ E3; these are the configurations
which ‘agree withξ off 3’.

Let ∼ ∈ E , ξ ∈ �, andω ∈ �
ξ
3. The configurationω gives rise to an ‘open graph’

on3, namelyG(3,ω) = (3, η(ω)∩E3). We augment this graph by adding certain new
edges. Specifically, for distinctu, v ∈ 3, we add a new edge between the pairu, v if
either:

(a) there exists a path ofE \ E3 from u to v which is open inξ , or
(b) there exists a vertex-disjoint pair of infinite pathsπu ∈ 5u, πv ∈ 5v satisfying

πu ∼ πv, which are open inξ and which are edge-disjoint fromE3.

We writeGξ,∼(3, ω) for the resulting augmented graph, and we letkξ,∼(3, ω) be the
number of connected components ofGξ,∼(3, ω). These definitions are motivated by the
idea that each equivalence class of rays leads to a common ‘point at infinity’, through
which verticesu andv may be connected by open paths.

Next we define a random-cluster measure corresponding to a given equivalence rela-
tion ∼. Let ∼ ∈ E , ξ ∈ �, and letp ∈ [0,1] andq ∈ (0,∞). We defineφξ,∼3,p,q to be the
random-cluster measure on the finite graph(3,E3) ‘with boundary conditionξ ’. More
precisely, letφξ,∼3,p,q be the probability measure on the pair(�,F) given by

φ
ξ,∼
3,p,q(ω) =


1

Z
ξ,∼
3,p,q

{ ∏
e∈E3

pω(e)(1 − p)1−ω(e)
}
qk

ξ,∼(3,ω) if ω ∈ �
ξ
3,

0 otherwise,

(4.2)

whereZξ,∼3,p,q is the appropriate normalising constant

Z
ξ,∼
3,p,q =

∑
ω∈�

ξ
3

{ ∏
e∈E3

pω(e)(1 − p)1−ω(e)
}
qk

ξ,∼(3,ω). (4.3)

Note thatφξ,∼3,p,q(�
ξ
3) = 1.

In the special case whenξ = 1 and∼ = ∼
1, we writeφ1

3,p,q for φξ,∼3,p,q . This is
usually called the random-cluster measure on3 with ‘wired’ boundary conditions, and it
has been studied in a slightly disguised form in [13]. As usual (see [10] and the references
therein), random-cluster measures satisfy the FKG inequality whenq ≥ 1, and this allows
the deduction that the weak limit

φ1
p,q = lim

3↑V
φ1
3,p,q (4.4)

exists whenq ≥ 1, and is independent of the manner in which the limit3 ↑ V is
taken. As a side-comment, we remark that the FKG inequality is a fundamental technique
in the study of the random-cluster model. This is already very familiar in the field (see
[10], for example), and we do not explain it further here. Thus, we shall omit details
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of arguments involving the FKG inequality and the stochastic ordering relation≤st of
probability measures. We note for later use that, for allq ≥ 1 and∼ ∈ E ,

φ
1,∼
1,p,q ≤st φ

1,∼
3,p,q if 1 ⊇ 3. (4.5)

For any finite subset3 ⊆ V , we writeT3 for theσ -field generated by the set{ω(e) :
e ∈ E \ E3} of states of edges having at least one endvertex outside3.

Let ∼ ∈ E , 0 ≤ p ≤ 1, andq > 0. A probability measureφ on (�,F) is called
a (∼)random-cluster measurewith parametersp andq if: for all A ∈ F and all finite
subsets3 ⊆ V ,

φ(A | T3)(ξ) = φ
ξ,∼
3,p,q(A) for φ-a.e.ξ . (4.6)

The set of such measures is denotedR∼
p,q . Random-cluster measures were introduced in

[8] and are studied systematically in [11] and elsewhere. Note that the cases whenp = 0,
p = 1 or q = 1 are trivial; in these cases, (4.2) gives the product measure on(3,E3)

for everyξ and∼, and then (4.6) holds if and only ifφ is the product measureφp with
densityp on (�,F).

This is an appropriate moment to introduce a measurability assumption on∼. The left
hand side of (4.6) is a measurable function ofξ , so we want the right hand side to be a
measurable function ofξ too, with respect toF or at least with respect to its completion
for φ. For3 a finite subset ofV andu, v ∈ 3, let K∼

u,v,3 denote the set ofω ∈ � =

{0,1}
E such that there exist infinite vertex-disjoint pathsπu ∈ 5u, πv ∈ 5v satisfying

πu ∼ πv and that are open inω and edge-disjoint fromE3. We call the equivalence
relation∼ measurableif K∼

u,v,3 ∈ F for all suchu, v,3. It is an easy exercise to deduce,

if ∼ is measurable, thatφξ,∼3,p,q(A) is a measurable function ofξ , thus permitting condition
(4.6). We writeEm for the set of all measurable members ofE . We discuss measurability
further in the next section.

Returning to the extremal equivalence relations∼
0, ∼

1, for simplicity of notation
we writeR∼

0

p,q = R0
p,q and similarlyR∼

1

p,q = R1
p,q . Members ofR0

p,q (respectively,

R1
p,q ) are called ‘free’ random-cluster measures (respectively, ‘wired’ random-cluster

measures).
The basic questions of interest include the following. For what∼ ∈ Em, p, q is the

setR∼
p,q non-empty, and when doesR∼

p,q comprise a singleton only? Progress towards
answers has been made in [13, 18]. Letφp denote product measure with densityp on
(�,F). We defineπ : [0,1] × (0,∞) → [0,1] by

π(p, q) =
p

p + q(1 − p)
. (4.7)

Whenp, q are given, we use the abbreviationπ = π(p, q). Note thatπ 6= p except in
the trivial casesp = 0,p = 1 orq = 1.

Theorem 4.1([13]). (a) For 0 ≤ p ≤ 1 andq > 0, the setR0
p,q of free random-cluster

measures comprises the singletonφπ only, whereπ = π(p, q).
(b) For 0 ≤ p ≤ 1 andq > 0, the setR1

p,q of wired random-cluster measures is non-

empty. Ifq ≥ 1, thenR1
p,q contains the weak limitφ1

p,q given in(4.4).
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We present in Theorem 6.1(a) a necessary and sufficient condition for the statement
φπ ∈ R∼

p,q , for ∼ belonging to a certain class of equivalence relations to be defined in the
next section.

We write{x ↔ y} for the set of allω ∈ � for which there exists an open path joining
vertexx to vertexy. (For the moment, we refer to open paths in theundirectedtreeT ′

m.)
The complement of the event{x ↔ y} is denoted{x = y}. We write{x ↔ ∞} for the
event thatx is the endvertex of an infinite open path ofT ′

m. For a probability measureφ
on (�,F), we define thepercolation probabilityby

θ(φ) = φ(0 ↔ ∞). (4.8)

Of particular interest are the two special cases

θ0(p, q) = θ(φπ ), θ1(p, q) = θ(φ1
p,q),

where the former is well-defined for allp, q, and the latter whenq ≥ 1 at least.
The function θ0(p, q) is the survival probability of a branching process with

bin(m, π) family-sizes (subject to the small change of vertex degree at the origin). It
may be computed as in (2.7)–(2.8). In particular, itscritical value

p0
c(q) = sup{p : θ0(p, q) = 0} (4.9)

is immediately seen to be the value ofp for whichπ(p, q) = m−1, whence

p0
c(q) =

q

m+ q − 1
. (4.10)

Less standard is the calculation given in [13] of the critical value

p1
c(q) = sup{p : θ1(p, q) = 0}

whenq ≥ 1, namely

p1
c(q) =

{
p0

c(q) if 1 ≤ q ≤ 2,

Uq if q > 2,

whereUq is the unique value ofp ∈ (0,1) for which the polynomial

(q − 1)xm+1
+

(
1 −

p

1 − p
− q

)
xm +

1

1 − p
x − 1

has a double root in(0,1). Applying this as in [13] whenm = 2, we find that

p1
c(q) =


q

q + 1
if 1 ≤ q ≤ 2,

2
√
q − 1

1 + 2
√
q − 1

if q > 2.
(4.11)

[An alternative proof of these facts may be obtained by the parallel/series replacement
method used in the proof of Theorem 6.4; see [11].]



266 Geoffrey Grimmett, Svante Janson

We note from [13] for later use that, forq ≥ 1,

θ1(p, q) > 0 if and only if

{
1 ≤ q ≤ 2, p > p1

c(q), or

q > 2, p ≥ p1
c(q).

(4.12)

Let q ≥ 1. It was proved in [13] that there exists a continuum of probability measures
in R1

p,q whenq > 2 andp1
c(q) ≤ p ≤ p0

c(q), and it was conjectured thatR1
p,q contains

exactly one measure whenp > p0
c(q). Uniqueness was proved in [18] for sufficiently

large values ofp, and we recall this result next. In the notation of Section 2, we take
as ‘mother process’ the process in which every individual has exactlym children; the
corresponding family-size probability generating function is given byG(α) = αm,α ∈ R.
On this graph, we construct bond percolation with densityπ given in (4.7), and we ask
for the probability that the origin is black. By Corollary 2.3 (see also [18]), the probability
γ that the origin is black satisfies

γ = 1 if and only if π ≥ pb(m),

wherepb(m) is given in (2.12).

Theorem 4.2([18]). Letq ≥ 1 and letp be such that

π =
p

p + q(1 − p)
≥ pb(m).

The setR1
p,q comprises the singletonφ1

p,q only.

Proof. This is a special case of the forthcoming Theorem 6.3. ut

5. Relations on the set of rays

We consider next the case of a general boundary condition∼ (∈ Em). We cannot prove in
general thatR∼

p,q is non-empty, but only for a certain class of equivalence relations which
we introduce in this section. It is in fact unnecessary for the present purposes to require a
relation onR to be anequivalencerelation, and thus we shall broaden the discussion in
this section to the class of all symmetric relations onR.

For simplicity, we continue to consider the infinitem-ary treeT ′
m with root 0, and

every edge oriented away from 0. The conclusions of this section are valid under consid-
erably less restrictive assumptions on the underlying tree.

We writeS for the class of all symmetric reflexive relations onR, and we think of a
relation as a subset of the spaceR2. Thus we consider the setS of subsetsS of R2 such
that:

(a) (ρ, ρ) ∈ S for all ρ ∈ R,
(b) (ρ1, ρ2) ∈ S whenever(ρ2, ρ1) ∈ S.

The setR of rays may be viewed as a topological space with the product topology.
SinceR is the product of compact spaces, it is itself compact. The family{R′

v : v ∈ V }
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forms a base for the space. We endowR2 with the product topology, and we call the
relationS ∈ S closed(respectively,open, Borel) if S is a closed (respectively, open,
Borel) subset ofR2. We writeSc (respectively,So, SB) for the set of closed (respectively,
open, Borel) relations. By definition,Sc,So ⊆ SB. We shall see in Corollary 5.6 that
every open equivalence relation is closed.

There follows a description of a certain family of closed relations. A (finite or infinite)
subsetW of V is calledincomparableif there exists no 0-ray ofT ′

m which contains more
than one member ofW ;W is called acutsetif it is incomparable and every 0-ray contains
some member ofW . The smallest cutset is the singleton set{0}. LetW be a cutset. Each
R′
w, w ∈ W , is an open subset of the compact spaceR, and in addition(R′

w : w ∈ W)

is a cover ofR. By compactness,W is finite. In summary, all cutsets are finite. Every
cutsetW generates a finite set of verticesW = W ∪ ins(W), where ins(W) is the set of
all verticesv ∈ V such that there exists a path ofT from 0 tov which is vertex-disjoint
fromW . We refer to such a setW as aboxof the tree.

LetW be an incomparable (finite or infinite) set of vertices, and partitionW asW =

W1 ∪W2. Let S be the (equivalence) relation given by

S =

( ⋃
w∈W1

R′
w ×R′

w

)
∪

( ⋃
w∈W2

{(ρ, ρ) : ρ ∈ R′
w}

)
∪ (Rc

W ×Rc
W ),

where
Rc
W = R \

⋃
w∈W

R′
w.

In the usual jargon borrowed from the theory of electrical networks, the relationS cor-
responds to ‘wired boundary conditions’ onR′

w for everyw ∈ W1, ‘free boundary con-
ditions’ onR′

w for everyw ∈ W2, and a ‘wired boundary condition’ on the union of all
other rays. CertainlyS is an equivalence relation, and in additionS is a closed relation (it
may be considered easier to see thatR2

\ S is open). The construction of [13, Section 5]
gives rise to equivalence relations of the above type. Note that the minimal and maximal
relations∼0 and∼

1 are both of this type (for∼1, takeW = {0}); in particular, they are
closed.

A simple example of the above recipe arises whenW is a cutset, and is therefore
finite. LetSW be the relation:

SW =

⋃
w∈W

R′
w ×R′

w.

The equivalence classes ofSW are the setsR′
w,w ∈ W . We callS (∈ S) acutset relation

if there exists a cutsetW such thatS = SW . The maximal equivalence relation∼1 is a
cutset relation with single equivalence classR.

We next continue the measurability discussions from Section 4. Recall first that, if
x ∈ V andπ is an infinite path ofT with endvertexx, then there exists a unique 0-ray,
denotedρπ , such thatπ andρπ differ on only finitely many edges. (The pathπ ∈ 5x
comprises a finite path fromx to some vertexw directed in the opposite direction, fol-
lowed by a ray inRw which differs fromρπ only in the absence of the first section ofρπ
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from 0 tow.) For givenx, the pairπ , ρπ are in one-one correspondence. Forπ a ray in
Rx , we denoteρπ by π ′. We consider five related definitions of subsets of the configura-
tion space�. Let3 be a finite subset ofV .

1. ASu,v, for u, v ∈ V , is the set of configurations such that there exist open raysρu ∈ Ru,
ρv ∈ Rv with (ρ′

u, ρ
′
v) ∈ S. (These rays have endpointsu, v.)

2. AS
′

u,v, for u, v ∈ V , is the set of configurations such that there exist open raysρu ∈ R′
u,

ρv ∈ R′
v with (ρu, ρv) ∈ S. (These rays have common endpoint 0.)

3. KS
u,v,3, for u, v ∈ 3, is the subset of� such that there exist infinite open vertex-

disjoint pathsπ(u) ∈ 5u, π(v) ∈ 5v satisfying (ρπ(u), ρπ(v)) ∈ S and that are
edge-disjoint fromE3.

4. KS
u,v, for u, v ∈ V , is similarly defined as the subset of� such that there exist vertex-

disjoint open pathsπ(u) ∈ 5u, π(v) ∈ 5v satsfying(ρπ(u), ρπ(v)) ∈ S. Thus,KS
u,v =

KS
u,v,{u,v}.

5. KS
e , for an edgee = 〈u, v〉 ∈ E, equalsKS

u,v = KS
u,v,{u,v}.

We say that two verticesu, v arecomparableif one is on the path from 0 to the other
(includingu = 0, v = 0 andu = v), andincomparableotherwise.

Theorem 5.1. The following are equivalent, for everyS ∈ S.

(i) ASu,v ∈ F for all u, v ∈ V .

(ii) AS
′

u,v ∈ F for all u, v ∈ V .
(iii) ASu,v ∈ F for all incomparableu, v ∈ V .
(iv) KS

u,v ∈ F for all u, v ∈ V .
(v) KS

u,v,3 ∈ F for all finite subsets3 ⊆ V andu, v ∈ 3.

(vi) KS
e ∈ F for all edgese ∈ E.

Proof. For two verticesx, y ∈ V , let πx,y be the path betweenx andy, and letPx,y be
the cylinder event that all edges inπx,y are open.

(i)⇒(ii): AS
′

u,v = ASu,v ∩ P0,u ∩ P0,v.
(ii)⇒(iii): For ω ∈ �, let φ(ω) equalω except that all edges inπ0,u andπ0,v are

open. Thenφ : � → � is measurable, andASu,v = φ−1(AS
′

u,v).
(iii) ⇒(i): Suppose thatu lies between 0 andv. LetW be the finite set of the possible

verticesw where a rayρu from u that does not passv may first leave the pathπu,v. Then
ASu,v is the finite union ofPu,w ∩ASw,v,w ∈ W , andPu,v ∩Bv, whereBv is the event that
there is an infinite open ray inRv.

(i)⇒(iv): Considering the places where the pathsπu andπv leaveπ0,u andπ0,v, we
see thatKS

u,v equals a finite union of setsPu,x ∩ Pv,y ∩ ASx,y .
(iv)⇒(v): Defineφ(ω) to equalω except that all edges inE3 are deemed closed.

ThenKS
u,v,3 = φ−1(KS

u,v).
(v)⇒(vi): A special case.
(vi)⇒(iii): Let w be the father ofv. Defineφ(ω) to equalω except that all edges in

πu,w are deemed open, and all edges that are incident to this path, except atu, are closed.
ThenASu,v = φ−1(KS

〈w,v〉). ut
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We say that the relationS is measurableif the equivalent conditions in Theorem
5.1 are satisfied. Note that this agrees with the previous use of the word ‘measurable’
as applied to equivalence relations. We now investigate measurability further. LetO ⊆

R × � be the set of pairs(ρ, ω) such thatρ is a 0-ray that is open inω; this is a closed
subset of the compact spaceR × �. Further, letD ⊆ R × R × � be the set of triples
(ρ1, ρ2, ω) such that bothρ1 andρ2 are open inω, and(ρ1, ρ2) ∈ S. Thus,

D = (R×O) ∩ (R̃×O) ∩ (S ×�),

whereÃ = {(ρ1, ρ2, ω) : (ρ2, ρ1, ω) ∈ A}. Hence,D is a closed, and thus compact,
subset ofR × R × � if S is closed, andD is Borel if S is Borel. We can now state the
following links between the measurability of a relationS and the properties ofS viewed
as a subset ofR2.

Theorem 5.2. (a) A closed relation is measurable.
(b) A measurable relation is Borel.

Proof. (a) If u, v ∈ V , thenAS
′

u,v = π3(D ∩ (R′
u × R′

v × �)), whereπ3 denotes the
projection on the third factor. IfS is closed, this is the projection of a compact set, and thus
compact, so (ii) in Theorem 5.1 is satisfied. (This part is also an immediate consequence
of Theorem 5.4 below.)

(b) Let ψ : R2
→ � be defined byψ(ρ1, ρ2)(e) = 1 if and only if e ∈ ρ1 ∪ ρ2.

In other words,ψ(ρ1, ρ2) is the configuration with all edges inρ1 andρ2 open, but no
others. The functionψ is continuous, and thus (Borel) measurable.

Let S be a measurable relation, so that each of the six parts of Theorem 5.1 is valid.
Two distinct 0-raysρ1 andρ2 pass though two incomparable verticesu andv, and they
satisfy(ρ1, ρ2) ∈ S if and only if ρ1 ∈ R′

u, ρ2 ∈ R′
v, andψ(ρ1, ρ2) ∈ AS

′

u,v. Hence,

S =

{ ⋃
u,v incomparable

(R′
u ×R′

v) ∩ ψ−1(AS
′

u,v)
}

∪ {(ρ, ρ) : ρ ∈ R},

which is a Borel subset ofR2, using (ii) in Theorem 5.1. ut

Theorem 5.2 leaves an obvious gap.

Problem 5.3. Is every Borel relation measurable?

Note that the proof of Theorem 5.2(a) breaks down for Borel relations because the
projection of a Borel set is in general not a Borel set. However, for Polish spaces (and the
spaces we consider are such), the projection of a Borel set is a Suslin (or analytic) set,
and such sets are universally measurable, that is, they belong to the completionFµ of F
for every finite Borel measureµ. (See, for example, [6, Sections 8.2, 8.4].) Theorem 5.1
holds also if we replaceF by theσ -field

⋂
µ Fµ of universally measurable sets, and we

thus see that every Borel relation is (at least) universally measurable, which is enough for
the definition (4.6) to make sense.

The closed relations have a certain property that will enable a large-volume limit for
random-cluster measures, and we present this next. For any box3 and anyω ∈ �, we
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write ω1
3 for the configuration that agrees withω onE3 and equals 1 elsewhere, which

is to say that

ω1
3(e) =

{
ω(e) if e ∈ E3,

1 otherwise.

We define the event
K
S

e,3 = {ω ∈ � : ω1
3 ∈ KS

e },

i.e., if e = 〈u, v〉, the set of configurations such that there exist vertex-disjoint paths
π(u) ∈ 5u, π(v) ∈ 5v with (ρπ(u), ρπ(v)) ∈ S such that the parts of the paths inside3

are open. Note thatK
S

e,3 is a cylinder event, and that it is decreasing in3.

Theorem 5.4. LetS ∈ S. Then

for all e ∈ E, K
S

e,3 ↓ KS
e as3 ↑ V, (5.1)

if and only ifS is closed.

Proof. Assume first thatS is closed. Lete = 〈x, y〉 ∈ E andω ∈ �.
Let 5ex (respectively,5ey) be the set of infinite (undirected) paths ofE \ {e} with

endpointx (respectively,y), and letF3 = F3(ω) be the set of all pairs(ρ1, ρ2) ∈ S such
that:

(i) ρ1 = ρν(x) for someν(x) ∈ 5ex ,
(ii) ρ2 = ρν(y) for someν(y) ∈ 5ey ,

(iii) all edges inν(x), ν(y) which belong toE3 are open.

ThenF3 is the intersection ofS with a product of two closed sets of rays, and is therefore
closed and hence compact. Furthermore,F3 is decreasing in3.

We similarly defineF = F(ω) by (i) and (ii), but replacing (iii) by:

(iii ′) all edges inν(x), ν(y) are open.

Sinceν(x) andν(y) are uniquely determined byρ1 andρ2, it is clear that

F =

⋂
3

F3.

Since the sets are compact, this implies that

F(ω) 6= ∅ ⇔ F3(ω) 6= ∅ for every3. (5.2)

We now observe thatω ∈ K
S

e,3 ⇔ F3(ω) 6= ∅, andω ∈ KS
e ⇔ F(ω) 6= ∅. Thus (5.2)

can be writtenKS
e =

⋂
3K

S

e,3, which is (5.1).
Suppose conversely that (5.1) holds. Let(ρn1 , ρ

n
2), n ≥ 1, be a sequence inS such that

(ρn1 , ρ
n
2) → (ρ1, ρ2) asn → ∞ (5.3)
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for someρ1, ρ2 ∈ Rwith ρ1 6= ρ2. We shall show that(ρ1, ρ2) ∈ S. Let 0, x1, x2, . . . , xm
be the vertices, taken in order, in the (finite) intersection ofρ1 andρ2, and writex = xm,
writey for the next vertex onρ2 as one moves fromxm towards infinity, and lete = 〈x, y〉.

Let ω ∈ � be the configuration which takes the value 1 on edgesf ∈ ρ1 ∪ ρ2, and
the value 0 on all other edges.

Write the edges ofρnj in order as f nj (1), f
n
j (2), . . . , and those ofρj as

fj (1), fj (2), . . . . By (5.3), for j = 1,2, for i ≥ 1, and for all largen, we have
f nj (i) = fj (i). Therefore, for all boxes3, and forj = 1,2 and all largen, the intersec-
tion of E3 with ρnj equals its intersection withρj . By the assumption that(ρn1 , ρ

n
2) ∈ S

for eachn, we find thatω ∈ K
S

e,3 for all 3, and therefore, by (5.1),

ω ∈ lim
3↑V

K
S

e,3 = KS
e .

Since the only open rays inω are the subrays ofρ1 and ρ2, this can happen only if
(ρ1, ρ2) ∈ S. ThereforeS is closed, as required. ut

We return now to the universe ofequivalencerelations onR, which we think of as
binary relations and denote by∼. We call ∼ ∈ E closed(respectively,open) if it is
closed (respectively, open) when viewed as a relation. The set of closed (respectively,
open) equivalence relations is denotedEc (respectively,Eo). By definition,Ec ⊆ Sc and
Eo ⊆ So. Let Ecut (⊆ Eo) be the set of equivalence relations which, when viewed as rela-
tions, are cutset relations. The word ‘measurable’ applied to an equivalence relation has
been explained in Section 4 and elaborated in Theorem 5.1. We continue with a theorem
concerning open equivalence relations.

Theorem 5.5. Let∼ be an equivalence relation onR, and letR(k) be the set of all paths
of lengthk starting at0. The following are equivalent.

(a) ∼ is open.
(b) Each equivalence class of∼ is an open subset ofR.
(c) There exists an integerk ≥ 1, and an equivalence relation∼k onR(k), such that∼

is specified by∼k in the sense that:

ρ1 ∼ ρ2 if and only if ρ1(k) ∼k ρ2(k),

whereρ(k) denotes the path comprising the firstk edges of an infinite pathρ from0.

Proof. Suppose that∼ ∈ Eo. Then the sectionsAρ = {ρ′
∈ R : ρ ∼ ρ′

}, ρ ∈ R, are
open, and thus the equivalence classes are open.

Suppose next that (b) holds. The equivalence classes cover the compact spaceR,
whence there exists a finite subcover. Since the equivalence classes are disjoint, no proper
subset coversR, and therefore there exist only finitely many equivalence classes. Each
class is the complement of the union of the others, and is therefore closed and thus com-
pact. Being open, each class is a union of sets of the formR′

v, v ∈ V (since these form a
base), and, being compact, is a finite union of such sets. There exists therefore an integer
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k such that every equivalence class is a union of sets of the formR′
w asw ranges over the

set of vertices at distancek from the root 0.
That (c) implies (a) is obvious. ut

Corollary 5.6. Every open equivalence relation is closed, and thus measurable.

Proof. Let ∼ ∈ Eo. By Theorem 5.5, the set{(ρ, ρ′) ∈ R2 : ρ ∼ ρ′
} is a finite union of

closed sets and is therefore closed. ut

We finish this section with a note. There are of course many equivalence relations
which are not closed. However, with each relation∼ may be associated a closed relation,
termed theclosureof ∼ and denoted∼. We define∼ to be the intersection of all closed
equivalence relations∼′ satisfying∼ ≤ ∼

′ with respect to the partial order of (4.1). It is
easily checked that∼ is itself a closed equivalence relation.

6. Random-cluster measures with general boundary conditions

Let us consider the treeT = T ′
m with m ≥ 2. We show first thatR∼

p,q 6= ∅ for ∼ ∈ Ec
andq ≥ 1. The proofs are given later in the section, and do not appear to extend to the
caseq < 1.

Theorem 6.1. Let∼ ∈ Ec and let0 ≤ p ≤ 1.

(a) Letπ be given by(4.7), and supposep 6= 1, q 6= 1. The product measureφπ satisfies
φπ ∈ R∼

p,q if and only if

φπ (there exist two or more equivalent open rays) = 0.

(b) If q ≥ 1, the weak limit
φ1,∼
p,q = lim

3↑V
φ

1,∼
3,p,q

exists and satisfiesφ1,∼
p,q ∈ R∼

p,q .
(c) Letq ≥ 1 and letφ ∈ R∼

p,q . Then

φπ ≤st φ ≤st φ
1,∼
p,q ≤st φ

1
p,q .

(d) Let q ≥ 1 and letp be such thatθ1(p, q) = 0; see(4.12). The setR∼
p,q comprises

the singleton measureφπ only.

More generally, the proof of (c) shows thatφ1,∼
p,q ≤st φ

1,∼′

p,q whenever∼ ≤ ∼
′. Part (b)

may be extended as follows to arbitrary equivalence relations.

Theorem 6.2. Let∼ ∈ E , and let∼ be the closure of∼. If q ≥ 1, then

φ
1,∼
3,p,q ⇒ φ1,∼

p,q as3 ↑ V. (6.1)



Random-cluster measures on trees 273

This leads to the question: for∼ ∈ Em, is φ1,∼
p,q a (∼)-random-cluster measure? The

answer can be positive or negative, as illustrated by the following examples.

1. Let∼′ be a closed relation with some equivalence classC satisfying|C| ≥ 2, and let
ρ ∈ C. Let∼ be the relation having the same equivalence classes as∼

′ except thatC is
replaced by the two equivalence classesC \ {ρ} and{ρ}. It is easily seen that∼ and∼

′

(= ∼) generate the same family of random-cluster measures, and henceφ
1,∼
p,q ∈ R∼

p,q

by (6.1). (We return to such constructions after Theorem 6.4.)
2. Consider for definiteness the treeT ′

2. Each of the three subtrees with root 0 is a binary
tree, and each vertex therein may be viewed as a combination of leftward and rightward
steps from 0. LetT be the set of all (infinite) 0-rays which have only finitely many
leftward steps. The setT is dense inR, and is countable and hence Borel. Let∼ be the
equivalence relation whose unique non-trivial equivalence class isT . It is easily seen
that∼ = ∼

1. Let q ≥ 1, p < 1, andφ ∈ R∼
p,q . By stochastic domination,φ ≤st φp,

and therefore, sinceT is countable,

φ(some ray inT is open) = 0.

This implies that, withφ-probability 1, there is no pair of distinct equivalent open
rays in the treeT ′

2. By the forthcoming Lemma 6.5(a), the unique(∼)-random-cluster
measure is the product measureφπ . By (6.1),

φ1,∼
p,q = φ1

p,q = lim
3↑V

φ
1,∼
3,p,q 6= φπ

if the conditions of (4.12) hold. Therefore,φ1,∼
p,q /∈ R∼

p,q under these conditions.

We turn next to the question of the uniqueness of random-cluster measures for largep.
We shall prove thatR∼

p,q is a singleton when∼ ∈ Eo, q ≥ 1, andp is sufficiently large.
This extends [18, Thm 1.3], which was concerned with the wired (maximal) boundary
condition. We leave as a problem the question whether this result extends to arbitrary
closed relations.

Theorem 6.3. Let∼ ∈ Eo and let0 ≤ p ≤ 1, q ≥ 1. If π ≥ pb(m) whereπ andpb(m)

are given in(4.7)and(2.12), thenR∼
p,q comprises the singletonφ1,∼

p,q only.

Finally, we turn to the question of the degree to which the measureφ
1,∼
p,q characterises

the relation∼, and for simplicity we consider first the case when∼ is a cutset relation.
Suppose that∼ ∈ Ecut, which is to say that∼ = ∼

W for some cutsetW . Let TW be the
set of edgese = 〈u, v〉 which belong to no ray in

⋃
w∈W Rw. It is an easy consequence

of the forthcoming Lemma 6.5 that any memberφ of R∼
p,q may be written in the form

φ =

{ ∏
e∈TW

φe,π

}
×

{ ∏
w∈W

φw,p,q

}
, (6.2)

whereφe,π is the Bernoulli measure on{0,1} associated with the state ofe, andφw,p,q
is a wired random-cluster measure on the graph induced byRw with rootw; conversely,
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any suchφ, with any choice of wired random-cluster measuresφw,p,q , belongs toR∼
p,q .

In other words,φ ∈ R∼
p,q may be described as product measure onTW with densityπ ,

combined with a wired random-cluster measure on the graph formed by the rays in each
givenRw, w ∈ W . In particular,

φ1,∼
p,q =

{ ∏
e∈TW

φe,π

}
×

{ ∏
w∈W

φ1
w,p,q

}
, (6.3)

whereφ1
w,p,q is the maximal wired random-cluster measure onRw.

We say thatφ1
w,p,q possesses a product componentif there exists a non-empty subset

F of the setE(Rw) of edges ofRw such that

φ1
w,p,q =

{∏
f∈F

φf,π

}
× ψ (6.4)

for some probability measureψ on the set of configurations ofE(Rw) \ F . Whenq > 1
andθ1(p, q) > 0 then, by the results of [13], or as a consequence of Lemma 6.5(b) below,
φ1
w,p,q possesses no product component. It follows by (6.3) that, for any cutset relation

∼
W , the measureφ1,∼

p,q is characterised by the setW . That is,

φ1,∼
p,q 6= φ1,∼′

p,q for ∼,∼′
∈ Ecut, ∼ 6= ∼

′,

wheneverq > 1 and (4.12) holds.
Note in passing thatR∼

p,q contains a continuum of distinct measures whenever there
are a continuum of distinct wired measures on the graph induced by any givenRw. See
[13, Section 5].

The above conclusion is extended to open equivalence relations in the next theorem.

Theorem 6.4. Letq > 1 and letp be such thatp 6= 1 andθ1(p, q) > 0; see(4.12). For

distinct members∼,∼′ of Eo, we haveφ1,∼
p,q 6= φ

1,∼′

p,q .

The conclusion of this theorem is false withEo replaced byEc. For example, letW be
a cutset and letw ∈ W . Consider the closed (equivalence) relationS given by

S =

{ ⋃
x∈W, x 6=w

R′
x ×R′

x

}
∪ {(ρ, ρ) : ρ ∈ R′

w}.

Now let ρ, ρ′
∈ R′

w be distinct, and letS′
= S ∪ {(ρ, ρ′), (ρ′, ρ)}. ThenS andS′ are

closed equivalence relations which generate the same family of random-cluster measures.
The proofs of the three theorems above are preceded by a lemma, a special case of

which may be found in [13]; see also [7]. We letJe = {e is open}. Theσ -field generated
by the states of edgesf ∈ E with f 6= e is denotedTe. The eventK∼

e is defined prior to
Theorem 5.1.
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Lemma 6.5. Let∼ ∈ Em and0 ≤ p ≤ 1, q > 0.

(a) A probability measureφ on (�,F) satisfiesφ ∈ R∼
p,q if and only if, for all e ∈ E

and forφ-almost everyξ ,

φ(Je | Te)(ξ) =

{
p if ξ ∈ K∼

e ,

π if ξ /∈ K∼
e ,

(6.5)

whereπ is given in(4.7).
(b) Let e ∈ E andφ ∈ R∼

p,q wherep 6= 0,1 and q 6= 1. The (random) state ofe is
independent of the states ofE \ {e}, equalling1 with probabilityπ , if and only if

φ(K∼
e ) = 0.

Proof. (a) By an application of [19, Propn IV.1.8], the random-cluster measureφG,p,q
on a finite graphG = (V ,E) is characterised by the statement that, for all edgese =

〈x, y〉 ∈ E,

φG,p,q(Je | Te)(ξ) =

{
p if ξ ∈ Ke,

π if ξ /∈ Ke,
(6.6)

whereKe is the event thatx andy are joined by an open path ofE \ {e}. See [11, Thm
2.1], for example. Ifφ satisfies the condition of the lemma then, by (4.2),φ ∈ R∼

p,q . The
converse is similar.

(b) Whenp 6= 0,1 andq 6= 1, we havep 6= π , and the claim follows by part (a).ut

Proof of Theorem 6.1.(a) Supposep 6= 0; the casep = 0 is trivial. If φπ satisfies the
condition, thenφπ (K∼

e ) = 0 for all e ∈ E, implying thatφπ satisfies (6.5). By Lemma
6.5(a),φπ ∈ R∼

p,q . The converse argument is valid whenp 6= π , which requires that
p 6= 1, q 6= 1.

(b) Let ∼ ∈ Ec. By the FKG inequality in the usual way (see [8, Thm 3.1(a)] for
example), the limit

φ = lim
3↑V

φ
1,∼
3,p,q

exists and is a probability measure. We prove next thatφ satisfies (6.5) for alle and
φ-almost everyξ , and the claim will follow.

For ξ ∈ � andF ⊆ E, write [ξ ]F for the set of all configurations which agree with
ξ onF . ForW ⊆ V ande ∈ EW , let [ξ ]W (respectively, [ξ ]W\e) be an abbreviation for
[ξ ]EW (respectively, [ξ ]EW \{e}). We writeξ1

W for the configuration which agrees withξ
onEW and which equals 1 elsewhere. For economy of notation, we shall omit explicit
reference to the values ofp andq in the rest of this proof, and thus we writeφ1

3 = φ
1,∼
3,p,q .
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By the martingale convergence theorem, fore = 〈x, y〉 ∈ E andφ-almost everyξ ,

φ(Je | Te)(ξ) = lim
3↑V

φ(Je, [ξ ]3\e)

φ([ξ ]3\e)

= lim
3↑V

lim
1↑V

φ1
1(Je, [ξ ]3\e)

φ1
1([ξ ]3\e)

= lim
3↑V

lim
1↑V

φ1
1(φ

1
1(Je | [ξ ]1\e) | [ξ ]3\e)

= lim
3↑V

lim
1↑V

φ1
1(g1 | [ξ ]3\e), (6.7)

by (6.6), where
g1(ξ) = π + (p − π)1

K
∼

e,1
(ξ)

andK
∼

e,1 = {ω ∈ � : ω1
1 ∈ K∼

e }. Here and later, 1A denotes the indicator function of
the eventA. Since∼ is closed by assumption, we find by Theorem 5.4 that

K
∼

e,1 ↓ K∼
e as1 ↑ V, (6.8)

whenceg1 ↓ g whereg = π + (p − π)1K∼
e

.
We claim that

φ1
1(g1 | [ξ ]3\e) → φ(g | [ξ ]3\e) as1 ↑ V, (6.9)

and we prove this as follows. Let1′ be a box satisfying3 ⊆ 1′
⊆ 1, and writeψ1(·) =

φ1
1(· | [ξ ]3\e). Sinceg1 is non-increasing in1,

ψ1(g) ≤ ψ1(g1) ≤ ψ1(g1′).

We take the limits as1 ↑ V and1′
↑ V , in that order, and we appeal to the dominated

convergence theorem to deduce (6.9).
By the martingale convergence theorem,

φ(g | [ξ ]3\e) → g(ξ) as3 ↑ V , for φ-almost everyξ .

Hence, (6.7) and (6.9) show that (6.5) holds, and the result follows.
(c) LetA be an increasing cylinder event inF , and suppose thatA is defined on a

finite setB of edges. Let3 be a box of the tree satisfyingE3 ⊇ B. In the construction
of φξ,∼3,p,q in Section 4, we add a certain set of (permanently open) new edges to3; for

φ
1,∼
3,p,q we add a larger (or equal) set of new edges and forφ1

3,p,q an even larger set; on

the other hand, no such edges are added forφ0
3,p,q = φ

0,∼0
3,p,q . By the FKG inequality, the

addition of a new open edge gives rise to a stochastically larger random-cluster measure.
Thus, for everyξ ,

φ0
3,p,q(A) ≤ φ

ξ,∼
3,p,q(A) ≤ φ

1,∼
3,p,q(A) ≤ φ1

3,p,q(A).
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Here,φ0
3,p,q is the product measureφπ (cf. Theorem 4.1(a)). Using (4.6) and taking the

expectation overξ we find

φπ (A) ≤ φ(A) ≤ φ
1,∼
3,p,q(A) ≤ φ1

3,p,q(A).

Now let3 ↑ V .
(d) Letφ ∈ R∼

p,q . Sinceθ1(p, q) = 0, there isφ1
p,q -a.s. no open ray. By (c), there is

thusφ-a.s. no open ray, and thus, by (4.2), for every cylinder setA defined on some finite
edge-setB and every box3 with E3 ⊇ B,

φ
ξ,∼
3,p,q(A) = φ

ξ,∼0
3,p,q(A) = φπ (A) for φ-a.e.ξ .

Hence, by (4.6) and taking the expectation,φ(A) = φπ (A). ut

Proof of Theorem 6.2.Let ∼ ∈ E . Using (4.5) in the usual way, we may restrict ourselves
for simplicity to sets3 which are boxes. Let3 be a finite box ofV . Forv ∈ 3, letCv be
the subset ofR containing all 0-rays whose final point of intersection with3 is v. Let ≈
be the lowest equivalence relation (in the sense of the natural partial order on equivalence
relations, see (4.1)) on theCv such that:Cv ≈ Cw if there existρv ∈ Cv, ρw ∈ Cw
such thatρv ∼ ρw. The relation≈ may be extended without change of notation to an
equivalence relation onR. By construction,≈ is closed (since eachCv is closed). Since
∼ ≤ ≈, we have

∼ ≤ ∼ ≤ ≈. (6.10)

Letω ∈ �, and letk1,∼(3, ω) be given as before (4.2). We claim that

k1,∼(3, ω) = k1,≈(3, ω). (6.11)

By (6.10)–(6.11),k1,∼(3, ω) = k1,∼(3, ω), and henceφ1,∼
3,p,q = φ

1,∼
3,p,q . The claim of

the theorem follows on taking the limit3 ↑ V .
We prove (6.11) next. LetA∼

= A∼(3, ω) be the set of edges which are added to
G(3,ω) in the construction prior to (4.2) of the measureφ1,∼

3,p,q . Since∼ ≤ ≈, we have
A∼

⊆ A≈. It therefore suffices to prove that, if〈u, v〉 ∈ A≈, there exists a path ofA∼

joining u to v. Suppose〈u, v〉 ∈ A≈, so thatCu ≈ Cv. By the definition of≈, there exist
verticesu0 = u, u1, . . . , uk = v such that, for 0≤ i < k, Cui andCui+1 contain two
∼-equivalent rays. Therefore,〈ui, ui+1〉 ∈ A∼, and henceu andv are connected by a
path inA∼. The proof is complete. ut

Proof of Theorem 6.3.This is inspired by the proof of [8, Thm 5.3(c)]; see also [18, Thm
1.3]. For any cutsetC, we write ins(C) for the set of all vertices reachable from 0 along
paths ofT disjoint fromC, andC = C ∪ ins(C). The sub-σ -field ofF generated by the
states of edges having no more than one vertex inC is denotedTC .

Let π ≥ pb(m) and∼ ∈ Eo. Choosek according to Theorem 5.5(c), and letW be the
set of all vertices at distancek from 0. LetA be an increasing cylinder event inF , and
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suppose thatA is defined on the set of edges in some boxB of the tree which we may
take sufficiently large to containW . Letφ ∈ R∼

p,q . We shall show that

φ(A) = φ1,∼
p,q (A), (6.12)

and the claim will follow.
Let3 be a box satisfying3 ⊇ B and letω ∈ �. Recall from Section 2 that a vertexx

is blue if there exists anx-ray that is open (for the configurationω). For any box1 ⊇ 3,
letB1 = B1(ω) be the set of blue cutsets contained in1, noting thatB1 = ∅ is possible.
There is a natural partial order onB1 given byC1 ≤ C2 if C1 ⊆ C2. Let Cmax be the
maximal blue cutset in this partial ordering, thus,

Cmax =

⋃
C∈B1

C.

Note that, for any cutsetC ⊆ 1, the eventE1,C = {Cmax = C} lies in theσ -field TC .
Let ε > 0. There exists a deterministic box1′

= 1′(3, ε) ⊇ 3 such that

φπ (E1) > 1 − ε for all 1 ⊇ 1′, (6.13)

whereE1 is the event

E1 = {B1 6= ∅ and3 ⊆ ins(Cmax)} =

⋃
ins(C)⊇3

E1,C .

Corollary 2.3 and the assumptionπ ≥ pb(m) have been used here. The corollary was
phrased for the treeTm rather thanT ′

m, but it is easily seen to be valid for either tree.
Let C be a cutset with3 ⊆ ins(C), C ⊆ 1. On the eventE1,C , C is a blue cutset.

By (4.6) and the fact thatW ⊆ B ⊆ ins(C),

φ(A | TC) = φ
1,∼
C,p,q

(A) φ-a.s., onE1,C .

By the FKG inequality (see (4.5)),

φ
1,∼
1,p,q(A) ≤ φ(A | TC) ≤ φ

1,∼
3,p,q(A) φ-a.s., onE1,C .

We take expectations and sum over cutsetsC ⊆ 1 such that3 ⊆ ins(C) to find that

φ
1,∼
1,p,q(A)φ(E1) ≤ φ(A)− φ(A, notE1) ≤ φ

1,∼
3,p,q(A)φ(E1). (6.14)

By (6.13) and the fact from Theorem 6.1(c) thatφ ≥st φπ , if 1 is large enough,

0 ≤ φ(A, notE1) ≤ 1 − φ(E1) ≤ 1 − φπ (E1) < ε.

We pass to the limits in (6.14) as1 ↑ V , ε ↓ 0, and3 ↑ V to obtain (6.12) as required.
ut

Proof of Theorem 6.4.Let |x| denote the length of the unique path ofT ′
m from 0 tox. Fix

k ≥ 0, let3k be the set of allx with |x| ≤ k, and let∂3k = 3k \3k−1 as usual. We call
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y a descendantof x if the unique path from 0 toy passes throughx. For x ∈ V , write
Dm(x) for the set of all descendantsy of x with |y| = m, andD(x) =

⋃
m>|x|Dm(x).

Choose∼ ∈ Eo, and fixk = k(∼) such that the conclusion of Theorem 5.5(c) holds.
Let ∼k be given as in that theorem. Forx, y ∈ ∂3k, we writex ∼k y if the unique paths
π0,x (respectively,π0,y) from 0 tox (respectively,y) satisfyπ0,x ∼k π0,y . We have

φ1,∼
p,q = lim

n→∞
ψ∼
n ,

whereψ∼
n = φ

1,∼
3n,p,q

. Let n > k = k(∼). The measureψ∼
n may be considered as the

random-cluster measure on the graphG∼
n = (3∼

n , E3n), where3∼
n is obtained from

3n by identifying any pair of verticesu, v ∈ ∂3n having the property that there exist
ρu ∈ Ru, ρv ∈ Rv with ρu ∼ ρv. Sincen > k, this implies two levels of identifications:

(i) for everyx ∈ ∂3k, we identify the setDn(x) of vertices,
(ii) if x, y ∈ ∂3k are such thatx ∼k y, we identify all vertices inDn(x) ∪Dn(y).

Part (ii) incorporates part (i), sincex ∼k x for x ∈ ∂3k, but we express it thus in order to
emphasize the role of the equivalence relation∼.

We recall a basic fact (see [11], especially the appendix). Consider the random-cluster
measure on a finite graphG = (A,B) with cluster-weighting factorq and a familyp
= (pb : b ∈ B) of edge-parameters. Any setB ′ of one or more edges in parallel (respec-
tively, in series) may be replaced by a single edge with an associated edge-parameter that
is a function of(pb : b ∈ B ′) andq. We call such a replacement aparallel (respectively,
series) replacement.

From the finite subtree(3k, E3k ) of T ′
m we construct as follows a further tree de-

notedT . To eachx ∈ ∂3k we attach a further edge [x, x′
〉 to the vertexx, arriving thus

at a tree which we denoteT and which is illustrated in Figure 6.1. These new edges are
calledattachments. FromT we obtain the graphT ∼ by identifyingx′ andy′ whenever
x ∼k y. The graphG∼

n may be transformed by a sequence of parallel and series re-
placements intoT ∼. The random-cluster measureψ∼

n corresponds to the random-cluster
measureν∼

n on T ∼ for which the attachment edge [x, x′
〉 has an associated parameter

pn that depends only onp, q, k, andn, and not further on the choice ofx and∼. Since

ex

x

0

x′

Fig. 6.1. To each boundary vertexx of the firstk (= 2) generations ofT ′
m is attached a new edge

[x, x′
〉.
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ψ∼
n ⇒ φ

1,∼
p,q , we see thatpn → p∞ for somep∞ ∈ [0,1], and thatφ1,∼

p,q corresponds to
the random-cluster measureν∼

∞ on T ∼ for which the attachment edges have associated
parameterp∞.

Assume now thatp is such that 0< θ1(p, q) < 1. It is easily deduced thatp∞ ∈

(0,1). For x ∈ ∂3k, we write ex for the unique edge ofT ′
m of the form [z, x〉. The

marginal (joint) law of the states of the edges(ex : x ∈ ∂3k) is the same underφ1,∼
p,q as

underν∼
∞.

Let q > 1, and letx, y ∈ ∂3k, x 6= y. Let C be the event thatez is closed for all
z ∈ ∂3k \ {x, y}. The conditional measure givenC of ν∼

∞ is a random-cluster measure
on the graphT ∼ with the edgesez, z ∈ ∂3k \ {x, y}, removed, and we denote this graph
by T ∼

x,y . It is a fundamental property of random-cluster measures withq 6= 1 on a finite
graph, with edge-parameters lying in(0,1), that the states of two edges are dependent
random variables if and only if there exists some cycle containing both edges (see [11]).
There exists a cycle inT ∼

x,y containing bothex andey if and only if x ∼k y. Therefore,
x ∼k y if and only if

ν∼
∞(Jx | Jy ∩ C) 6= ν∼

∞(Jx | J c
y ∩ C), (6.15)

whereJx = Jex is the event thatex is open.
The proof is nearly complete. Let∼ and∼

′ be distinct open equivalence relations,
and choosek sufficiently large that the conclusion of Theorem 5.5(c) holds for both∼

and∼
′. Since∼ and∼

′ are distinct, there existx, y ∈ ∂3k such thatx ∼k y butx �′

k y.

Therefore,ν∼
∞ satisfies (6.15) butν∼

′

∞ does not, and henceφ1,∼
p,q 6= φ

1,∼′

p,q as required. ut
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