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Abstract. We study the flat region of stationary points of the functional
∫
� F(|∇u(x)|) dx under

the constraintu ≤ M, where� is a bounded domain inR2. HereF(s) is a function which is con-
cave fors small and convex fors large, andM > 0 is a given constant. The problem generalizes
the classical minimal resistance body problems considered by Newton. We construct a family of
partially flat radial solutions to the associated stationary problem when� is a ball. We also analyze
some other qualitative properties. Moreover, we show the uniqueness of a radial solution minimiz-
ing the above mentioned functional. Finally, we consider nonsymmetric domains� and provide
sufficient conditions which ensure that a stationary solution has a flat part.

Keywords. Newton problem, obstacle problem, quasilinear elliptic operators, flat solutions

1. Introduction

Seventy years prior to the derivation of the conservation laws for a nonviscous compress-
ible fluid by L. Euler in 1755 ([10]), I. Newton introduced, in 1685, one of the pioneering
problems in the Calculus of Variations: find the shape of a symmetrical revolution body
moving in a fluid with minimal resistance to motion (see [16]). As a matter of fact, the
problem had already been suggested by Galileo in his famousDiscursi in 1638 (for a
detailed history see Goldstine [11]). Newton was able to derive the resistance law of the
body under the following assumptions. Firstly, he supposed that particles do not interact
with each other, “a rare medium consisting of equal particles freely disposed at equal
distances”1, and that each particle impacts the body at most once. Secondly, the impacts
were assumed to be elastic and the resistance proportional to the impact angle. If we write
the problem in terms of a vertical flow, we can describe the body asB = {(x, z) : x ∈ �,

0 ≤ z ≤ u(x)}, with u(x) = 0 for x ∈ ∂� and for a given bottom set� in R2. In this
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1 In Newton’s original formulation.
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framework it is not too difficult to show (see, for instance, [1], [6] and [17]) that the total
resistance of the body is proportional to the integral

I (u) =

∫
�

1

1 + |∇u(x)|2
dx. (1)

As mentioned in Armanini ([1]), in the same historical book Newton also considered other
resistance assumptions leading to different power expressions of the type∫

�

1

1 + |∇u(x)|n
dx (2)

with n ≥ 1.

In order to guarantee a single impact, it is common to assume the body to be concave.
Nevertheless, some other profiles have been considered in the literature for the more gen-
eral case in which any particle hitting the graph ofu with vertical velocity does not hit
again (see [8]).

If some of Newton’s original assumptions are weakened, one might derive a similar
functional, by adding a correction term. For instance, in [17]2 a resistance functional of
the type ∫

�

1

1 + |∇u(x)|n
dx +

∫
�

p(x, u(x)) dx

was proposed. Nevertheless, it is worth mentioning that even though Newton’s resistance
model is only a crude approximation, it appears to provide good results in many contexts,
for instance, when dealing with a rarified gas in hypersonic aerodynamics. Many distin-
guished specialists in this area, von Karman, Ferrari, Lightill, and Sears have used this
model (see the exposition in the NASA report [9] and the book [15]).

In Newton’s formulation one looks for a minimum of the functional (1) (or (2)) in the
class of (suitably regular) functions satisfying twounilateral conditions0 ≤ u(x) ≤ M

for x ∈ �. Due to that fact, the associated Euler–Lagrange equations must be suitably
understood, for instance, in terms of some variational inequality (for a general exposition
of this theory see, for instance, [13]). It can be shown that theLagrange multiplier term
associated with the unilateral condition 0≤ u vanishes due to the fact that the special
form of the functional leads to the concavity of any possible stationary pointu(x) of that
functional, and thus this unilateral condition is trivially satisfied once we assume the other
(and crucial) unilateral conditionu ≤ M (which, to the contrary, leads to a nonvanishing
Lagrange multiplier term).

It is worth mentioning that the integrand in (1) (and (2)) is not globally convex in∇u

(although it is a convex function when|∇u(x)| ≥ α for some suitableα > 0). More-
over it is not coercive (in fact it converges to zero as|∇u(x)| → +∞). Those two facts
arise quite often in many other special (but relevant) problems of the Calculus of Varia-
tions (see, for instance, some other classical and more recent examples mentioned in [2]).

2 Here Wagner allows multiple impacts.
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This motivates us to consider a general class of functionals (invariant under symmetrical
changes of coordinates) of the form∫

�

F(|∇u(x)|) dx (3)

with
F(|∇u|) → 0 as|∇u| → +∞ (4)

(the case of integrands of the formF(|∇u(x)|) − f (x)u(x) with f (x) 6= 0 will be the
subject of a separate study [7]). Actually, we shall not deal with the associated minimiza-
tion problem, but with the more general case of the Euler–Lagrange variational inequality
satisfied by any stationary pointu fulfilling the unilateral constraintu ≤ M. So, given
M > 0, we shall consider a class of quasilinear obstacle problems which can be formu-
lated as follows:

(OP)

{
− div(A(|∇u|)∇u) + β(u) 3 0 in �,

u = 0 on∂�,
(5)

whereβ is the maximal monotone graph (see Brezis [3]) inR2 given byβ(u) = {0} if u < M,

β(M) = [0, +∞),

β(u) = ∅ if u > M,

andA ∈ C1(0, +∞) satisfies the following set of assumptions: there existsαA ≥ 0 such
that

the functiont 7→ tA(t) is decreasing on(0, αA) and increasing on(αA, +∞), (6)

A < 0 on [0, +∞) and lim
t→+∞

tA(t) = 0, (7)

lim
a→+∞

A(a)

∫ a

αA

dτ

τA(τ)
< 1. (8)

In order to establish the existence of solutions for this type ofnoncoerciveproblems,
several different additional conditions have been introduced in the literature (mainly the
concavity ofu: see [5] and its list of references). In this paper we shall deal with solutions
of the obstacle problem (OP) in the class of functions such that

u ∈ H 1
0 (�) and |∇u(x)| ≥ αA if u(x) < M. (9)

We first consider the radial case corresponding to� = B(0, R) andu in the class of
radially symmetric functions satisfying (9). It is easy to see that then the problem reduces
to the study of the one-dimensional free boundary value problem

−
1

r

d

dr
(rA(|u′

|)u′) = 0 in (ρ, R),

u(R) = 0, u(ρ) = M,

−u′(R−) > αA,

(10)

whereρ ∈ [0, R) must be determined. Notice that the functionu extended byM to �

satisfies (OP). Our main result is
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Theorem 1.1. Let R > 0 be given. Assume thatA satisfies the above conditions. Then,
for everyM > 0, there existsρM ∈ (0, R) such that for anym ∈ (αA, +∞) there exists
a solutionu(r) = u(r; m) of the obstacle problem which satisfies

(i) u ≡ M in [0, ρm] for someρm ∈ [ρM , R),

(ii) −u′(ρm) = m,

(iii) u is strictly concave in(ρm, R) andu ∈ W1,∞(0, R).

Finally, the mapM 7→ ρM is decreasing and convex.

We prove this theorem in Section 3, even under more general conditions onA.
Moreover, we prove that although there is not a unique solution to problem (10), there

is a unique radial minimizer for the functional (3) in the class of solutions of the associated
problem (10).

In the Newton case, P. Guasoni established in [12] the existence of a function in
H 1

0 (�) which is not radially symmetric, for which the value of the functional is smaller
than any value arising from a radial function. On the other hand, T. Lachand-Robert and
É. Oudet found in [14] numerically another function leading to an even smaller value of
the functional. We conjecture that similarly, radial solutions are not minimizers either for
the more general class of functionsF considered in this paper.

Another consequence of our results is that they reveal some kind of optimality of the
structure assumptions made in the regularity result by H. Brezis and D. Kinderlehrer.
Indeed, these authors established in [4] that, if the quasilinear operatorA is “locally
coercive”, the solution of the associated obstacle problem fulfilsu ∈ W2,s for every
1 < s < +∞. In contrast, we show here that the solutions of (OP) are not of classC1.

Finally, a study of the coincidence set (the flat region of the body) without any sym-
metry assumption is presented in Section 4. In particular, we obtain some answers to a
question raised in [6, question (vi) on page 11].

2. Statement of the problem

We consider the problem{
− div(A(|∇u|)∇u) + β(u) 3 0 in �,

u ∈ H 1
0 (�), |∇u| ≥ αA if u < M,

(11)

whereβ is the maximal monotone graph inR2 given byβ(u) = {0} if u < M,

β(M) = [0, +∞),

β(u) = ∅ if u > M,

and
A ∈ C1(0, +∞) (12)

is such that there existsαA ≥ 0 for which

the functiont 7→ tA(t) is decreasing on(0, αA). (13)
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We also assume one the following sets of conditions:either

t 7→ tA(t) is increasing on(αA, +∞), (14)

A < 0 on [0, +∞), lim
t→+∞

tA(t) = 0 , (15)

lim
a→+∞

A(a)

∫ a

αA

dτ

τA(τ)
< 1, (16)

or there existsβA ≥ αA ≥ 0 such that

t 7→ tA(t) is increasing on(αA, βA), (17)

A < 0 on [0, βA), A(βA) = 0, (18)∫ β−

dτ

τ |A(τ)|
< +∞. (19)

Throughout, we will refer to assumptions (12), (13), (14), (15) and (16) asCase 1,
and assumptions (12), (13) (17), (18) and (19) asCase 2.

Example 1. In the classical Newton obstacle problem, we search

Min
K

∫
�

F(|∇u|) dx, F (t) = (1 + t2)−1,

whereK = {u ∈ H 1
0 (�) : u ≤ M andu concave}. Thus, the associated Euler–Lagrange

formulation (in terms of maximal monotone graphs) is given by

− div

(
F ′(|∇u|)

∇u

|∇u|

)
+β(u) 3 0.

In order to simplify the presentation for nonnegative functionsu(x), we notice that in the
radial case and for nonincreasing functionsu = u(r), r = |x|, we have

− div

(
F ′(|∇u|)

∇u

|∇u|

)
= r(F ′(|u′(r)|))′.

In particular, we can identify the above Euler–Lagrange equation with formulation (11)
by choosing

A(t)t = F ′(t) =
−2t

(1 + t2)2

and so

A(t) =
−2

(1 + t2)2

(see [16], [11], [5]). It is easy to see that the functionA satisfies the assumptions of Case 1.
In particular

lim
a→+∞

A(a)

∫ a

α

dτ

τA(τ)
=

1

4
.
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Example 2. The functionA(t) = −tm−2/(1 + tm)2, with m ≥ 1, corresponds to other
type of resistance forces already proposed by Newton.

Example 3. A function A satisfying the conditions of Case 2 is, for instance,A(t) =

−(βA − t)σ with σ ∈ (0, 1).

3. Radially symmetric solutions

This section is devoted to the study of radially symmetric solutions. Then (11) leads to
the question: GivenM > 0, find ρ ∈ (0, R) andu satisfying

−
1

r

d

dr
(rA(|u′

|)u′) + β(u) 3 0 in (0, R),

u(R) = 0, −u′(R−) > αA,

u(r) = M in [0, ρ] and u(r) < M in (ρ, R].

(20)

Our study will mainly focus on the properties of the coincidence set:

Theorem 3.1. Let R > 0 be given. Assume thatA satisfies the conditions of Case1.
Then, for everyM > 0, there existsρM ∈ (0, R) such that for anym ∈ (αA, +∞) there
exists a solutionu(r) = u(r; m) of the obstacle problem satisfying

(i) u ≡ M in [0, ρm] for someρm ∈ [ρM , R),

(ii) −u′(ρm) = m,
(iii) u is strictly concave in(ρm, R) andu ∈ W1,∞(0, R).

In Case 2, for every0 < M ≤ RβA there exist0 < ρM1 < ρM2 < R such that for any
m ∈ (αA, βA) there exists a solutionu(r) = u(r; m) of the obstacle problem satisfying

(i) u ≡ M in [0, ρm] for someρm ∈ [ρM1, ρM2),

(ii) −u′(ρm) = m,
(iii) u is strictly concave in(ρm, R) andu ∈ W1,∞(0, R).

Finally, in both cases, the mapM 7→ ρM is decreasing and convex.

Remark 3.1. In the Newton case,αA = 1/
√

3, and the solution of the obstacle problem
which corresponds to a minimum of energy is associated withm = 1; see [16] and [11].

In the following we will writeα instead ofαA andβ instead ofβA in order to simplify
the notations. The equation we have to deal with is

d

dr
(rA(|u′(r)|)u′(r)) = 0 (21)

and thusr 7→ rA(|u′(r)|)u′(r) is constant. We look for solutionsu such that:

u is defined in [0, R], u(R) = 0 andu(ρ) = M for someρ ∈ (0, R). (22)
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The fact that−u′(R−) > α implies there existsδ > 0 such that

−u′
≥ α on (R − δ, R) for someδ > 0. (23)

Developing (21) we then obtain

A(|u′(r)|)u′(r) + r(A′(|u′(r)|)|u′(r)| + A(|u′(r)|))u′′(r) = 0. (24)

Employing (23) and (24) with (15) in Case 1 and (18) in Case 2 yields

(A′(|u′(r)|)|u′(r)| + A(|u′(r)|))u′′(r) ≤ 0. (25)

Lemma 3.1. For every solutionu of (21)satisfying0 < u < M, we have−u′
∈ (α, +∞)

in Case1 and−u′
∈ (α, β) in Case2.

Proof. Case 1.Since forr in (R − δ, R) we have−u′(r) ∈ (α, +∞), and sinceu′′ < 0,
it follows that−u′ is increasing in this neighborhood and the property will be satisfied
as long as−u′ does not reach the valueα. Let us denote byγ the maximal value ofr in
(0, R) such that−u′

= α, if it exists. Then−u′
∈ (α, +∞) for everyr ∈ (γ, R). But we

also know thatu′(γ ) = −α, and then takingr = γ in (24) leads toA(α)α = 0. On the
other hand, we know thatα > 0 and from (15) thatA > 0, hence we get a contradiction.

Case 2.The proof is the same as the previous one, with−u′(r) ∈ (α, +∞) replaced by
−u′(r) ∈ (α, β) and the assumptions (6) by (17) and (15) by (18).

Now we will try to solve the equation (21) under the conditions (22) employing a
parametric method as in [8]. From (21) we have

rA(|u′(r)|)u′(r) = RA(|u′(R)|)u′(R). (26)

Since the value ofu′(R−) will play a crucial role, we introducea = −u′(R−).
As u is concave,a will be the maximal value of the function−u′(r) in the interval

(ρ, R). Now, the idea is to take a new parameter to solve the differential equation. We use
t = −u′(r) and observe that, sinceu is assumed to be concave decreasing,t > 0 and−u′

is bijective. The equality (26) can be written in the form

−rA(t)t = −RA(a)a

so that

r =
RaA(a)

tA(t)
= r(t). (27)

We differentiateu with respect tot to obtain

d

dt
u(r) =

d

dt
(u ◦ r(t)) = u′(r(t))

dr

dt
= tRaA(a)

(tA(t))′

t2A2(t)
.
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Using the fact thatu(R) = 0, we then obtain

u(R) − u(t) =

∫ a

t

du

dt
dτ − u(t)

= RaA(a)

∫ a

t

τ
A(τ) + τA′(τ )

τ2A2(τ )
dτ

= RaA(a)

∫ a

t

(
A′(τ )

A2(τ )
+

1

τA(τ)

)
dτ

= Ra

(
A(a)

A(t)
− 1

)
+ RaA(a)

∫ a

t

dτ

τA(τ)
.

That is,

u(t) = Ra − Ra
A(a)

A(t)
− RaA(a)

∫ a

t

dτ

τA(τ)
. (28)

Thus, the problem can be rephrased as follows: letρ ∈ (0, R) andM ≥ 0 be given.
We want to finda > α such that there existst (a) with

ρt (a)A(t (a)) = RaA(a) (29)

and

M = Ra − Ra
A(a)

A(t)
− RaA(a)

∫ a

t

dτ

τA(τ)
. (30)

We have the following theorem:

Theorem 3.2. LetM > 0 be a given number. In Case1, there existsρM such that(29)–
(30)admits a solution ifρ belongs to(ρM , R), and none ifρ ∈ (0, ρM).

In Case2, if M > Rβ there is no solution and ifM ≤ Rβ there exists a solution if
and only ifρ ∈ (ρM , (R − ρM)β).

Remark 3.2. In Case 1, if we considerρ ∈ (ρM , R) and look for solutions to (11) in
the annulus� = (ρ, R), we see that the functional is convex, therefore the minimizer
is unique, and since we have found a radial solution, it is the unique solution. The same
happens to be true in Case 2 under suitable assumptions.

In order to prove the above theorem we will need the following two lemmas:

Lemma 3.2. The functiona 7→ t (a) defined in(29) is an increasing function from
(aρ, +∞) into (α, +∞) in Case1, and from(aρ, β) into (α, β) in Case2, whereaρ

is the solution ofραA(α) = RaρA(aρ).

Remark 3.3. The existence ofaρ is ensured by the fact thatαA(α) is the minimum of
the functiontA(t) (which is negative) and sinceρ < R.
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Proof. Case 1.From the assumption (6) we know that the functiont 7→ tA(t) is increas-
ing on (α, +∞) and then using Lemma 3.1, we obtaint (a) < a. Indeed, suppose not.
Thent (a)A(t (a)) ≥ aA(a) with equality if and only ift (a) = a. This contradicts (29) if
t (a) 6= a. In that last case (29) impliesρ = R, which is not possible sinceu(ρ) = M > 0
andu(R) = 0.

Now we differentiate (29) with respect toa to obtain

ρ
dt

da
(A(t (a)) + A′(t (a))t (a)) = R(A(a) + aA′(a)).

The two terms in brackets are positive by (6) and Lemma 3.1, so thatdt/da > 0. Finally,
we know thatt (a) has to be greater thanα, hence the minimal value fora arises for
t (a) = α. Passing to the limit in (29) asa tends to+∞ leads to

lim
a→+∞

ρt (a)A(t (a)) = 0.

Thereforeρ > 0 implies lima→+∞ t (a) = +∞.

Case 2.The proof is the same as the previous one upon replacing(α, +∞) by (α, β) and
assumption (6) by (17). By passing to the limit in (29) asa tends toβ, we obtain

lim
a→β

ρt (a)A(t (a)) = 0.

Then, sinceρ > 0, the only possibility is lima→β t (a) = β in view of assumptions (17)
and (18).

Lemma 3.3. The functiona 7→ u ◦ t (a) defined by(30) is increasing and converges to
+∞ as a converges to+∞ in Case1. The functiona 7→ u ◦ t (a) defined by(30) is
increasing and converges to(R − ρ)β asa converges toβ in Case2.

Proof. We have

d

da
u ◦ t (a) =

d

da

(
Ra − Ra

A(a)

A(t)
− RaA(a)

∫ a

t

dτ

τA(τ)

)
.

Using (29) we can express it as

d

da
u ◦ t (a) =

d

da

(
Ra − ρt (a) − RaA(a)

∫ a

t (a)

dτ

τA(τ)

)
= R − ρ

dt

da
− RA(a)

∫ a

t (a)

dτ

τA(τ)
− RaA′(a)

∫ a

t (a)

dτ

τA(τ)

− RaA(a)

[
1

aA(a)
−

1

t (a)A(t (a))

dt

da

]
= − R(A(a) + aA′(a))

∫ a

t (a)

dτ

τA(τ)
.
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Using Lemma 3.1 together with (6) in Case 1 and together with (17) in Case 2, we get

d

da
u ◦ t (a) > 0. (31)

Thus, if a solution of (30) exists it is unique.
Now, we split up the remainder of the proof into two cases.

Case 1.We have to compute

lim
a→+∞

(
Ra − ρt (a) − RaA(a)

∫ a

t (a)

dτ

τA(τ)

)
, (32)

and prove that it is equal to+∞. Employing (6) we obtain

Ra − ρt (a) − RaA(a)

∫ a

t (a)

dτ

τA(τ)
≥ (R − ρ)t (a)

and sinceρ < R and lima→+∞ t (a) = +∞, we find the result.

Case 2.Here, we have to compute

lim
a→β

(
Ra − ρt (a) − RaA(a)

∫ a

t (a)

dτ

τA(τ)

)
. (33)

From (29) we have(R − ρ)a = Ra − ρt (a) −
RaA(a)(a−t (a))

t (a)A(t (a))
. On the other hand, from

(17) and (18) we get

Ra − ρt (a) −
RaA(a)(a − t (a))

t (a)A(t (a))
≥ Ra − ρt (a) − RaA(a)

∫ a

t (a)

dτ

τA(τ)

≥ (R − ρ)t (a).

Then since lima→β t (a) = β, we pass to the limit in the inequality to obtain the result.

Proof of Theorem 3.2. Step 1.We will now compute the minimal value ofu. From
Lemma 3.2 we know that the smallest admissible value fora occurs whent (a) = α;
we denote this value byaρ . In that case we have

u ◦ t (aρ) = u(α) = Raρ

(
1 −

A(aρ)

A(α)
− A(aρ)

∫ aρ

α

dτ

τA(τ)

)
(34)

and using (36) we can express it as

u(α) = Raρ − ρα − ραA(α)

∫ aρ

α

dτ

τA(τ)
. (35)

This is the minimal value ofu sinceu is increasing ina and if M < u(α) there is no
solution of (29)–(30) in both cases. Additionally, ifM > (R − ρ)β, there is no solution
in Case 2.
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Step 2.The next point is to find aρ such that (29)–(30) has a solution. If we write

ραA(α) = RaρA(aρ) (36)

and

µ(ρ) = Raρ − ρα − ραA(α)

∫ aρ

α

dτ

τA(τ)
(37)

then for any givenρ ∈ (0, R), there existsµ(ρ) > 0 such that the equation (30) can be
uniquely solved in Case 1 for allM ∈ [µ(ρ), +∞) and in Case 2 for allM ∈ [µ(ρ),

(R − ρ)β].
We will first prove that the functionρ 7→ µ(ρ) defined by (37) is decreasing from

+∞ to 0 in Case 1 and fromRβ to 0 in Case 2. In both cases it is convex. To this end, we
differentiate (37) with respect toρ to obtain

dµ(ρ)

dρ
= R

daρ

dρ
− α − αA(α)

∫ aρ

α

dτ

τA(τ)
−

ραA(α)

aρA(aρ)

daρ

dρ
. (38)

Using (36) we get
dµ(ρ)

dρ
= −α − αA(α)

∫ aρ

α

dτ

τA(τ)
, (39)

which is negative by (15) in Case 1 or (18) in Case 2. This allows us to establish that the
mapM 7→ ρM is decreasing.

We now distinguish two cases.

Case 1.Passing to the limit asρ tends to 0 in (36) leads toaρ converging to+∞. Com-
bining (36) and (37) we obtain

µ(ρ) = Raρ − ρα − RaρA(aρ)

∫ aρ

α

dτ

τA(τ)
, (40)

or

µ(ρ) = −ρα + Raρ

(
1 − A(aρ)

∫ aρ

α

dτ

τA(τ)

)
. (41)

Then, thanks to (16), we obtain

lim
aρ→+∞

(
1 − A(aρ)

∫ aρ

α

dτ

τA(τ)

)
> 0, (42)

hence
lim

aρ→+∞
µ(ρ) = +∞. (43)

On the other hand, ifρ converges toR, we deduce from (36) and the assumption (6) that

lim
ρ→R

aρ = α, (44)

thus limρ→R µ(ρ) = 0 by (37).
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Case 2.Passing to the limit asρ tends to 0 in (36) leads toaρA(aρ) converging to 0.
Sinceaρ > α > 0, the only possibility isaρ → β. Then passing to the limit in (37)
yields

lim
ρ→0

µ(ρ) = Rβ − lim
ρ→0

ραA(α)

∫ aρ

α

dτ

τA(τ)
. (45)

Since

lim
ρ→0

∫ aρ

α

dτ

τA(τ)
=

∫ β

α

dτ

τA(τ)
,

which is finite under the assumption (19), we obtain

lim
ρ→0

µ(ρ) = Rβ. (46)

We use (36) and the assumption (17) to get

lim
ρ→R

aρ = α (47)

and thus from (37), we obtain limρ→R µ(ρ) = 0.
In order to prove the convexity ofµ, we twice differentiate (37) with respect toρ and,

employing (36), we see that

d2µ(ρ)

dρ2
= −

αA(α)

aρA(aρ)

daρ

dρ
. (48)

Differentiation of (36) with respect toρ yields

αA(α) = R
daρ

dρ

d

dt
(tA(t))t=aρ . (49)

The assumption (6) in Case 1 or (17) in Case 2 guarantee that

daρ

dρ
< 0, (50)

and substituting this into (48) leads to

d2µ(ρ)

dρ2
> 0. (51)

This implies that the mapM 7→ ρM is convex, finishing the proof of the theorem.

We will now deal with the property of minimum solutions. We set� = B(0, R) and
consider the following problem associated to (10):

Min
K

∫
�

F(|∇u|) dx, (52)

whereK = {u ∈ H 1
0 (�) : u satisfies the assumptions of(10) and is radially symmetric}.

Notice that the formulation corresponding to the stationary points of the functional (52)
leads toA(|∇u|) = F ′(|∇u|)/|∇u|. We have:
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Theorem 3.3. Let M > 0 be given. Then there exists a unique value ofm ∈ (αA, +∞)

in Case1, andm ∈ (αA, βA) in Case2, such that the solutionu(r; m) given in Theorem
3.1 is minimal among all solutions given in that theorem.

Proof. Let uρ be a solution to (20). We have to compute

E(ρ) :=
∫ R

ρ

rF (u′
ρ(r)) dr +

∫ ρ

0
rF (u′

ρ(r)) dr,

which can be written as

E(ρ) =

∫ R

ρ

rF (u′
ρ(r)) dr +

F(0)

2
ρ2.

SinceE(ρ) cannot be expressed in a simple way as a function ofρ, we will use the former
parameterization, that is,t = −u′(r) and

−rA(t)t = −RA(a)a

so that

r =
RaA(a)

tA(t)
= r(t). (53)

Integration by parts leads to

E(ρ) = 9(T , a) = −R2
∫ a

T

F ′(a)2F ′′(τ )F (τ)

F ′(τ )3
dτ

=
R2

2

(
F(a) −

F(T )F ′(a)2

F ′(T )2
− F ′(a)2

∫ a

T

dτ

F ′(τ )
+

F(0)

F ′(T )2

)
.

The function9(T , a) has to be minimized under the constraint (30), that is,

M = Ra − RT
F ′(a)

F ′(T )
− RF ′(a)

∫ a

T

dτ

F (τ)
:= 4(T , a). (54)

A careful computation shows

∂

∂T
9(T , a) = R2 F ′(a)2

F ′(T )3
F ′′(T )(F (T ) − F(0)),

∂

∂a
9(T , a) = −R2 F ′(a)

F ′(T )2
F ′′(a)

(
F(T ) + F ′(T )2

∫ a

T

dτ

F ′(τ )
− F(0)

)
,

∂

∂T
4(T , a) = R

F ′(a)

F ′(T )2
F ′′(T )T ,

∂

∂a
4(T , a) = −R

1

F ′(T )
F ′′(a)

(
T + F ′(T )

∫ a

T

dτ

F ′(τ )

)
.
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Therefore, the Lagrange condition∂9
∂a

∂4
∂T

=
∂9
∂T

∂4
∂a

reduces to

(
F(T ) + F ′(T )2

∫ a

T

dτ

F ′(τ )
− F(0)

)
T = (F (T ) − F(0))

(
T + F ′(T )

∫ a

T

dτ

F ′(τ )

)
since the other terms do not vanish. This, again, can be simplified as

F(0) = F(T ) − F ′(T )T (55)

which can be written in terms ofA as∫ T

0
τA(τ) dτ = T 2A(T ). (56)

Setg(t) =
∫ t

0 τA(τ) dτ − t2A(t). Thus,

g′(t) = −t (tA(t))′ (57)

and henceg is increasing from 0 tog(αa) and then decreasing (we used (6) in Case 1 or
(17) in Case 2). In particular, the equation (56) has at most one solution in(αA, +∞) in
Case 1 or in(αA, βA) in Case 2. On the other hand, employing (6) (or (17)) we have

∫ t

αA

τA(τ) dτ ≤ tA(t)(t − αA) for t > αA (or t ∈ (αA, βA)). (58)

Hence

g(t) ≤

∫ αA

0
τA(τ) dτ + tA(t)(t − αA).

Now thanks to (15) in Case 1,

lim
t→+∞

g(t) ≤

∫ αA

0
τA(τ) dτ < 0,

and using (18) in Case 2,

lim
t→βA

g(t) ≤

∫ αA

0
τA(τ) dτ < 0.

This implies the uniqueness of the value ofT satisfying (55), which is calledm in the
theorem, and it concludes the proof.
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4. On the flat region for the non-radially symmetric case

In this section we give a partial answer to the following question raised by Buttazzo and
Kawohl ([6]): let u be a solution of the Newton problem of minimal resistance. Is there
always a flat region for such a solution, i.e. does there exist an open set�0 ⊂ � such that
u ≡ M on�0?

The results obtained in the previous section allow us to give the following answer:

Theorem 4.1. LetA andβ be as in the previous sections. Letu ∈ H 1
0 (�) be such that{

− div(A(|∇u|)∇u) + β(u) 3 0 in �,

0 ≤ u(x) ≤ M for x ∈ �.

Assume that

|∇u| ≥ αA if u < M,
there existx0 ∈ � andR > 0 such that

−A(|∇u(x)|)∇u(x) ·
x − x0

|x − x0|
≤ A(a)a

for somea ≥ αA anda.e. x ∈ B(x0, R), whereu(x) < M.

(59)

Then there existsρa ∈ (0, R) such thatu(x) = M for a.e.x ∈ B(x0, ρa).

In order to prove this we need the following result:

Lemma 4.1. Letu be as before, and letua(x) = u(|x −x0|; a) be the radially symmetric
solution of the obstacle problem given in Theorem3.1 (i.e., such thatua(x) = M for a.e.
x ∈ B(x0, ρa)). Define

�x0,R,ρa = {x ∈ B(x0, R) \ B(x0, ρa) : u(x) < M}.

Thenua(x) ≤ u(x) for a.e.x ∈ �x0,R,ρa .

Proof of Theorem 4.1.Sinceu(x) ≤ M, we deduce from the comparison stated in the
previous lemma that, in particular,u(x) = M onB(x0, ρa).

Proof of Lemma 4.1.Taking[ua(x) − u(x)]+ as test function in the definitions of weak
solution of the problems satisfied byua andu, and subtracting both expressions we arrive
at∫

�x0,R,ρa

(A(|∇ua|)∇ua−A(|∇u|)∇u)·∇ [ua − u]+ dx+

∫
�x0,R,ρa

(ba−b) [ua − u]+ dx

=

∫
∂�x0,R,ρa

[ua − u]+ (A(|∇ua|)∇ua − A(|∇u|)∇u) · n dx := I,
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whereb ∈ L1(�), ba ∈ L1(B(x0, R)), andb(x) ∈ β(u(x)), ba(x) ∈ β(ua(x)) for a.e.
x ∈ � andB(x0, R) respectively. Write∂�x0,R,ρa = 0R ∪ 0M ∪ 0ρa , where

0R := {x ∈ ∂�x0,R,ρa : |x − x0| = R},

0ρa := {x ∈ ∂�x0,R,ρa : |x − x0| = ρa},

0M := {x ∈ ∂�x0,R,ρa : u(x) = M},

we deduce thatI ≥ 0 (recall thatβ is a monotone graph and that, since the function
t 7→ A(t)t is nondecreasing, the vectorial functionv 7→ A(|v|)v is a monotone operator
from RN to RN ). But∫

0R∪0M

[ua − u]+ (A(|∇ua|)∇ua − A(|∇u|)∇u) · n dx = 0

because[ua − u]+ = 0 there, and thus∫
0ρa

[ua − u]+ (A(|∇ua|)∇ua − A(|∇u|)∇u) · n dx ≥ 0.

On 0ρa , n =x − x0/|x − x0| and so, since|∇ua(x)| = −
d
dr

ua(ρa) = a if x ∈ 0ρa , by
using the assumption (59), we arrive at

(A(|∇ua|)∇ua − A(|∇u|)∇u) · n ≤ 0 on0ρa .

Then ∫
�x0,R,ρa

(A(|∇ua|)∇ua − A(|∇u|)∇u) · ∇ [ua − u]+ dx = 0,

which, by the strict monotonicity ofA on this range of values, implies the conclusion.
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