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Abstract. Recent papers have studied the existence of phase transition solutions for Allen–Cahn
type equations. These solutions are either single or multi-transition spatial heteroclinics or homo-
clinics between simpler equilibrium states. A sufficient condition for the construction of the multi-
transition solutions is that there are gaps in the ordered set of single transition solutions. In this
paper we explore the necessity of these gap conditions.

1. Introduction

Recent papers have established the existence of phase transition states for model equa-
tions of Allen–Cahn type [1]–[2], [6]–[7]. Mathematically these states are single or multi-
transition spatially homoclinic or heteroclinic solutions of the equation

−1u+Gu(x, y, u) = 0, (x, y) ∈ R2.(PDE)

The functionG satisfies

G ∈ C2(R2
× R,R) and is 1-periodic inx andy;(G1)

G(x, y,0) = 0 = G(x, y,1),
G(x, y, z) > 0 for (x, y) ∈ R2 andz ∈ (0,1);

(G2)

G(x, y, z) ≥ 0 for all x, y, z.(G3)

Hypothesis (G2) implies (PDE) possesses constant solutionsu ≡ 0 andu ≡ 1.
We will only consider solutions of (PDE) with 0≤ u ≤ 1. Indeed, the solutionsu ≡ 0

andu ≡ 1 of (PDE) behave like geodesics for the minimization arguments of [6]–[7] and
these arguments yield a variety of solutions of (PDE) with 0≤ u ≤ 1.
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The single transition states of (PDE) are solutions which are heteroclinic from 0 to 1 or
from 1 to 0 in one of the variablesx andy, and are 1-periodic in the other variable. Multi-
transition solutions undergo multiple transitions between the constant states. Generally
they shadow the single transition solutions, i.e. they are near them on large regions. Each
of the sets of one transition solutions is ordered.

The existence proofs for the multi-transition solutions are carried out assuming there
are gaps in the ordered sets of simpler 1-transition solutions. A goal of this paper is to
show that these gap conditions for the simpler states are necessary as well as sufficient
for the existence of the more complex states.

In §2, some results from [6]–[7] will be recalled briefly and a theorem showing the
necessity of these gaps for the existence of multi-transition solutions will be proved.

Another result obtained in [1]–[2] and [6]–[7] is the existence of solutions of (PDE)
that e.g. as functions ofy are heteroclinic between a distinct pair of the basic 1-transition
heteroclinics inx mentioned above. A gap condition is again required to obtain these
solutions. In §3, it will be shown that this gap condition is also necessary for such doubly
heteroclinic states to exist.

See also Bangert [3] for some related results.

2. The first necessity result

Consider (PDE) under the hypotheses (G1)–(G3). The functionsu = 0 andu = 1 are
solutions of (PDE) calledpure states. Other solutions calledmixed stateswhich are het-
eroclinic from 0 to 1 inx and 1-periodic iny are obtained by minimizing the functional
associated with (PDE). More precisely, let

L(u) =
1

2
|∇u|2 +G(x, y, u)

and set

I (u) =

∫
∞

−∞

∫ 1

0
L(u) dx dy.

For i ∈ Z, let Si = [i, i + 1] × T 1 whereT 1 is the 1-torus. ThusI is defined on the class
of functions

0(0,1) = {u ∈ W
1,2
loc (R × T 1,R) | 0 ≤ u ≤ 1; ‖u‖L2(Si )

→ 0, i → −∞;

‖1 − u‖L2(Si )
→ 0, i → ∞}.

The elements of0(0,1) are 1-periodic iny and satisfy the desired asymptotic conditions
in x in a weak form.

Define
c(0,1) = inf

u∈0(0,1)
I (u). (2.1)

Then it was shown in [6]–[7] thatI has minimizers in0(0,1) which are solutions of
(PDE).
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Theorem 2.2. LetG satisfy(G1)–(G2). Then

1◦ M(0,1) ≡ {u ∈ 0(0,1) | I (u) = c(0,1)} 6= ∅.
2◦ If u ∈M(0,1), thenu is a classical solution of(PDE).
3◦

‖u‖C2(Si )
→ 0 asi → −∞ and‖1 − u‖C2(Si )

→ 0 asi → ∞.
4◦ u(x, y) < u(x + 1, y) ≡ τ−1u(x, y) for all (x, y) ∈ R × T 1 andτ−1u ∈M(0,1).
5◦ M(0,1) is an ordered set, i.e.v,w ∈M(0,1) impliesv ≡ w, v < w, or v > w.
6◦ u ∈ M(0,1) has a minimality property: for any bounded openD ⊂ R × T 1, if

U ∈ W
1,2
loc (R × T 1,R) withU = u in (R × T 1) \D, then∫

D
(L(u)− L(U)) dx dy ≤ 0. (2.3)

Remark 2.4. (i) 4◦ will be referred to as themonotonicity propertyfor u.
(ii) By 5◦, eitherM(0,1) foliatesR×T 1

× [0,1] or there are gaps inM(0,1), i.e. there
arev,w ∈ M(0,1) with v < w and no members ofM(0,1) lie betweenv andw.
The existence of such a gap pair is thegap conditionreferred to in §1.

(iii) An equivalent form of the minimality property is that for allϕ ∈ W1,2(R × T 1,R)
with compact support,∫

R×T 1
(L(u)− L(u+ ϕ)) dx dy ≤ 0. (2.5)

(iv) Any function u ∈ W
1,2
loc (R × T 1,R) which satisfies (2.3) for someD is in fact a

solution of (PDE) inD. This follows from standard elliptic regularity arguments [4].
Thus the minimality property foru for all D as above impliesu is a solution of
(PDE) onR × T 1.

(v) Actually a stronger form of 6◦ was proved in [6]–[7]. Namely viewing the domain
of u to beR2, for any bounded openO ⊂ R2, if U ∈ W

1,2
loc (R

2,R) with U = u in
R2

\O, then ∫
O
(L(u)− L(U)) dx dy ≤ 0.

As a consequence of Theorem 2.2 and the companion result forM(1,0), the existence
of multi-transition solutions of (PDE) can be obtained.

Theorem 2.6 ([6]–[7]). SupposeG satisfies(G1)–(G3) andM(0,1) andM(1,0) con-
tain gaps. Then for eachk ∈ N, k ≥ 2, there exist infinitely many solutions of(PDE) in
W

1,2
loc (R × T 1,R) which undergok transitions and satisfy‖u‖C2(Si )

→ 0, i → −∞.

Remark 2.7. (i) The same conclusion obtains for solutions which satisfy‖1−u‖C2(Si )

→ 0 asi → −∞.
(ii) For U as in Theorem 2.6, ifk is even,‖u‖C2(Si )

→ 0 asi → ∞ and the solutions
are homoclinic to 0 inx, while if k is odd,‖1 − u‖C2(Si )

→ 0 asi → ∞ and the
solutions are heteroclinic from 0 to 1 inx.
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(iii) The simplest case of Theorem 2.6 is fork = 2 where the solutions are near 0 for
|x| large and are near 1 for an intermediatex interval (and ally). The infinitude of
solutions is distinguished by the length of this intermediatex interval.

Theorem 2.6 is proved by minimizingI over a set of functions in 0≤ u ≤ 1 satisfying
several integral constraints. The precise nature of these constraints is not of importance
here except the fact that the constraints involve a compact subset ofR × T 1. Therefore
the arguments of [6]–[7] show that a solution of (PDE) given by Theorem 2.6 does not
satisfy (2.3) or (2.5), i.e. is not minimal in the sense of 6◦ of Theorem 2.2. However it
does have a partial minimality property.

Definition. We sayu satisfies theasymptotic minimality propertyif there is anx0 > 0
such that ifD is contained in{x ≥ x0} × T 1 or in {x ≤ −x0} × T 1, then (2.3) or
equivalently(2.5)holds.

Now the main result of this section can be stated:

Theorem 2.8. Let G satisfy(G1)–(G3). Supposeu ∈ C2(R × T 1,R) is a solution of
(PDE)and the asymptotic minimality condition holds. Then

1◦ (a)‖u‖C2(Si )
→ 0 or (b) ‖1 − u‖C2(Si )

→ 0 asi → −∞.
2◦ (a)‖u‖C2(Si )

→ 0 or (b) ‖1 − u‖C2(Si )
→ 0 asi → ∞.

3◦ If 1◦(a)and2◦(a) (resp.1◦(b) and2◦(b)) hold andu 6≡ 0 (resp.u 6≡ 1), thenM(0,1)
andM(1,0) have gaps.

4◦ If 1◦(a)and2◦(b) hold andu 6∈M(0,1), thenM(0,1) has gaps.
5◦ If 1◦(b) and2◦(a)hold andu 6∈M(1,0), thenM(1,0) has gaps.
6◦ If u is minimal andu 6≡ 0, 6≡ 1, then either1◦(a)and2◦(b) hold andu ∈M(0,1), or

1◦(b) and2◦(a)hold andu ∈M(1,0).

The proof of Theorem 2.8 involves several steps. The first is to get the appropriate asymp-
totics foru.

Proposition 2.9. Letu be a solution of(PDE)satisfying the asymptotic minimality prop-
erty for {x ≥ x0} × T 1. Then2◦ of Theorem2.8holds.

Proof. For i ∈ N, setψi(x, y) = u(x + i, y). Letα ∈ (0,1). Since 0≤ u ≤ 1 andG is a
C2 function of its arguments, by standard estimates from elliptic regularity theory [4], the
functionsψi are bounded inC2,α(S0). Therefore asi → ∞, ψi → ψ in C2(S0) along a
subsequence, whereψ is a solution of (PDE). Moreover∫

S0

L(ψi) dx dy →

∫
S0

L(ψ) dx dy

asi → ∞ along the subsequence. If 06≡ ψ 6≡ 1, there is aβ > 0 such that∫
S0

L(ψ) dx dy ≥ β.
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Hence there is ani0 ∈ N, i0 ≥ x0, such that fori ≥ i0 andi in the subsequence, then∫
S0

L(ψi) dx dy ≥ β/2.

Since ∫
S0

L(ψi) dx dy ≥ 0

for all i ∈ N, if j̀ ≥ `i ≥ i0 and are in the subsequence,∫
j̀+1

`i

L(u) dx dy ≥
j̀ − `i

2
β. (2.10)

On the other hand, define

u∗(x) =


u(x), x ≤ `i,

(`i + 1 − x)u(x), `i ≤ x ≤ `i + 1,
0, `i + 1 ≤ x ≤ j̀ ,

(x − j̀ )u(x), j̀ ≤ x ≤ j̀ + 1,
u(x), j̀ + 1 ≤ x.

(2.11)

Then by (2.3) and (2.10),

j̀ − `i

2
β ≤

j̀∑
k=`i

∫
Sk

L(u) dx dy ≤

j̀∑
k=`i

∫
Sk

L(u∗) dx dy

=

∫
S`i

L(u∗) dx dy +

∫
S
j̀

L(u∗) dx dy. (2.12)

Settingθ(x, y) = xψ(x, y), we get, as̀j → ∞,∫
S
j̀

L(u∗) dx dy →

∫
S0

L(θ) dx dy.

Consequently, the right hand side of (2.12) is bounded asj̀ → ∞ while the left hand
side tends to∞, a contradiction. Thusψ ≡ 0 orψ ≡ 1. Since any subsequence ofψi has
a further subsequence converging inC2(S0) to 0 or 1, Proposition 2.9 follows. ut

Remark 2.13. 1◦ of Theorem 2.8 is proved by the same argument.

Corollary 2.14. Letu be as in Theorem2.8. ThenI (u) < ∞.

Proof. Sinceu ∈ C2(R × T 1,R), it suffices to show∑
i≥x0

∫
Si

L(u) dx dy < ∞. (2.15)
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Then similarly ∑
i<−x0

∫
Si

L(u) dx dy < ∞.

To verify (2.15), letu∗ be as in (2.11) with̀ i, j̀ replaced byi, j . By (2.12) fori ≥ i0,

j∑
k=i

∫
Sk

L(u) dx dy ≤

∫
Si

L(u∗) dx dy +

∫
Sj

L(u∗) dx dy. (2.16)

Letting j → ∞, by Proposition 2.9 and Remark 2.13,∫
Sj

L(u) dx dy → 0, j → ∞.

Hence
∞∑
i

∫
Sk

L(u) dx dy ≤

∫
Si

L(u∗) dx dy < ∞. ut

The next result extends the asymptotic minimality property to allowO to be unbounded.

Proposition 2.17. Suppose thatu satisfies the asymptotic minimality property with asso-
ciatedx0. Then ∫

[x0,∞)×T 1
(L(u)− L(u+ ϕ)) dx dy ≤ 0

for all ϕ ∈ W
1,2
0 ([x0,∞)× T 1,R).

Proof. If ∫
[x0,∞)×T 1

L(u+ ϕ) dx dy = ∞, (2.18)

the result is trivially true via Corollary 2.14. So suppose the integral in (2.18) is finite. If
Proposition 2.17 is false, there is aϕ as above andγ > 0 such that∫

[x0,∞)×T 1
(L(u)− L(u+ ϕ)) dx dy ≥ γ. (2.19)

Since ∫
[x0,∞)×T 1

L(u) dx dy,

∫
[x0,∞)×T 1

L(u+ ϕ) dx dy < ∞,

there is ann0 ∈ N, n0 ≥ x0, such that∫
[n0+1,∞)×T 1

L(u) dx dy,

∫
[n0+1,∞)×T 1

L(u+ ϕ) dx dy ≤
γ

4
. (2.20)

Hence ∫
[x0,n0+1]×T 1

(L(u)− L(u+ ϕ)) dx dy ≥
γ

2
. (2.21)
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By Proposition 2.9,‖u‖C2(Sn0)
or ‖1 − u‖C2(Sn0)

is small forn0 large. Likewiseϕ ∈

W
1,2
0 ([x0,∞)× T 1,R) implies‖ϕ‖W1,2(Sn0)

is small. Set

ψ(x) =

ϕ(x), x0 ≤ x ≤ n0,

(n0 + 1 − x)ϕ(x), n0 ≤ x ≤ n0 + 1,
0, n0 + 1 ≤ x.

Then the above observations show∣∣∣∣∫
Sn0

(L(u+ ϕ)− L(u+ ψ)) dx dy

∣∣∣∣ ≤
γ

4
(2.22)

for n0 sufficiently large. Consequently∫
[x0,n0+1]×T 1

(L(u)− L(u+ ϕ)) dx dy

=

∫
[x0,n0+1]×T 1

[(L(u)− L(u+ ψ))+ (L(u+ ψ)− L(u+ ϕ))] dx dy ≤
γ

4
(2.23)

via (2.5) and (2.22). But (2.23) is contrary to (2.21) and Proposition 2.17 is verified.ut

One final preliminary is needed to prove Theorem 2.8.

Proposition 2.24. Let u be as in1◦(a) and2◦(a) of Theorem2.8. Supposev ∈ M(0,1)
andv ≥ u for x ≥ −x0 whereu is asymptotically minimal in{x ≤ −x0}. Thenv > u on
R × T 1 and there is aδ > 0 such thatv ≥ u+ δ for x ≥ −x0.

Proof. We have max(u, v) ∈ 0(0,1). Therefore by (2.1),

I (max(u, v)) ≥ c(0,1) = I (v). (2.25)

Let A = {(x, y) ∈ R × T 1
| u(x, y) > v(x, y)}. If A 6= ∅, thenA ⊂ {x ≤ −x0} × T 1,

and by (2.25),

I (max(u, v))− I (v) =

∫
A

(L(u)− L(v)) dx dy ≥ 0. (2.26)

By Proposition 2.17 withϕ = v − u,∫
A

(L(v)− L(u)) dx dy ≥ 0. (2.27)

Combining (2.26)–(2.27) gives∫
A

L(u) dx dy =

∫
A

L(v) dx dy

and ∫
R×T 1

L(max(u, v)) dx dy = c(0,1). (2.28)
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Therefore max(u, v) ∈ M(0,1). By 5◦ of Theorem 2.2,M(0,1) is an ordered set. Thus
either (a) max(u, v) > v or (b) max(u, v) ≡ v. But (a) impliesu = max(u, v) > v

contrary tov ≥ u for x ≥ −x0. If (b) occurs,v = max(u, v) ≥ u soA = ∅. It follows
thatv ≥ u onR × T 1.

Suppose there is a point(x∗, y∗) ∈ R × T 1 such thatv(x∗, y∗) = u(x∗, y∗). Set
w = v − u. Since each ofv andu are solutions of (PDE),w satisfies the linear elliptic
partial differential equation

−1w +H(x, y)w = 0 (2.29)

where

H(x, y) =


Gu(x, y, v(x, y))−Gu(x, y, u(x, y))

v(x, y)− u(x, y)
if v(x, y) > u(x, y),

Guu(x, y, v(x, y)) if v(x, y) = u(x, y).

ThusH is continuous,w ≥ 0 andw(x∗, y∗) = 0. Consequently, the maximum principle
impliesw ≡ 0, i.e.u ≡ v. But asx → ∞, u(x, y) → 0 whilev(x, y) → 1. Thusv > u

onR × T 1.
Lastly, to prove the second assertion of Proposition 2.24, the different asymptotic

behaviors ofv andu imply there is aβ > 0 such thatv(x, y) > u(x, y)+ 1/2 for x ≥ β.
Sincev > u for −x0 ≤ x ≤ β, there is aδ > 0 such thatv ≥ u+ δ for x ≥ −x0. ut

Now we are ready for the

Proof of Theorem 2.8.1◦ and 2◦ of the theorem follow from Proposition 2.9 and Remark
2.13. To prove 3◦, set

3 = {v ∈M(0,1) | v ≥ u for x ≥ −x0}.

The difference in the asymptotic behavior ofu andv asx → ∞ shows3 6= ∅. Define

V (x, y) = inf
v∈3

v(x, y). (2.30)

We claim thatV ∈ 3. CertainlyV (x, y) ≥ u(x, y) for x ≥ −x0. Since anyv ∈

M(0,1) is a solution of (PDE) lying between 0 and 1, standard elliptic estimates [4] give
C

2,α
loc (R×T ,R) estimates forv which are independent ofv. Choose a sequence(vj ) ⊂ 3

such thatvj (−x0, y0) → V (−x0, y0) as j → ∞ for somey0 ∈ T 1. Passing to a
subsequence if necessary, it can be assumed thatvj converges inC2

loc(R × T 1,R) to
W ∈ C2(R × T 1,R). TheC2

loc convergence and 4◦ and 6◦ of Theorem 2.2 implyW is a
solution of (PDE) which is minimal and monotone. SinceW(−x0, y0) = V (−x0, y0) ≥

u(−x0, y0) > 0, the monotonicity ofW and 2◦ of Theorem 2.8 imply‖1 −W‖C2(Si )
→ 0

as i → ∞. By 1◦ of Theorem 2.8, either (a)‖W‖C2(S0)
→ 0 as i → −∞ or

(b) ‖1−W‖C2(Si )
→ 0 asi → −∞. If (b) holds, the monotonicity ofW impliesW ≡ 1.

ButW(−x0, y0) < 1 so (a) must hold. ThereforeW ∈ 0(0,1).
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For` ∈ N,∫
[−`,`]×T 1

L(W) dx dy = lim
j→∞

∫
[−`,`]×T 1

L(vj ) dx dy

≤ lim
j→∞

∫
R×T 1

L(vj ) dx dy = c(0,1). (2.31)

Letting ` → ∞ showsI (W) ≤ c(0,1). But W ∈ 0 so I (W) = c(0,1) andW ∈

M(0,1). TheC2
loc convergence of(vj ) also impliesW ∈ 3. ThusV ≤ W . If V (x∗, y∗) <

W(x∗, y∗) for some(x∗, y∗) ∈ R × T 1, there is av ∈ 3 such that

V (x∗, y∗) ≤ v(x∗, y∗) < W(x∗, y∗).

SinceM(0,1) is ordered,

V (−x0, y0) ≤ v(−x0, y0) < W(−x0, y0) = V (−x0, y0),

a contradiction. Consequently,V ≡ W ∈ 3. By Proposition 2.24, there is aδ > 0 such
thatV ≥ u+ δ for x ≥ −x0. Suppose thatM(0,1) does not possess a gap. Consider the
ordered connected set

C = {w ∈M(0,1) | V (x − 1, y) ≤ w(x, y) ≤ V (x, y)}.

There is anR > 0 such thatV (x − 1, y) ≥ u(x, y)+ δ for x ≥ R. Therefore anyw ∈ C
nearV satisfiesV ≥ w ≥ u +

1
2δ for x ≥ −x0. But this contradicts the definition ofV .

ThusM(0,1) must contain gaps.
Replacingv in Proposition 2.24 byw ∈ M(1,0) wherew ≥ u for x ≤ x0 yields a

variant of that result withw ≥ u + δ for x ≤ x0. This fact and the argument just given
showsM(1,0) also must contain gaps and 3◦ is proved.

Parts 4◦–5◦ of Theorem 2.8 are proved in the same way so only 4◦ will be treated
here. Thus supposeu 6∈ M(0,1) is a solution of (PDE) which satisfies 1◦(a) and 2◦(b)
and is asymptotically minimal in{x ≤ −x0} and{x ≥ x0}. Set

3∗
= {v ∈M(0,1) | v ≥ u for (x, y) ∈ [−x0, x0] × T 1

}.

Define
V ∗(x, y) = inf

v∈3∗
v(x, y).

As in the proof above of 3◦, V ∗
∈ M(0,1). By the argument associated with (2.29),

V ∗ > u for (x, y) ∈ (−x0, x0)×T
1. If M(0,1) has no gaps,V ∗ > u for [−x0, x0]×T 1 is

not possible as in the proof of 3◦. ThusV ∗(x∗, y∗) = u(x∗, y∗) for somex∗
∈ {−x0, x0}

andy∗
∈ T 1. Let

A+
= {(x, y) ∈ (x0,∞)× T 1

| u(x, y) > V ∗(x, y)},

A−
= {(x, y) ∈ (−∞,−x0)× T 1

| u(x, y) > V ∗(x, y)}.
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The argument of Proposition 2.24 showsA+
= ∅ = A−. ThereforeV ∗

≥ u with equal-
ity at (x∗, y∗). But the maximum principle argument of (2.29) again shows this is not
possible. HenceM(0,1) must contain gaps.

Lastly to prove 6◦ of Theorem 2.8, observe that by 1◦–2◦, there are four possibilities
for the asymptotic behavior ofu. If 1◦(a) and 2◦(a) occur, minimality impliesu ≡ 0.
Likewise if 1◦(b) and 2◦(b) hold, thenu ≡ 1. These cases are excluded by the hypotheses
of 6◦. Thus suppose that 1◦(a) and 2◦(b) occur. Thenu ∈ 0(0,1).

Now a comparison argument as in earlier results showsu ∈ M(0,1). Choose any
v ∈M(0,1) andk ∈ N. Define

Uk(x, y) =

{
v(x, y), |x| ≤ k,

u(x, y), |x| ≥ k + 1,

and interpolate linearly inx for the intermediate region. By the minimality ofu,

I (Uk)− I (u) =

∫ k+1

−k−1

∫ 1

0
(L(Uk)− L(u)) dx dy ≥ 0. (2.32)

But∫ k+1

−k−1

∫ 1

0
(L(Uk)− L(u)) dx dy

=

∫
−k

−k−1

∫ 1

0
(L(Uk)− L(u)) dx dy +

∫ k+1

k

∫ 1

0
(L(Uk)− L(u)) dx dy

+

∫ k

−k

∫ 1

0
(L(v)− L(u)) dx dy

=

∫
−k

−k−1

∫ 1

0
(L(Uk)− L(u)) dx dy +

∫ k+1

k

∫ 1

0
(L(Uk)− L(u)) dx dy

−

∫
−k

−∞

∫ 1

0
(L(v)− L(u))−

∫
∞

k

∫ 1

0
(L(v)− L(u)) dx dy + I (v)− I (u).

(2.33)

Lettingk → ∞ and combining (2.32)–(2.33) shows

c(0,1) = I (v) ≥ I (u). (2.34)

ThereforeI (u) = c(0,1) andu ∈M(0,1).
The remaining case of 6◦ is treated in the same way. ut

3. A second necessity result

In addition to the multi-transition solutions of (PDE) that are periodic iny, it was further
shown in [6]–[7] that there are solutions,U , that are heteroclinic from 0 to 1 inx and from
v tow in y wherev < w belong toM(0,1). This existence result assumes thatM(0,1)
contains gaps andv, w is an associated gap pair. Our main result in this section is that



On the necessity of gaps 365

this sufficient condition is also necessary. Some notation is needed before a theorem can
be formulated. Fori ∈ Z, letTi = R × [i, i + 1]. Forv,w ∈M(0,1) with v < w, define

0(v,w) = {u ∈ W
1,2
loc (R

2,R) | v ≤ u ≤ w, ‖u− v‖L2(Ti )
→ 0 asi → −∞,

‖u− w‖L2(Ti )
→ 0 asi → ∞}.

Thus0(v,w) contains candidates for the doubly heteroclinic solutions of (PDE) men-
tioned above. Such solutions cannot be obtained directly by minimizing

∫
R2 L(u) dx dy

over 0(v,w) since this functional will be infinite on all members of0(v,w). Conse-
quently, the functional has to be renormalized in some fashion to subtract this infinity
from it.

Forp ≤ q ∈ Z andu ∈ 0(v,w), set

Jp,q(u) =

q∑
i=p

(∫
Ti

L(u) dx dy − c(0,1)

)
and define

J (u) = lim
p→−∞

q→∞

Jp,q(u).

It was shown in [6]–[7] that ifJ (u) < ∞, then

J (u) = lim
p→−∞

q→∞

Jp,q(u)

and

‖u− v‖W1,2(Ti )
→ 0 asi → −∞, ‖u− w‖W1,2(Ti )

→ 0 asi → ∞.

Moreover

Theorem 3.1 ([6]–[7]). Suppose thatG satisfies(G1)–(G3) and v,w is a gap pair in
M(0,1). Set

c(v,w) = inf
u∈0(v,w)

J (u). (3.2)

Then

1◦ M(v,w) ≡ {u ∈ 0(v,w) | J (u) = c(v,w)} 6= ∅.

If U ∈M(v,w), then:

2◦ U is a classical solution of(PDE).
3◦

‖U − v‖C2(Ti )
→ 0 asi → −∞, and‖U − w‖C2(Ti )

→ 0 asi → ∞.
4◦ v(x, y) < U(x, y) < U(x + 1, y) < w(x, y),

v(x, y) < U(x, y) < U(x, y + 1) < w(x, y).
5◦ M(v,w) is an ordered set.
6◦ U is minimal in the sense of(v) of Remark2.4.
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Now the main theorem of this section can be stated:

Theorem 3.3. LetG satisfy(G1)–(G2). For v < w ∈ M(0,1), suppose there is aU ∈

0(v,w) such that

J (U) = inf
u∈0(v,w)

J (u). (3.4)

Thenv,w is a gap pair.

Remark 3.5. Once we knowv < w is a gap pair, Theorem 3.1 applies soU is a minimal
solution of (PDE) which is monotone iny in the sense of 4◦.

Proof of Theorem 3.3.Suppose thatv,w is not a gap pair inM(0,1). Then there is a
ϕ ∈M(0,1) with v < ϕ < w. We claim this implies

(A) min(U, ϕ) ∈ 0(v, ϕ) and max(U, ϕ) ∈ 0(ϕ,w),
(B) J (min(U, ϕ)) = c(v, ϕ), J (max(U, ϕ)) = c(ϕ,w),
(C) min(U, ϕ) and max(U, ϕ) are solutions of (PDE) inR2.

Assume (A)–(C) for now. Then since

‖U − w‖L2(Ti )
→ 0 asi → ∞,

for x ∈ [0,1] andy � 1, min(U, ϕ)(x, y) = ϕ(x, y). Butϕ and min(U, ϕ) are solutions
of (PDE) inR2 with ϕ ≥ min(U, ϕ) with equality forx ∈ [0,1] andy � 1. Therefore by
the maximum principle argument centered at (2.29),ϕ ≡ min(U, ϕ) soU ≥ ϕ. On the
other hand,

‖U − v‖L2(Ti )
→ 0 asi → −∞ (3.6)

so for x ∈ [0,1] and y � −1 we have min(U, ϕ)(x, y) = U(x, y) < ϕ(x, y) ≡

min(U, ϕ)(x, y), a contradiction. Thus such aϕ cannot exist andv,w is a gap pair.
It remains to prove (A)–(C). ut

Proof of (A). It will be shown that min(U, ϕ) ∈ 0(v, ϕ). That max(U, ϕ) ∈ 0(ϕ,w)

follows similarly. Certainlyv ≤ min(U, ϕ) ≤ ϕ and min(U, ϕ) ∈ W
1,2
loc (R

2,R) so all that
need be proved is min(V , ϕ) has the desired asymptotic behavior:

‖v − min(U, ϕ)‖L2(T0)
→ 0, i → −∞, (3.7)

‖ϕ − min(U, ϕ)‖L2(Ti )
→ 0, i → ∞. (3.8)

To verify (3.7), note that

‖v − min(U, ϕ)‖L∞(R2,R) ≤ 1.

Therefore ∫
Ti

|v − min(U, ϕ)|2 dx dy ≤

∫
Ti

(min(U, ϕ)− v) dx dy. (3.9)
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Now for anyp ∈ N,∫
Ti

(min(U, ϕ)− v) dx dy =

∫
[−∞,−p]×[i,i+1]

+

∫
[−p,p]×[i,i+1]

+

∫
[p,∞]×[i,i+1]

≡ I1 + I2 + I3 (3.10)

with I1, I2, I3 ≥ 0. If we writeI2 as

I2 =

∫
[−p,p]×[0,1]

(min(U(x, y + i), ϕ(x, y))− v(x, y)) dx dy, (3.11)

then (3.6) and the Dominated Convergence Theorem implyI2 → 0 asi → −∞. To
analyzeI1 andI3, let j ∈ N and note thatv(x + j, y) → 1 asj → ∞ uniformly for
y ∈ T 1. Therefore forj sufficiently large,v(j,0) > ϕ(1,0). Sincev(· + j, ·) ∈M(0,1)
andM(0,1) is an ordered set,

v(x, y) < ϕ(x, y) < v(x + j, y).

Thus

I3 ≤

∫
[p,∞)×[0,1]

(v(x + j, y)− v(x, y)) dx dy

= lim
q→∞

∫
[p,q]×[0,1]

(v(x + j, y)− v(x, y)) dx dy

= lim
q→∞

[∫
[q−j,q]×[0,1]

v(x + j, y) dx dy −

∫
[p,p+j ]×[0,1]

v(x, y) dx dy

]
= j −

∫
[p,p+j ]×[0,1]

v(x, y) dx dy. (3.12)

Let ε > 0. Sincev(x, y) → 1 asx → ∞ uniformly in y ∈ [0,1], p can be chosen so
large that the right hand side above is≤ ε. Similarly I1 ≤ ε. Thus

lim
i→∞

∫
Ti

|v − min(U, ϕ)|2 dx dy ≤ 2ε.

Sinceε is arbitrary, (3.7) and likewise (3.8) follows. ut

Proof of (B). First observe that

Jp,q(min(U, ϕ))+ Jp,q(max(U, ϕ))

=

q∑
i=p

[∫
Ti

(L(min(U, ϕ))+ L(max(U, ϕ))) dx dy − 2c(0,1)

]
. (3.13)
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Since∫
Ti

(L(min(U, ϕ))+ L(max(U, ϕ))) dx dy

=

∫
Ti

(L(U)+ L(ϕ)) dx dy =

∫
Ti

L(U) dx dy + c(0,1), (3.14)

substituting (3.14) in (3.13) and lettingp → −∞, q → ∞ yields

J (min(U, ϕ))+ J (max(U, ϕ)) = J (U). (3.15)

By (A), min(U, ϕ) ∈ 0(v, ϕ) and max(U, ϕ) ∈ 0(ϕ,w). Therefore (3.15) implies

c(v, ϕ)+ c(ϕ,w) ≤ J (U) = c(v,w). (3.16)

If there is equality in (3.16), then (3.15) showsJ (min(U, ϕ))=c(v, ϕ) andJ (max(U, ϕ))
= c(ϕ,w), i.e. (B) holds. To verify equality in (3.16), arguing indirectly, suppose

ε ≡ c(v,w)− c(v, ϕ)− c(ϕ,w) > 0.

Choosef ∈ 0(v, ϕ) andg ∈ 0(ϕ,w) such that

J (f ) < c(v, ϕ)+ ε/3, J (g) < c(ϕ,w)+ ε/3. (3.17)

Sinceu ∈ 0(ψ, χ) impliesu(·, · + j) ∈ 0(ψ, χ) for anyj ∈ Z, it can be assumed
that

J−∞,0(f ) < c(v, ϕ)+ ε/3, J1,∞(g) < c(ϕ,w)+ ε/3 (3.18)

and {
‖f − ϕ‖W1,2(Ti )

≤ σ, i ≥ 0,

‖g − ϕ‖W1,2(Ti )
≤ σ, i ≤ 1,

(3.19)

whereσ is free for the moment. Define

h(x, y) =

f (x, y), y ≤ 0,
yg(x, y)+ (1 − y)f (x, y), 0 ≤ y ≤ 1,
g(x, y), y ≥ 1,

(3.20)

soh ∈ 0(v,w). Then forσ sufficiently small,∣∣∣∣∫
T0

L(h) dx dy − c(0,1)

∣∣∣∣ < ε

3
(3.21)

via (3.19). Hence by (3.18)–(3.21),

J (h) < c(v, ϕ)+ c(ϕ,w)+ ε = c(v,w). (3.22)

But h ∈ 0(v,w) implies
J (h) ≥ c(v,w). (3.23)

Thus (3.22)–(3.23) showε > 0 is impossible and (B) has been established. ut

Proof of (C). It suffices to prove the more general result:
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Proposition 3.24. Letf < g with f, g ∈M(0,1). Suppose there is au ∈M(f, g) such
that

J (u) = c(f, g) = inf
0(v,w)

J.

Thenu is a solution of(PDE) in R2.

Proof. It suffices to show that there is anr > 0 such that for any(x∗, y∗) ∈ R2,

J (u) ≤ J (u+ tζ ) (3.25)

for all ζ ∈ C1(R2,R)with support inBr(x∗, y∗) (the open ball of radiusr about(x∗, y∗))
and for allt ∈ [0, t0(ζ )] wheret0(ϕ) > 0. Indeed, if this is the case, supposeBr(x∗, y∗) ⊂

R × [p, q + 1]. Then by (3.25),

Jp,q(u) ≤ Jp,q(u+ tζ ), (3.26)

which in turn implies∫
Br (x∗,y∗)

L(u) dx dy ≤

∫
Br (x∗,y∗)

L(u+ tζ ) dx dy. (3.27)

Now (3.27) and standard elliptic regularity arguments implyu ∈ C2(Br(x
∗, y∗)) and

satisfies (PDE) inBr(x∗, y∗).
To verify (3.25), leta = max(u+ tζ, g) andb = min(u+ tζ, g). Set

0(g) = {ψ ∈ W
1,2
loc (R

2,R) | f − 1 ≤ ψ ≤ g + 1 and‖ψ − g‖L2(Ti )
→ 0 as|i| → ∞}.

Then, as was shown in [7],J (ψ) ≥ 0. Sincea ∈ 0(g) (via the argument of (A)),

J (b) ≤ J (a)+ J (b) = J (u+ tζ ), (3.28)

the latter equality following as in (3.15). Set8 = max(b, f ) and9 = min(b, f ). Then
as above8 ∈ 0(f, g) and9 ∈ 0(f ) where

0(f ) = {ψ ∈ W
1,2
loc (R

2,R) | f − 1 ≤ ψ ≤ g + 1 and‖ψ − f ‖L2(Ti )
→ 0 as|i| → ∞}.

Again via [7],J (9) ≥ 0 so

J (8) ≤ J (8)+ J (9) = J (b). (3.29)

Hence by (3.28)–(3.29),

c(f, g) = J (u) ≤ J (8) ≤ J (u+ tϕ). (3.30)

Thus Proposition 3.24, (C), and Theorem 3.3 are proved. ut

Remark 3.31. Just as for Theorem 2.2, Theorem 3.1 leads to an analogue of Theorem
2.8 obtained by variationally gluing, e.g., numbers ofM(v,w) andM(w, v). This con-
struction succeeds when there are gaps inM(v,w) andM(w, v). See [7]. Our earlier
arguments can be used again to show that such gap conditions are necessary.
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It is natural to ask whether there is a version of Theorem 2.8 in the current setting. As
was shown in [3], there are minimal solutions of (PDE) that are (a) heteroclinic from 0 to
1 in any directionθ in thex, y plane with tanθ ∈ Q and (b) periodic in the orthogonal
direction. Thus a complete classification of solutions here based on asymptotic minimality
or even minimality will be complicated. However, there is an interesting special case that
is in part an application of Theorem 3.3. It will be studied next.

SupposeG satisfies (G1)–(G3) andu ∈ C2(R2, [0,1]) is a solution of (PDE) which
is minimal and for all(x, y) ∈ R2,

u(x + 1, y) ≥ u(x, y) (3.32)

u(x, y + 1) ≥ u(x, y). (3.33)

Fork ∈ Z, set

uk(x, y) = u(x, y + k). (3.34)

Then by (3.33),

0 ≤ uk ≤ uk+1 ≤ 1. (3.35)

As in Proposition 2.9, the functions(uk)k∈Z are bounded inC2,α
loc (R × [0,1], [0,1]).

Hence there are functionsv,w ∈ C2,α(R × T 1, [0,1]) such thatuk → v in C2
loc as

k → −∞ anduk → w in C2
loc ask → ∞. Moreoverv andw are minimal solutions of

(PDE). By (3.32),ϕ(x + 1, y) ≥ ϕ(x, y) for ϕ ∈ {v,w}. Thus by 6◦ of Theorem 2.8,
ϕ ≡ 0, ϕ ≡ 1, orϕ ∈ M(0,1). If for some(x0, y0), v(x0, y0) = w(x0, y0) 6= 0,1, then
v ≡ w via the ordering properties ofM(0,1). Consequently, we have the following five
possibilities foru:

(A) v ≡ w ≡ u ∈ {0,1,M(0,1)};
(B) v ≡ 0,w ≡ 1 and 0< u < 1;
(C) v ≡ 0 andw ∈M(0,1);
(D) v ∈M(0,1) andw ≡ 1;
(E) v,w ∈M(0,1) andv < w.

In case (B), fork ∈ Z, setUk(x, y) = u(x + k, y). Then as aboveUk → V,W as
k → −∞,∞ andV ≤ W . Thus reversing the roles ofx andy puts us either in case
(A) whenV = W at some point, or case (E) whenV < W . Cases (C) and (D) are also
essentially the same with 0 and 1 interchanged. Thus, there are really only two different
cases to analyze. We begin with case (E) which involves modifying arguments from [8].

Theorem 3.36. LetG satisfy(G1)–(G3). Supposeu ∈ C2(R2, [0,1]) is a minimal solu-
tion of (PDE)with the asymptotics of case(E). Thenv,w is a gap pair and

u ∈M(v,w) = {U ∈ 0(v,w) | J (U) = c(v,w)}.

Proof. It suffices to prove (i)u ∈ 0(v,w) and (ii) J (u) = c(v,w). Thenu ∈ M(v,w)

and by Theorem 3.3,v,w is a gap pair.
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Proof of (i). It will be shown that withuk as in (3.34),∫
T0

(uk − v)2 dx dy → 0 ask → −∞. (3.37)

The remaining asymptotic condition follows similarly. To verify (3.37), letp ∈ N. Then∫
T0

(uk − v)2 dx dy =

∫
(−∞,−p]×[0,1]

+

∫
[−p,p]×[0,1]

+

∫
[p,∞)×[0,1]

≡ I1 + I2 + I3.

Sinceuk → v in C2
loc(R × [0,1], [0,1]) ask → −∞, I2 → 0. Noting that for some

j ∈ N,

I3 ≤

∫
[p,∞)×[0,1]

(w − v)2 dx dy ≤

∫
[p,∞)×[0,1]

|v(x + j, y)− v(x, y)|2 dx dy,

theI1 andI3 terms can be bounded as in (3.12) and (i) follows. ut

Proof of (ii). Sinceu ∈ 0(v,w),

J (u) ≥ c(v,w). (3.38)

Thus we must show inequality in (3.38) is not possible. This involves comparison argu-
ments for which a strengthening of (3.37) is needed. We claim

‖u− v‖W1,2(Ti )
, ‖u− w‖W1,2(Ti )

→ 0 asi → −∞. (3.39)

To verify (3.39) forv, note thatu andv are solutions of (PDE). ThereforeU = v − u

satisfies (2.29):
−1U +H(x, y)U = 0 (3.40)

where‖H‖L∞(R2) ≤ ‖Guu‖L∞(R2×[0,1]). Let η be a cut-off function withη = 1 on⋃1
j=−1 Ti+j , η = 0 outside of

⋃2
j=−2 Ti+j , and|∇η| ≤ 3. Multiplying (3.40) byη2U

and integrating by parts yields

0 =

∫
⋃2
j=−2 Ti+j

(η2
|∇U |

2
+ 2ηU∇η · ∇U +Hη2U2) dx dy. (3.41)

Hence by simple estimates,

1

2

∫
⋃1
j=−1 Ti+j

|∇U |
2 dx ≤

1

2

∫
⋃2
j=−2 Ti+j

η2
|∇U |

2 dx dy

≤ (18+ ‖H‖L∞)

∫
⋃2
j=−2 Ti+j

U2 dx dy (3.42)

ut
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By (3.37), the right hand side of (3.42) tends to 0 asi → −∞. Hence (3.42) yields (3.39)
for v and similarly forw.

Now suppose
J (u) > c(v,w). (3.43)

Then there is aU ∈ 0(v,w) and aσ > 0 such that

c(v,w) ≤ J (U) < J(U)+ σ < J(u). (3.44)

Let ε > 0. By (3.39) and the fact thatJ (U) < ∞, there is ap = p(ε) ∈ N such that if
ϕ ∈ {u,U}, {

‖ϕ − v‖W1,2(Ti )
≤ ε, i ≤ −p,

‖ϕ − w‖W1,2(Ti )
≤ ε, i ≥ p.

(3.45)

For i ∈ Z andy ∈ [i, i + 1], set

gi = (i − y)U + (y + 1 − i)u, hi = (i − y)u+ (y + 1 − i)U.

Then forε sufficiently small andϕ ∈ {u,U, gi, hi}, for |i| ≥ p(ε),

|Ji(ϕ)| ≤ σ/6 where Ji(ϕ) =

∫
Ti

L(ϕ) dx dy − c(0,1). (3.46)

Next letq ∈ N, q > 1. Forq large enough,

J−q,q−1(U) ≤ J (U)+ σ/6. (3.47)

Set

8 =


u, |y| ≥ q,

g−q , −q ≤ y ≤ −q + 1,

U, −q + 1 ≤ y ≤ q − 1,

hq , q − 1 ≤ y ≤ q,

and consider∫
R×[−q,q]

(L(u)− L(U)) dx dy

=

∫
R×[−q+1,q+1]

(L(u)− L(8)) dx dy + J−q(8)− J−q(U)+ Jq(8)− Jq(U)

(3.48)

Sinceu is minimal, the first term on the right in (3.48) is≤ 0 so by (3.46) the right hand
side of (3.48) is≤ 2

3σ . For the left hand side of (3.48) we have

∫
R×[−q,q]

(L(u)− L(U)) dx dy =

q−1∑
i=−q

∫
Ti

(L(u)− L(U)) dx dy

= J−q,q−1(u)− J−q,q−1(U) ≥ J−q,q−1(u)− J (U)− σ/6 (3.49)
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by (3.47). Now ifJ (u) = ∞, by (3.49), the left hand side of (3.48) tends to∞ asq → ∞

while if J (u) < ∞, by (3.44), for largew the left hand side exceeds2
3σ . In either event

we have a contradiction. Thus (ii) and Theorem 3.36 are proved. ut

We conclude this section with some remarks about cases (C) and (D) which are roughly
equivalent. We do not know if (C) or (D) can occur. However, supposeu further satisfies,
for each(k1, k2) ∈ Z2 and for all(x, y) ∈ R2, either (α) u(x + k1, y + k2) ≡ u(x, y),
(β) u(x + k1, y + k2) > u(x, y) or (γ ) u(x + k1, y + k2) < u(x, y). This property is
what Moser in [5] calls the “without self-intersection” property. Then (C) and (D) are
impossible unless we are in case (A). E.g. to exclude (D), takek2 = 1 = −k1 andp ∈ N.
If (α) occurs, then by (3.32), fork ∈ N,

u(x, y) = u(x − k, y + k) ≥ u(x − k − p, y + k). (3.50)

As p → ∞, u(x − k − p, y + k) → V (x − k, y + k) = V (x, y + k) whereV lies in the
analogue ofM(0,1) with the roles ofx andy reversed. Thus

u(x, y) ≥ V (x, y + k) (3.51)

and lettingk → ∞ yieldsu(x, y) ≥ 1 sou ≡ 1. But then we are in case (A).
If (β) occurs fork2 = 1 = −k1, then

u(x, y) > u(x + k, y − k) ≥ u(x + k − p, y + k). (3.52)

Hence lettingp → ∞ givesu(x, y) ≥ v(x + k, y), and lettingk → ∞ shows that
u(x, y) ≥ 1 sou ≡ 1 as for (α). A similar argument applies for (γ ).
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