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Abstract. We prove an Ambrosetti–Prodi type result for the periodic solutions of the equation
(|u′

|
p−2u′))′ + f (u)u′

+ g(x, u) = t, whenf is arbitrary andg(x, u) → +∞ or g(x, u) → −∞

when|u| → ∞. The proof uses upper and lower solutions and the Leray–Schauder degree.
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1. Introduction

Let � ⊂ RN be open, bounded and smooth, and let us denote byλ1 < λ2 ≤ λ3 ≤ · · · the
eigenvalues of−1 with Dirichlet boundary conditions on∂�, and byφ > 0 the principal
eigenfunction. Consider the semilinear Dirichlet problem

1u + f (u) = v(x) in �, u = 0 on∂�, (1)

where v ∈ C0,α(�) and f ∈ C2(R). The following seminal result was proved by
Ambrosetti–Prodi in 1972 [2].

Theorem 1. Assume thatf satisfies the following conditions:

f ′′(s) > 0 for all s ∈ R (2)

and

0 < lim
s→−∞

f (s)

s
< λ1 < lim

s→+∞

f (s)

s
< λ2. (3)

Then there exists a closed connected manifoldA1 ⊂ C0,α(�) of codimension1 such that
C0,α(�) \ A1 = A0 ∪ A2 and(1) has exactly zero, one or two solutions according asv is
in A0, A1 or A2.
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The proof of Theorem 1 is based upon an extension of Caccioppoli’s mapping theorem to
some singular case. Conditions (3) mean thatthe nonlinearityf crosses the first eigen-
valueλ1 of −1 whens goes from−∞ to +∞.

It is convenient to write (1) in an equivalent way. Let

Lu := 1u + λ1u, g(u) := f (u) − λ1u,

v(x) = tφ(x) + h(x) with
∫

�

h(x)φ(x) dx = 0,

so that problem (1) is equivalent to

Lu + g(u) = tφ(x) + h(x) in �, u = 0 on∂�, (4)

condition (2) is equivalent to

g′′(s) > 0 for all s ∈ R, (5)

and condition (3) is equivalent to

− λ1 < lim
s→−∞

g(s)

s
< 0 < lim

s→+∞

g(s)

s
< λ2 − λ1. (6)

A cartesian representation ofA1 was given by Berger–Podolak in 1975 [4].

Theorem 2. If conditions(5) and (6) hold, then there existst1 such that(4) has exactly
zero, one or two solutions according ast < t1, t = t1 or t > t1.

The proof of Theorem 2 is based upon a global Lyapunov–Schmidt reduction. The same
year, using upper and lower solutions, Kazdan–Warner [9] weakened the assumptions
(and the conclusions) of Berger–Podolak.

Theorem 3. If

− ∞ ≤ lim sup
s→−∞

g(s)

s
< 0 < lim inf

s→+∞

g(s)

s
≤ +∞, (7)

then there existst1 such that(4) has zero or at least one solution according ast < t1 or
t > t1.

The multiplicity conclusion of Ambrosetti–Prodi (without exactness) was obtained inde-
pendently by Dancer in 1978 [6] and Amann–Hess in 1979 [1] under the Kazdan–Warner
condition (7), wheng satisfies a suitable growth condition at+∞. We state the more
general result of Dancer.

Theorem 4. If condition(7) holds and

lim
s→+∞

g(s)

sσ
= 0, σ =

N + 1

N − 1
, (8)

then there existst1 such that(4) has zero, at least one or at least two solutions according
ast < t1, t = t1 or t > t1.

The proof of Theorem 4 is a combination of the method of upper and lower solutions and
of degree theory.
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Condition (7) implies that

lim
|u|→∞

g(u) = +∞. (9)

Can we replace (7) by (9) in the Ambrosetti–Prodi problem?
In 1986, a positive answer was given in [7] for a second ordinary differential equation

with periodic boundary conditions. We describe the result in the special case

u′′
+ cu′

+ g(u) = t + h(x), u(0) − u(T ) = u′(0) − u′(T ) = 0, (10)

wherec ∈ R andg : R → R, h : [0, T ] → R are continuous and
∫ T

0 h(x) dx = 0. Notice
that 0 is the principal eigenvalue of−d2/dx2

− cd/dx with the T -periodic boundary
conditions.

Theorem 5. If condition (9) holds, then there existst1 such that(10) has zero, at least
one or at least two solutions according ast < t1, t = t1 or t > t1.

The nonlinearities

g(u) = |u|
1/2, g(u) = log(1 + |u|)

satisfy condition (9) but are such that

lim
u→−∞

g(u)

u
= lim

u→+∞

g(u)

u
= 0.

There is no crossing of the zero eigenvalue!
A similar conclusion holds for the Neumann problem

1u + g(u) = t + h(x) in �,
∂u

∂ν
= 0 on∂�, (11)

with g : R → R andh : � → R Hölder continuous, and
∫
�

h(x) dx = 0, as shown in
1987 in [11], with the following result.

Theorem 6. Assume that condition(9) holds and

lim
u→+∞

g(u)

uσ
= 0, σ =

N

N − 2
whenN ≥ 3. (12)

Then there existst1 such that(11)has zero, at least one or at least two solutions according
ast < t1, t = t1 or t > t1.

A natural question was to know if condition (9) could also replace condition (6) in the
Dirichlet problem. In the case of dimensionN = 1,

u′′
+ u + g(u) = t (2/π)1/2 sinx + h(x), u(0) = u(π) = 0, (13)

with g : R → R and h : [0, π ] → R, continuous, and
∫ π

0 h(x) sinx dx = 0, the
following result was proved in 1987 in [5].
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Theorem 7. If condition (9) holds, then there existst1 ≤ t2 such that(13) has zero,
at least one or at least two solutions according ast < t1, t ∈ [t1, t2] or t > t2. If
u 7→ Mu + g(u) is nondecreasing in a neighborhood of0 for someM, thent1 = t2.

The problems of knowing ift1 = t2 without an extra condition upong (even ifN = 1)
and of extending Theorem 7 to higher dimensions are still open. A partial answer to the
second question for the Dirichlet problem can be found in a 1987 paper of Kannan–Ortega
[8], for sufficiently smoothg andh.

Theorem 8. If

|g(u)| ≤ γ |u|
σ

+ β, σ <
N + 1

N − 1
whenN > 2, (14)

lim
s→−∞

[λ1s + g(s)] = +∞, lim
s→+∞

g(s) = +∞, (15)

then there existst1 such that(4) has zero, at least one or at least two solutions according
ast < t1, t = t1 or t > t1.

The stability ofT -periodic solutions obtained in [7] was considered by Ortega in 1989
[14, 15].

Theorem 9. Assume thatc > 0, g ∈ C1(R) is strictly convex and satisfies condition(9),
and

0 < g′(+∞) ≤

(
π

T

)2

+
c2

4
. (16)

Then, for eacht > t1, one solution of(10) is asymptotically stable and the other unstable.

The proof is based upon the use of Poincaré’s operator and Brouwer degree.
The delicate case of almost periodic solutions of (10) was studied by Ortega–Tarallo

in 2003 [16].

Theorem 10. Assume thath ∈ C(R, R) is almost periodic,g ∈ C1(R) is strictly convex
and satisfies

− ∞ ≤ g′(−∞) < 0 < g′(+∞) ≤
c2

4
. (17)

Then there existst1 such that(10) has zero, at most one or exactly two almost periodic
solutions according ast < t1, t = t1 or t > t1.

The proof uses separation conditions, Opial’s method of ordered upper and lower solu-
tions and a special case of a result on nonordered upper and lower solutions given in [13].

Let p > 1,

φ : R → R, s 7→ |s|p−1s,

f : R → R be continuous,g : R × R → R beT -periodic inx for someT > 0 and
continuous, and lett ∈ R. In this paper, we are interested in studying the ‘p-Laplacified’
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Ambrosetti–Prodi problem for theT -periodic solutions of the equation

(φ(u′))′ + f (u)u′
+ g(x, u) = t, (18)

in terms of the value of the forcing termt. A T -periodic solutionof (18) is a periodic
functionu ∈ C1(R) of periodT such thatφ ◦ u′

∈ C1(R) and which satisfies (18). Using
an approach similar to that of [7], but with substantial technical differences due to the
presence of thep-Laplacian, we prove here the following result.

Theorem 11. If

lim
|s|→∞

g(x, s) = +∞ uniformly inx ∈ R, (19)

then there existst1 such that(18)has zero, at least one or at least twoT -periodic solutions
according ast < t1, t = t1 or t > t1.

This theorem is a consequence of Lemmas 4, 6 and 7. Let us mention that, very recently,
Arcoya and Ruiz [3] have extended the conditions of Amann–Hess for the Ambrosetti–
Prodi problem to perturbations of thep-Laplacian in� ⊂ RN with Dirichlet conditions,
whenp ≥ 2. It is interesting to notice that, in the case where 1< p < 2, their conclusion
is similar to the one in [5].

We use the following notations. Fork ≥ 0 integer, let

Ck
T = {u : R → R : u is of classCk andT -periodic}.

If v ∈ C0
T , andp ≥ 1, we set

v :=
1

T

∫ T

0
v(x) dx, ṽ = v − v,

‖v‖∞ = max
R

|v|, ‖v‖p =

(
1

T

∫ T

0
|v(x)|p dx

)1/p

.

If � ⊂ X is an open bounded set of a normed spaceX and ifS : � ⊂ X → X is compact
and such that 06∈ (I − S)(∂�), theLeray–Schauder degreeof I − S with respect to�
and 0 is denoted bydLS[I − S, �, 0].

2. Periodic upper and lower solutions and degree

We need the following results on the method of upper and lower solutions.

Definition 1. A T -periodic lower solutionα (resp.T -periodic upper solutionβ) of (18)
is aC1 T -periodic function such thatφ ◦ α′

∈ C1(R) (resp.φ ◦ β ′
∈ C1(R)) and

(φ(α′(x)))′ + f (α(x))α′(x) + g(x, α(x)) ≥ t (20)

(resp.

(φ(β ′(x)))′ + f (β(x))β ′(x) + g(x, β(x)) ≥ t) (21)

for all x ∈ R. A lower (resp. upper) solution isstrict if the strict inequality holds in(20)
(resp.(21)).
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If the T -periodic lower solutionα and theT -periodic upper solutionβ of (18) are such
thatα(x) ≤ β(x) for all x ∈ R, let us define the bounded continuous mapr : R×R → R
by

r(x, u) =


α(x) if u < α(x),

u if α(x) ≤ u ≤ β(x),

β(x) if u > β(x),

and consider the modified equation

(φ(u′))′ − [φ(u) − φ[r(x, u)]] + f [r(x, u)]u′
+ g[x, r(x, u)] = t. (22)

The following result is classical. We give its simple proof for completeness.

Lemma 1. Each possibleT -periodic solutionu of (22) is such that

α(x) ≤ u(x) ≤ β(x) (x ∈ R).

Proof. We prove the first inequality, the other case being similar. If the conclusion does
not hold,u − α reaches a negative minimum, say atξ, so that

u(ξ) < α(ξ), u′(ξ) = α′(ξ). (23)

Hence,r(ξ, u(ξ)) = α(ξ), and, by (1),

(φ(u′(ξ)))′ − [φ(u(ξ)) − φ(α(ξ))] + f (α(ξ))α′(ξ) + g(ξ, α(ξ))

= t < (φ(α′(ξ)))′ + f (α(ξ))α′(ξ) + g(ξ, α(ξ)),

so that

(φ(u′(ξ)))′ − (φ(α′(ξ)))′ < φ(u(ξ)) − φ(α(ξ)) < 0.

By continuity, there existsε > 0 such that

(φ(u′(x)))′ − (φ(α′(x)))′ < 0 whenever x ∈ [ξ − ε, ξ + ε],

andφ ◦ u′
− φ ◦ α is decreasing on [ξ − ε, ξ + ε], and vanishes atξ. This easily implies

that(u − α)′ < 0 on ]ξ, ξ + ε] and(u − α)′ > 0 on [ξ − ε, ξ [, a contradiction withu − α

reaching a minimum. ut

Remark 1. If α and β are respectivelyT -periodic lower and upper solutions of (18)
such thatα(x) < β(x) for all x ∈ R, a similar proof shows that each possibleT -periodic
solution of (22) is such that

α(x) < β(x) (x ∈ R). (24)

The following result will be useful in proving the existence of aT -periodic solution
of the modified equation.
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Lemma 2. Given t∗ ∈ R, there existR, R′ > 0 such that, for eachλ ∈ [0, 1], eacht

with |t | ≤ t∗ and each possibleT -periodic solution of

(φ(u′))′ − [φ(u) − λφ[r(x, u)]] + λf [r(x, u)]u′
+ λg[x, r(x, u)] = λt (25)

one has

‖u‖∞ < R, ‖u′
‖∞ < R′. (26)

Proof. Let λ ∈ [0, 1] andu be a possibleT -periodic solution of (25). If we multiply
both members of (25) byu, integrate over [0, T ] and use integration by parts and the
T -periodicity, we get

− ‖u′
‖
p
p − ‖u‖

p
p −

λ

T

∫ T

0
u(x)φ(r(x, u(x)) dx

+
λ

T

∫ T

0
u(x)f (r(x, u(x))u′(x) dx +

λ

T

∫ T

0
u(x)g(x, r(x, u(x)) dx

=
λ

T

∫ T

0
u(x)t dx.

Hence, for some constantsM, M ′ we have, using the Ḧolder inequality,

‖u′
‖
p
p + ‖u‖

p
p ≤ M‖u‖p‖u′

‖p + M ′
‖u‖p + |t∗| ‖u‖p.

This easily implies the existence ofS = S(t∗) andS′
= S′(t∗) such that

‖u‖p + ‖u′
‖p < S, ‖u‖∞ < S′. (27)

Now, there existsξ such thatu′(ξ) = 0, so that, integrating (25) betweenξ andx we
obtain

φ(u′(x)) +

∫ x

ξ

[φ(u(s)) − φ(r(s, u(s)) + λf (r(s, u(s))u′(s) + λg(s, r(s, u(s))] ds

=

∫ x

ξ

t ds.

Hence, using (27) we get|u′(x)|p−1 < S′′ for all x ∈ [0, T ] and someS′′
= S′′(t∗). ut

Lemma 3. For eachh ∈ CT there exists a uniqueT -periodic solutionu of

(φ(u′))′ − φ(u) = h(x). (28)

Furthermore, the mapping

H : CT → C1
T , h 7→ u, (29)

is completely continuous.
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Proof. The existence of at least oneT -periodic solution for (28) follows from Corollary
4.1 in [10] and the fact that -1 is not an eigenvalue of thep-Laplacian with periodic
boundary conditions, or from Remark 2.1 in [12]. For the uniqueness, ifu and v are
T -periodic and such that

(φ(u′))′ − φ(u) = h(x), (φ(v′))′ − φ(v) = h(x),

then

(φ(u′) − φ(v′))′ − [φ(u) − φ(v)] = 0. (30)

Now, it is easily checked that, for allr, s ∈ R, one has

[φ(r) − φ(s)](r − s) ≥ (|r|p−1
− |s|p−1)(|r| − |s|)

and hence, integrating (30), we obtain

0 ≥

∫ T

0
(|u′

|
p−1

− |v′
|
p−1)(|u′

| − |v′
|) +

∫ T

0
(|u|

p−1
− |v|

p−1)(|u| − |v|) ≥ 0.

Consequently, for allx ∈ R,

|u′(x)| = |v′(x)|, |u(x)| = |v(x)|. (31)

Hence (30) can be written as

(|u′
|
p−2(u′

− v′))′ − |u|
p−2(u − v) = 0,

which gives, by integration after multiplication byu − v,∫ T

0
[|u′

|
p−2(u′

− v′)2
+ |u|

p−2(u − v)2] = 0,

and hence, together with (31), implies thatu = v. Now it follows from an argument
analogous to the one used in the proof of Lemma 2 that

−‖u′
‖
p
p − ‖u‖

p
p =

1

T

∫ T

0
u(x)h(x) dx,

so that by the Ḧolder inequality,

‖u′
‖
p
p + ‖u‖

p
p ≤ ‖h‖∞[‖u′

‖
p
p + ‖u‖

p
p ]1/p,

which gives

‖u‖p ≤ ‖h‖
1/p−1
∞ , ‖u′

‖p ≤ ‖h‖
1/p−1
∞ , (32)

and hence, for some constantC depending only uponT ,

‖u‖∞ ≤ C‖h‖
1/p−1
∞ . (33)

Now, there existsξ such thatu′(ξ) = 0, so that integrating (28) betweenξ andx we
obtain

φ(u′(x)) +

∫ x

ξ

φ(u(s)) ds =

∫ x

ξ

h(s) ds,
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and hence, for allx ∈ [0, T ],

‖u′(x)‖p−1
≤ T (Cp−1

+ 1)‖h‖∞,

which gives, for some constantC′ only depending uponT ,

‖u′
‖∞ ≤ C′

‖h‖
1/p−1
∞ . (34)

Let (hn) be a sequence inCT such that

‖hn‖∞ ≤ R (35)

for all n ≥ 1 and someR > 0. Let un := H(hn). From relations (33), (34) and Ascoli–
Arzelà’s theorem, we can assume, passing to a subsequence if necessary, thatun →

u ∈ CT uniformly onR. Now, if ξn ∈ [0, T ] is such thatu′
n(ξn) = 0, we have, for all

x ∈ [0, T ],

φ(u′
n(x)) = −

∫ x

ξn

φ(un(s)) ds +

∫ x

ξn

hn(s) ds, (36)

and, from relations (33), (35) and Ascoli–Arzelà’s theorem, we can assume, passing to a
subsequence if necessary, that the right-hand member of (36) converges to somez ∈ CT

uniformly on [0, T ]. Consequently,(u′
n) converges uniformly on [0, T ] to φ−1(z), and so

H is completely continuous. ut

Define

Gt : C1
T → CT , u 7→ −φ(u) − f (u)u′

− g(·, u) + t, (37)

and, forα, β ∈ CT such thatα(x) < β(x) for all x ∈ R, andR′ > 0, define the open
bounded set� ⊂ C1

T by

� := {u ∈ C1
T : α(x) < u(x) < β(x), −R′ < u′(x) < R′ (x ∈ R)}. (38)

Proposition 1. If (18) hasT -periodic lower and upper solutionsα, β such thatα(x) ≤

β(x) for all x ∈ R, then it has aT -periodic solutionu such thatα(x) ≤ u(x) ≤ β(x) for
all x ∈ R. Furthermore, ifα andβ are strict and ifα(x) < β(x) for all x ∈ R, then

dLS[I −HGt , �, 0] = 1. (39)

Proof. By Lemma 1, the existence conclusion follows from the existence of aT -periodic
solution to (22). Let

�̂ := {u ∈ C1
T : ‖u‖∞ < R, ‖u′

‖∞ < R′
}

whereR andR′ are given by Lemma 2, and let

Ĝ : C1
T × [0, 1] → CT , (u, λ) 7→ −λφ(r(·, u)) − λf (r(·, u))u′

− λg(·, u) + λt.

It is clear from Lemma 3 that theT -periodic solutions of (22) are the fixed points of
HĜ(·, 1) in C1

T . The homotopy invariance of the Leray–Schauder degree gives

dLS[I −HĜ(·, 1), �̂, 0] = dLS[I −HĜ(·, 0), �̂, 0] = dLS[I, �̂, 0] = 1,

and the excision property of the Leray–Schauder degree gives

dLS[I −HĜ(·, 1), �̂, 0] = dLS[I −HĜ(·, 1), �, 0] = dLS[I −HG, �, 0]. ut
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3. Existence of the first solution

Assume now that

g(x, u) → +∞ as|u| → ∞, uniformly in x ∈ R. (40)

Let

σ := min
u∈R, x∈R

g(x, u). (41)

Lemma 4. If condition (40) holds, then there existst1 ≥ σ such that(18) has noT -
periodic solution ift < t1 and at least oneT -periodic solution ift > t1.

Proof. We first notice that, fort ≥ t∗ := maxR g(x, 0), 0 is an upper solution for (18)
(a strict upper solution ift > t∗). Givent ≥ t∗, it follows from condition (40) that there
existsRt > 0 such that

g(x, u) > t whenever |u| ≥ Rt , x ∈ R,

so that−Rt (or any smaller number) is a strict lower solution for (18). Hence, from
Proposition 1, for eacht ≥ t∗, this equation has at least oneT -periodic solution such that
−Rt < u(x) < 0 for all x ∈ R. Let us now show that if (18) has aT -periodic solution̂u
for somêt < t∗, then it has aT -periodic solution for allt ∈ [̂t, t∗]. Indeed, for such at,
we have

(φ(̂u ′(x)))′ + f (̂u(x))̂u ′(x) + g(x, û(x)) = t̂ ≤ t,

which shows that̂u is an upper solution for (18). Furthermore, by the reasoning above,
there existsRt > − minR û such that minx∈R g(x, −Rt ) > t so that−Rt < minR û

is a lower solution for (18). Again, this implies the existence of aT -periodic solution
for (18). Consequently, the set oft ∈ R such that (18) has aT -periodic solution is an
interval unbounded from above. Let

t1 = inf{t ∈ R : (18) has aT -periodic solution}. (42)

We now show that (18) has noT -periodic solution fort < σ. Indeed, ifu were aT -
periodic solution of (18) for somet < σ, and ifu(ξ) = minR u, thenu′(ξ) = 0, and

(φ(u′(ξ)))′ = t − g(ξ, u(ξ)) < σ − g(ξ, u(ξ)) ≤ 0.

By continuity, there existsε > 0 such that

(φ(u′(x)))′ < 0 for x ∈ [ξ − ε, ξ + ε],

so thatφ ◦ u′ is decreasing on [ξ − ε, ξ + ε], and the same is true foru′. This contradicts
the fact thatu reaches its minimum atξ. Consequently,t1 ≥ σ. ut
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4. A priori estimates

We now prove an a priori estimate for the possibleT -periodic solutions of (18) whent is
bounded from above.

Lemma 5. For eacht2 > t1, there existM(t2) > 0 andN(t2) > 0 such that, for each
t ∈ [t1, t2] and each possibleT -periodic solutionu of (18), one has

‖u‖∞ < M(t2), (43)

‖u′
‖∞ < N(t2). (44)

Proof. Let t ∈ [t1, t2] and letu be aT -periodic solution of (18). Integrating both members
of the equation over [0, T ] gives

1

T

∫ T

0
g(x, u(x)) dx = t. (45)

We deduce from (18) that

ũ(φ(u′))′ + ũf (u)u′
+ ũg(x, u) = ũt,

which, integrated over [0, T ], gives, by theT -periodicity ofu,

−‖u′
‖
p
p +

1

T

∫ T

0
g(x, u(x))̃u(x) dx = 0,

and hence, using (45), withσ defined in (41),

‖u′
‖
p
p =

1

T

∫ T

0
[g(x, u(x)) − σ ]ũ(x) dx

≤
1

T

∫ T

0
[g(x, u(x)) − σ ] |̃u(x)| dx

≤ ‖ũ‖∞(t − σ) ≤ ‖ũ‖∞(t2 − σ). (46)

Now, if ξ is such that̃u(ξ) = 0, we have for eachx ∈ R, using the Ḧolder inequality,

|̃u(x)| =

∣∣∣∣∫ x

ξ

u′(s) ds

∣∣∣∣ ≤ T ‖u′
‖p,

so that (46) implies that

‖u′
‖p ≤ [T (t2 − σ)]1/(p−1). (47)

Now, there existsR2 > 0 such thatg(x, u) > t2 whenever|u| ≥ R2 andx ∈ R. Conse-
quently, if |u(x)| ≥ R2 for all x ∈ R, we have, by (45),

t =
1

T

∫ T

0
g(x, u(x) dx > t2,
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which is impossible. Hence|u(ξ)| < R2 for someξ ∈ R, which implies

|u(x)| ≤ |u(ξ)| +

∣∣∣∣∫ x

ξ

u′(s) ds

∣∣∣∣ < R2 + T ‖u′
‖p

≤ R2 + [T (t2 − σ)]1/(p−1)
=: M(t2). (48)

Now, there existsξ ∈ R such thatu′(ξ) = 0. If we set

F(u) =

∫ u

0
f (s) ds, (49)

we can write (18) in the form

[φ(u′) + F(u)]′ = t − g(x, u),

so that, integrating fromξ to x, we get

φ(u′(x)) + F(u(x)) = F(u(ξ)) +

∫ x

ξ

[t − g(s, u(s))] ds,

which gives, by (48), for eachx ∈ R,

|φ(u′(x))| ≤ 2 max
|u|≤M(t2)

|F(u)| +

∫ T

0
|g(s, u(s)) − t | ds

≤ 2 max
|u|≤M(t2)

|F(u)| +

∫ T

0
[|g(s, u(s)) − σ | + |σ − t |] ds

≤ 2 max
|u|≤M(t2)

|F(u)| + T [(t − σ) + |σ − t |]

≤ 2[ max
|u|≤M(t2)

|F(u)| + T (t2 − σ)] := S(t2),

and this immediately yields (44) for anyN(t2) > [S(t2)]1/(p−1). ut

This result allows us to prove the existence of at least one solution fort = t1.

Lemma 6. If condition (40) holds, then(18) has at least oneT -periodic solution for
t = t1.

Proof. Let (τk) be a sequence in ]t1, +∞[ which converges tot1, and letuk be aT -
periodic solution of (18) witht = τk given by Lemma 4. From Lemma 5, we know that,
for all k ≥ 1,

‖uk‖∞ < M(t2), ‖u′

k‖∞ < N(t2), (50)

and from Lemma 3 that, for allk ≥ 1,

uk = HGτk
(uk). (51)

Conditions (50) and the complete continuity ofH imply that, up to a subsequence, the
right-hand member of (51) converges inC1

T , and then(uk) converges to someu ∈ C1
T

such thatu = HGt1(u), i.e. to aT -periodic solution of (18). ut
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5. Existence of two solutions

Define

B(R, R′) := {u ∈ C1
T : ‖u‖∞ < R, ‖u′

‖∞ < R′
}.

Lemma 7. If condition(40)holds, then, for eacht > t1, (18)has at least twoT -periodic
solutions.

Proof. Let t2 > t1 and lett ∈ [t1, t2]. As (18) has noT -periodic solution fort < t1, we
have, for allt ≤ t2, using Lemma 5,

dLS[I −HGt , B(M(t2), N(t2)), 0] = 0. (52)

By the reasoning in the proof of Lemma 4, there existsRt2 > 0 such that

min
x∈R

g(x, −Rt2) > t2,

and hence

min
x∈R

g(x, −Rt2) > t for all t ≤ t2.

Thus,−Rt2 is a strictT -periodic lower solution for (18) whenevert ≤ t2. On the other
hand, aT -periodic solutionu1 of (18) with t = t1 is such that

(φ(u′

1(x)))′ + f (u1(x))u′

1(x) + g(x, u1(x)) = t1 < t,

and is a strictT -periodic upper solution of (18). We can of course always increaseM(t2)

in such a way that

−M(t2) < −Rt2 < u1(x) < M(t2)

for all x ∈ R. Hence, if�1 is the open bounded subset ofB(M(t2), N(t2)) defined by

{u ∈ C1
T : −Rt2 < u(x) < u1(x), −N(t2) < u′(x) < N(t2) (x ∈ R)},

it follows from Proposition 1 that (18) has at least oneT -periodic solution in�1, and that
dLS[I −HGt , �1, 0] = 1. The excision property of the Leray–Schauder degree and (52)
give, for t ∈ ]t1, t2],

dLS[I −HGt , B(M(t2), N(t2)) \ �1, 0]

= dLS[I −HGt , B(M(t2), N(t2)), 0] − dLS[I −HGt , �1, 0] = −1,

which implies the existence of aT -periodic solution of equation (18) contained in
B(M(t2), N(t2)) \ �1. As t2 > t1 is arbitrary, the proof is complete. ut
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