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1. Introduction

In a series of papers we develop a generalized Fredholm theory and demonstrate its appli-
cability to a variety of problems including Floer theory, Gromov–Witten theory, contact
homology, and symplectic field theory, [2]. Here are some of the basic common features:

• The moduli spaces are solutions of elliptic PDE’s showing serious noncompactness
phenomena having well-known names like bubbling-off, stretching the neck, blow-
up, breaking of trajectories. These drastic names are a manifestation of the fact that
one is confronted with analytical limiting phenomena where the classical analytical
descriptions break down.

• When the moduli spaces are not compact, they admit nontrivial compactifications like
the Gromov compactification [4] of the space of pseudoholomorphic curves in Gro-
mov–Witten theory or the compactification of the moduli spaces in symplectic field
theory (SFT) as described in [1].

• In many problems like in Floer theory, contact homology or symplectic field theory
the algebraic structures of interest are precisely those created by the “violent analytical
behavior” and its “taming” by suitable compactifications. In fact, the algebra is created
by the complicated interactions of many different moduli spaces.

In the abstract theory we shall introduce a new class of spaces called polyfolds which
in applications are the ambient spaces of the compactified moduli spaces. We introduce
bundlesp : Y → X over polyfolds which, as well as the underlying polyfolds, can have
varying dimensions. We define the notion of a Fredholm sectionη of the bundlep whose
zero setsη−1(0) ⊂ X are in our applications precisely the compactified moduli spaces
one is interested in. The normal “Fredholm package” will be constructed consisting of an
abstract perturbation and transversality theory. In the case of transversality the solution
spaces are smooth manifolds, smooth orbifolds, or smooth weighted branched manifolds
(in the sense of McDuff, [16]), depending on the generality of the situation.
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The usefulness of this theory will be illustrated by our ‘Application’ series. The ap-
plications include Gromov–Witten theory, Floer theory and SFT (see [11, 12]). It is, how-
ever, clear that the theory applies to many more nonlinear problems showing a lack of
compactness.

The current paper is the first in the ‘Theory’ series and deals with a generalization
of differential geometry which is based on new local models. These local models are
open sets in splicing cores. Splicing cores are smooth spaces with tangent spaces having
in general locally varying dimension. These spaces are associated to splicings, which is
the basic concept in this paper. The resulting local models for a new kind of smooth
spaces are needed to deal with the functional-analytic descriptions of situations in which
serious compactness problems arise. We would also like to note that the applications of
the concepts in this paper can be viewed as a generalization of [3] to a situation where we
have varying domains and targets.

The second paper, [8], develops the implicit function theorems in this general context
and extends the usual Fredholm theory.

The third paper, [9], develops the Fredholm theory in polyfolds, which could be
viewed as a theory of Fredholm functors in a version of Lie groupoids with object and
morphism spaces build on the new local models (see [17], [18] for the groupoid concepts
in a manifold world). The Fredholm theory in this generalization is sufficient to deal with
the problems mentioned above.

On purpose we have not included any applications in this series since we did not want
to dilute the ideas. The conceptual framework should apply to many more situations. We
refer the reader to [6, 7, 11, 12] for applications on different depth levels. An overview is
given in [5].

2. Sc-calculus in Banach spaces

In order to develop the generalized nonlinear Fredholm theory needed for the symplectic
field theory, we start with calculus issues. In a first step we equip Banach spaces with
the structure of a scale, called sc-structure. Scales are a well-known concept from in-
terpolation theory (see for example [19]). We give a new interpretation of a scale as a
generalization of a smooth structure. Then we introduce the appropriate class of smooth
maps. Having developed the notion of an sc-smooth structure on an open subset of a Ba-
nach space as well as that of a smooth map, the validity of the chain rule allows then,
in principle, to develop an “sc-differential geometry” by simply imitating the classical
constructions. However, new objects are possible, with the most important one being that
of a general splicing. The main purpose of this paper is to introduce them and to show
how they define local models for a new class of smooth spaces, which are crucial for the
aforementioned applications.

2.1. Sc-structures

We begin by introducing the notion of an sc-smooth structure on a Banach space and on
its open subsets.
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Definition 2.1. Let E be a Banach space. Ansc-structureon E is given by a nested
sequence

E = E0 ⊇ E1 ⊇ · · · ⊇

⋂
m≥0

Em =: E∞

of Banach spacesEm,m ∈ N = {0,1,2, . . . }, having the following properties.

• If m < n, the inclusionEn ↪→ Em is a compact operator.
• The vector spaceE∞ is dense inEm for everym ≥ 0.

In the following we shall sometimes talk about an sc-smooth structure on a Banach space
rather than an sc-structure to emphasize the smoothness aspect. From the definition of an
sc-structure it follows, in particular, thatEn ⊆ Em is dense ifm < n and the embedding
is continuous. We note thatE∞ has the structure of a Fréchet space. In the case where
dim(E) < ∞ the only possible sc-structure is the constant structure withEm = E.

If U ⊂ E is an open subset we define theinduced sc-smooth structureon U to be
the nested sequenceUm = U ∩ Em. Given an sc-smooth structure onU we observe that
Um inherits the sc-smooth structure defined by(Um)k = Um+k. We will write Em to
emphasize that we are dealing with the Banach spaceEm equipped with the sc-structure
(Em)k := Em+k for all k ≥ 0. Similarly we will distinguish betweenUm andUm.

Remark 2.2. The compactness requirement is crucial for applications. It is possible to
develop a theory without this requirement, but it is not applicable to the theories we are
interested in. This alternative theory would in the case of the constant sequenceEm = E

recover the standard smooth structure onE. However, the notion of a smooth map would
be more restrictive. Both theories, the one described in this paper and the one just alluded
to, intersect therefore only in the standard finite-dimensional theory. See Remark 2.17 for
further details.

If E andF are equipped with sc-structures, the Banach spaceE ⊕ F carries the sc-
structure defined by(E ⊕ F)m = Em ⊕ Fm.

Definition 2.3. LetU andV be open subsets of sc-smooth Banach spaces. A continuous
mapϕ : U → V is said to be ofclass sc0 or simplysc0 if ϕ(Um) ⊂ Vm and the induced
mapsϕ : Um → Vm are all continuous.

Next we define the tangent bundle.

Definition 2.4. LetU be an open subset in an sc-smooth Banach spaceE equipped with
the induced sc-structure. Then thetangent bundleT U ofU is defined byT U = U1

⊕ E.
Hence the induced sc-smooth structure is defined by the nested sequence

(T U)m = Um+1 ⊕ Em

together with the sc0-projection

p : T U → U1.

Note that the tangent bundle is not defined onU but merely on the smaller, but dense,
subsetU1. We shall refer to the points inUm sometimes as points inU on levelm.
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2.2. Linear sc-theory

We begin by developing some of the linear theory needed in the sc-calculus.

Definition 2.5. ConsiderE equipped with an sc-smooth structure.

• An sc-subspaceF of E consists of a closed linear subspaceF ⊆ E so thatFm =

F ∩ Em defines an sc-structure forF .
• An sc-subspaceF of E splits if there exists another sc-subspaceG so that on every

level we have the topological direct sum

Em = Fm ⊕Gm.

We shall use the notationE = F ⊕scG or E = F ⊕ G if there is no possibility of
confusion.

Next we introduce the relevant linear operators in the sc-context.

Definition 2.6. LetE andF be sc-smooth Banach spaces.

• Ansc-operatorT : E → F is a bounded linear operator which in addition is sc0, i.e. it
induces bounded linear operatorsT : Em → Fm on all levels.

• An sc-isomorphismis a bijective sc-operatorT : E → F such thatT −1 : F → E is
also an sc-operator.

An interesting class of sc-operators is the class ofsc-projections, i.e. sc-operatorsP with
P 2

= P .

Proposition 2.7. LetE be an sc-smooth Banach space andK a finite-dimensional sub-
space ofE∞. ThenK splits the sc-spaceE.

Note that a finite-dimensional subspaceK of E which splits the sc-smooth spaceE is
necessarily a subspace ofE∞.

Proof. Take a basise1, . . . , en for K and fix the associated dual basis. By Hahn–Banach
this dual basis can be extended to continuous linear functionalsλ1, . . . , λn on E. Now
P(h) =

∑n
i=1 λi(h)ei defines a continuous projection onE with image inK ⊂ E∞.

HenceP induces continuous mapsEm → Em. ThereforeP is an sc-projection. Define
Ym = (Id−P)(Em). SettingY = Y0 we haveE = K⊕Y . By construction,Ym ⊂ Em∩Y0.
An elementx ∈ Em ∩ Y0 has the formx = e − P(e) with e ∈ E0. SinceP(e) ∈ E∞ we
see thate ∈ Em, implying Ym = Em ∩ Y0. Finally, Y∞ =

⋂
m≥0 Ym is dense inYm for

everym ≥ 0. Indeed, ifx ∈ Ym, we can choosexk ∈ E∞ satisfyingxk → x in Em. Then
(Id − P)xk ∈ Y∞ and(Id − P)xk → (Id − P)x = x in Ym. ut

We can introduce the notion of a linear Fredholm operator in the sc-setting.

Definition 2.8. LetE andF be sc-smooth Banach spaces. An sc-operatorT : E → F

is calledFredholmprovided there exist sc-splittingsE = K ⊕scX andF = Y ⊕scC

having the following properties.

• K = ker(T ) is finite-dimensional.
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• C is finite-dimensional.
• Y = T (X) andT : X → Y defines a linear sc-isomorphism.

The above definition implies thatT (Xm) = Ym, the kernel ofT : Em → Fm is equal
toK, andC spans its cokernel, so that

Em = K ⊕Xm and Fm = C ⊕ T (Em)

for all m ≥ 0. It is an easily established fact that the composition of two sc-Fredholm op-
eratorsT andS is sc-Fredholm. From the index additivity of classical Fredholm operators
we obtain the same in our set-up,

i(T S) = i(T )+ i(S).

The following observation, called theregularizing property, should look familiar.

Proposition 2.9. AssumeT : E → F is sc-Fredholm andT (e) ∈ Fm for somee ∈ E0.
Thene ∈ Em.

Proof. SinceFm = T (Em)⊕ C, the elementf = T (e) ∈ Fm has the representation

f = T (x)+ c

for somex ∈ Xm andc ∈ C. Similarly, e has the representation

e = k + x0

with k ∈ K = ker(T ) andx0 ∈ X0 becauseE0 = K ⊕X0. FromT (e) = f = T (x)+ c

andT (x) = T (x0) one concludesT (x0−x) = c. Hencec = 0 becauseT (E0)∩C = {0}.
Consequently,x0 − x ∈ K. Sincee − x = k + (x0 − x) ∈ K andx ∈ Em andK ⊂ Em,
one concludese ∈ Em as claimed. ut

We end this subsection with the important definition of an sc+-operator and a stability
result for Fredholm maps.

Definition 2.10. LetE andF be sc-Banach spaces. An sc-operatorR : E → F is said to
be ansc+-operatorif R(Em) ⊂ Fm+1 for everym ≥ 0 and ifR induces an sc0-operator
E → F 1.

Let us note that due to the (level-wise) compact embeddingF 1
→ F an sc+-operator in-

duces a compact operator on every level. This follows immediately from the factorization

R : E → F 1
→ F.

The stability result is the following statement.

Proposition 2.11. LetE andF be sc-Banach spaces. IfT : E → F is an sc-Fredholm
operator andR : E → F an sc+-operator, thenT + R is also an sc-Fredholm operator.
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Proof. SinceR : Em → Fm is compact for every level, we see thatT + R : Em → Fm
is Fredholm for everym. Let Km be the kernel ofT + R : Em → Fm. We claim that
Km = Km+1 for everym ≥ 0. Clearly,Km+1 ⊆ Km. To see thatKm ⊆ Km+1, take
x ∈ Km. ThenT x = −Rx ∈ Fm+1 and, in view of Proposition 2.9,x ∈ Em+1. Hence
x ∈ Km+1, implying Km ⊆ Km+1. SetK = K0. By Proposition 2.7,K splits the sc-
spaceE since it is a finite dimensional subset ofE∞. Hence we have the sc-splitting
E = K ⊕X for a suitable sc-subspaceX. Next defineYm = (T + R)(Em). This defines
an sc-structure onY = Y0. Let us show thatF induces an sc-structure onY and that this
is the one given byYm. For this it suffices to show that

Y ∩ Fm = Ym. (1)

Clearly,

Ym = (T + R)(Em) = Fm ∩ (T + R)(Em) ⊂ Fm ∩ (T + R)(E0) = Y ∩ Fm.

Next assume thaty ∈ Y ∩ Fm. Then there existsx ∈ E0 with T x + Rx = y. SinceR is
an sc+-section it follows thaty − Rx ∈ F1, implying thatx ∈ E1. Inductively we find
thatx ∈ Em, implying thaty ∈ Ym, and (1) is proved. Observe that we also have

F∞ ∩ Y =

( ⋂
m∈N

Fm

)
∩ Y =

⋂
m∈N

(Fm ∩ Y ) =

⋂
m∈N

Ym = Y∞.

In view of Lemma 2.12 below, there exists a finite-dimensional subspaceC ⊂ F∞

satisfyingF0 = C ⊕ Y . From this it follows thatFm = C ⊕ Ym. Indeed, sinceC ∩ Ym ⊂

C ∩ Y , we haveC ∩ Ym = {0}. If f ∈ Fm, thenf = c + y for somec ∈ C andy ∈ Y

sinceFm ⊂ Y andF0 = C ⊕ Y . Hencey = f − c ∈ Fm and using Proposition 2.9
we concludey ∈ Fm. This implies, in view of (1), thatFm = C ⊕ Ym. We also have
F∞ = C ⊕ (F∞ ∩ Y ) = C ⊕ Y∞. It remains to show thatY∞ is dense inYm for every
m ≥ 0. Takey ∈ Ym. Theny = (T + R)(x) for somex ∈ Em. The spaceE∞ is dense
in Em so that there exists a sequence(xn) ⊂ E∞ converging tox in Em. The operator
T + R is sc0-continuous and so the sequenceyn := (T + R)(xn) ∈ Fm converges to
y = (T + R)(x) in Fm. Now, in view of Proposition 2.9 and Definition 2.10, the points
yn belong toY∞ and our claim is proved. Consequently, we have the sc-splitting

F = Y ⊕scC

and, up to Lemma 2.12 below, the proof of the proposition is complete. ut

Lemma 2.12. AssumeF is a Banach space andF = D ⊕ Y withD of finite dimension
andY a closed subspace ofF . Assume, in addition, thatF∞ is a dense subspace ofF .
Then there exists a finite-dimensional subspaceC ⊂ F∞ such thatF = C ⊕ Y .

Proof. The quotientF/Y is a finite-dimensional Banach space and we have a continuous
projection operatorp : F → F/Y . SinceF∞ is a dense linear subspace ofF we find that
p(F∞) = F/Y. Take any basis forF/Y and pick representatives for these vectors inF∞.
Their spanC has the desired property. ut
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2.3. Sc-smooth maps

In this subsection we introduce the notion of an sc1-map.

Definition 2.13. LetE andF be sc-smooth Banach spaces and letU ⊂ E be an open
subset. An sc0-mapf : U → F is said to besc1 or of class sc1 if the following conditions
hold true.

(1) For everyx ∈ U1 there exists a linear mapDf (x) ∈ L(E0, F0) satisfying, forh ∈ E1
with x + h ∈ U1,

1

‖h‖1
‖f (x + h)− f (x)−Df (x)h‖0 → 0 as‖h‖1 → 0

(2) Thetangent mapTf : T U → T F defined by

Tf (x, h) = (f (x),Df (x)h)

is an sc0-map.

The linear mapDf (x) will often be called thelinearizationof f at the pointx. If the
sc-continuous mapf : U ⊂ E → F is of class sc1, then its tangent map

Tf : T U → T F

is an sc0-map. If nowTf is of class sc1, thenf : U → F is called ofclasssc2.
Proceeding inductively, the mapf : U → F is called ofclass sck if the sc0-map

T k−1f : T k−1U → T k−1F is of class sc1. Its tangent mapT (T k−1f ) is then denoted
by T kf . It is an sc0-mapT kU → T kF . A map which is of class sck for everyk is called
sc-smoothor of class sc∞ .

Here are two useful observations which are proved in [6].

Proposition 2.14. If f : U ⊂ E → F is of class sck, then

f : Um+k → Fm

is of classCk for everym ≥ 0.

If we denote the usual derivative of a mapf by df then forx, h ∈ Um+1 we have the
equalitydf (x)(h) = Df (x)h. In fact,Df (x) can be viewed as the (unique) continuous
extension ofdf (x) : Em+1 → Fm to an operatorE → F which satisfiesDf (x)(Em) ⊂

Fm for everym ≥ 0 and induces continuous operators on these levels. It exists for every
x ∈ U1 due to the definition of the class sc1.

The second result is the following.

Proposition 2.15. LetE andF be sc-Banach spaces and letU ⊂ E be open. Assume
that the mapf : U → F is sc0 and that the induced mapf : Um+k → Fm is Ck+1 for
everym, k ≥ 0. Thenf : U → E is sc-smooth.
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Reflecting on the notion of class sc1 one could expect for the compositiong ◦ f of
two such maps, that the target level would have to drop by 2 in order to obtain aC1-map.
In view of Proposition 2.14 one might think that therefore the composition needs not to
be of class sc1. However, this is not the case, as the next result, the important chain rule
shows.

Theorem 2.16 (Chain rule). Assume thatE, F andG are sc-smooth Banach spaces
andU ⊂ E andV ⊂ F are open sets. Assume thatf : U → F , g : V → G are of class
sc1 andf (U) ⊂ V . Then the compositiong ◦ f : U → G is of class sc1 and the tangent
maps satisfy

T (g ◦ f ) = T g ◦ Tf.

Proof. We shall verify the properties (1) and (2) in Definition 2.13 forg◦f . The functions
g : V1 → G andf : U1 → F are of classC1. Moreover,Dg(f (x)) ◦Df (x) ∈ L(E,G)
if x ∈ U1. Fix x ∈ U1 and chooseh ∈ E1 sufficiently small so thatf (x + h) ∈ V1. Then,
using the postulated properties off andg, we have

g(f (x + h))− g(f (x))−Dg(f (x)) ◦Df (x)h

=

∫ 1

0
Dg(tf (x + h)+ (1 − t)f (x)) [f (x + h)− f (x)−Df (x)h] dt

+

∫ 1

0
([Dg(tf (x + h)+ (1 − t)f (x))−Dg(f (x))] ◦Df (x)h) dt. (2)

Divide the first integral by the norm‖h‖1; then

1

‖h‖1

∫ 1

0
Dg(tf (x + h)+ (1 − t)f (x))[f (x + h)− f (x)−Df (x)h] dt

=

∫ 1

0
Dg(tf (x + h)+ (1 − t)f (x)) ·

1

‖h‖1
[f (x + h)− f (x)−Df (x)h] dt. (3)

If h ∈ E1, the maps [0,1] → F1 defined byt 7→ tf (x + h) + (1 − t)f (x) are
continuous and converge inC0([0,1], F1) to the constant mapt 7→ f (x) as‖h‖1 → 0.
Moreover, sincef is of class sc1,

a(h) :=
1

‖h‖1
[f (x + h)− f (x)−Df (x)h]

converges to 0 inF0 as‖h‖1 → 0. Therefore, by the continuity assumption (2) in Defini-
tion 2.13, the map

(t, h) 7→ Dg(tf (x + h)+ (1 − t)f (x))[a(h)]

from [0,1] ×E1 intoG0 converges to 0 ash → 0, uniformly in t . Therefore, the expres-
sion in (3) converges to 0 inG0 ash → 0 inE1. Next consider the integral∫ 1

0
[Dg(tf (x + h)+ (1 − t)f (x))−Dg(f (x))] ◦Df (x)

h

‖h‖1
dt. (4)
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In view of Definition 2.1 the set of allh/‖h‖1 ∈ E1 has a compact closure inE0. There-
fore, sinceDf (x) ∈ L(E0, F0) is a continuous map by Definition 2.13, the closure of the
set of all

Df (x)
h

‖h‖1

is compact inF0. Consequently, again by Definition 2.1, every sequencehn converging
to 0 inE1 has a subsequence such that the integrand of the integral in (4) converges to 0
in G0 uniformly in t . Hence the integral (4) also converges to 0 inG0 ash → 0 in E1.
We have proved that

1

‖h‖1
‖g(f (x + h))− g(f (x))−Dg(f (x)) ◦Df (x)h‖0 → 0

ash → 0 in E1. Consequently, condition (1) of Definition 2.13 is satisfied for the com-
positiong ◦ f with the linear operator

D(g ◦ f )(x) = Dg(f (x)) ◦Df (x) ∈ L(E0,G0),

wherex ∈ U1. We conclude that the tangent mapT (g ◦ f ) : T U → TG,

(x, h) 7→ (g ◦ f (x),D(g ◦ f )(x)h),

is sc-continuous and, moreover,T (g ◦ f ) = T g ◦ Tf . The proof of Theorem 2.16 is
complete. ut

The reader should realize that in the above proof all conditions on sc1 maps have been
used, i.e. it just works. From Theorem 2.16 one concludes by induction that the composi-
tion of two sc∞-maps is also of class sc∞ and, for everyk ≥ 1,

T k(g ◦ f ) = T kg ◦ T kf.

An sc-diffeomorphismf : U → V , between open subsetsU andV of sc-spacesE
andF equipped with the induced sc-structure, is by definition a homeomorphismU → V

so thatf andf−1 are sc-smooth.
The following remark is a continuation of Remark 2.2.

Remark 2.17. There are other possibilities for defining new concepts of smoothness.
For example, we can drop the requirement of compactness of the embedding operator
En → Em for n > m. Then it is necessary to change the definition of smoothness in
order to get the chain rule. One needs to replace the second condition in the definition of
being sc1 by the requirement thatDf (x) induces a continuous linear operatorDf (x) :
Em−1 → Fm−1 for x ∈ Um and that the mapDf : Um → L(Em−1, Fm−1) for m ≥ 1
is continuous. For this theory the sc-smooth structure onE given byEm = E recovers
the usualCk-theory. However, this modified theory is not applicable to Gromov–Witten
theory, Floer theory, and SFT.
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2.4. Sc-manifolds

Using the results so far, we can define sc-manifolds. This concept will not yet be sufficient
to describe the spaces arising in SFT.

Definition 2.18. LetX be a second countable Hausdorff space. Ansc-chartof X con-
sists of a triple(U, ϕ,E), whereU is an open subset ofX, E a Banach space with
an sc-smooth structure andϕ : U → E is a homeomorphism onto an open subsetV

of E. Two such charts aresc-smoothly compatibleprovided the transition maps are sc-
smooth. Ansc-smooth atlasconsists of a family of charts whose domains coverX so that
any two charts are sc-smoothly compatible. A maximal sc-smooth atlas is called ansc-
smooth structureonX. The spaceX equipped with a maximal sc-smooth atlas is called
ansc-manifold.

Let us observe that a second countable Hausdorff space which admits an sc-smooth atlas
is metrizable and paracompact since it is locally homeomorphic to open subsets of Banach
spaces.

Assume that the spaceX has an sc-smooth structure. Then it possesses the filtration
Xm for all m ≥ 0 which is induced from the filtration of the charts. Moreover, everyXm
inherits the sc-smooth structure(Xm)k = Xm+k for all k ≥ 0, denoted byXm.

Next we shall define thetangent bundlep : TX → X1 in a natural way so that the
tangent projectionp is sc-smooth. In order to do so, we use a modification of the definition
found, for example, in Lang’s book [14]. Namely, consider multiplets(U, ϕ,E, x, h)

where(U, ϕ,E) is an sc-smooth chart,x ∈ U1 andh ∈ E. Call two such tuples equivalent
if x = x′ andD(ϕ′

◦ ϕ−1)(ϕ(x))h = h′. An equivalence class [U, ϕ,E, x, h] is called a
tangent vectorat the pointx ∈ X1. The collection of all tangent vectors ofX is denoted
by TX. The canonical projection is denoted byp : TX → X1. If U ⊂ X is open we
introduce the subsetT U ⊂ TX by T U = p−1(U ∩ X1). For a chart(U, ϕ,E) we
introduce the map

T ϕ : T U → E1
⊕ E

defined by
T ϕ([U, ϕ,E, x, h]) = (x, h).

One easily checks that the collection of all triples(T U, T ϕ,E1
⊕E) defines an sc-smooth

atlas forTX for which the projectionp : TX → X1 is an sc-smooth map. Thetangent
spaceTxX atx ∈ X1 is the set of equivalence classes

TxX = {[U, ϕ,E, x, h] | h ∈ E}

which inherits fromE the structure of a Banach space. Ifx ∈ Xm+1, thenTxX has the
partial filtration inherited fromEk, 0 ≤ k ≤ m. In particular, ifx ∈ X∞, thenTxX
possesses an sc-smooth structure.

There is another class of bundles which can be defined in the present context. These
are the so-called strong (vector) bundles. They may be viewed as a special case of strong
M-polyfold bundles which will be introduced in Section 4. For this reason we shall not
introduce them separately and refer the reader to Remark 4.3.
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3. Splicing-based differential geometry

In this section we introduce a ‘splicing-based differential geometry’. The fundamental
concepts are splicings and splicing cores. The splicing cores have locally varying di-
mensions but admit at the same time tangent spaces. Open subsets of the splicing cores
will serve as the local models of the new global spaces called M-polyfolds. The letter M
should remind us of a manifold type space obtained by gluing together the local models in
an sc-smooth way. The M-polyfolds are equipped with substitutes for tangent bundles, so
that one is able to linearize sc-smooth maps between M-polyfolds. In one of the follow-up
papers we go further and introduce the notion of a polyfold which is a generalization of
an orbifold and which is on the level of generalization needed for our applications.

3.1. Quadrants and splicings

Let us call a subsetC of an sc-Banach spaceW apartial quadrantif there is an sc-Banach
spaceQ and a linear sc-isomorphismT : W → Rn ⊕Q mappingC onto [0,∞)n ⊕Q.
If Q = {0}, thenC is called aquadrant. Observe that ifC andC′ are partial quadrants,
so isC ⊕ C′.

Definition 3.1. AssumeV is an open subset of a partial quadrantC ⊂ W . LetE be an sc-
Banach space and letπv : E → E, withv ∈ V , be a family of projections (i.e.πv ∈ L(E)
andπv ◦ πv = πv) so that the induced map

8 : V ⊕ E → E, 8(v, e) = πv(e),

is sc-smooth. Then the tripleS = (π,E, V ) is called ansc-smooth splicing.

The extension of the sc-smoothness definition of a mapf : V → F from an open subset
of an sc-Banach space to relatively open subsetsV ⊂ C ⊂ W of a partial quadrantC in
an sc-Banach space, which is used in Definition 3.1, is straightforward. One first observes
that the sc-structure ofW induces a filtration onV . Now, the notion of the mapf to be
an sc0-map is well defined. Then one defines an sc0-mapf : V → F to be of class sc1

as in Definition 2.13 by replacingU1 by V1 there and requiring the existence of the limit
for x ∈ V1 and allh ∈ W1 satisfyingx + h ∈ V1, with a linear mapDf (x) ∈ L(W0, F0).
Moreover, the tangent bundleT V of the setV is defined as usual byT V = V 1

⊕ W

together with the sc0-projection mapT V → V 1.
We should point out that the sc-smoothness of the mapping(v, e) 7→ πv(e) is a rather

weak requirement allowing the dimension of the images of the projectionsπv to vary
locally in the parameterv ∈ V . The reader can find illustrations and examples in [6].

Sinceπv is a projection,

8(v,8(v, e)) = 8(v, e). (5)

The left hand side is the composition of8with the sc-smooth map(v, e) 7→ (v,8(v, e)).
For fixed(v, δv) ∈ T V we introduce the map

P(v,δv) : T E → T E : (e, δe) 7→ (8(v, e),D8(v, e)(δv, δe)). (6)
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It has the property that the induced map

T V ⊕ T E → T E : (a, b) 7→ Pa(b)

is sc-smooth because, modulo the identificationT V ⊕ T E = T (V ⊕ E), it is equal to
the tangent map of8. From (5) one obtains by means of the chain rule (Theorem 2.16),
at the points(v, e) ∈ (V ⊕ E)1, the formula

D8(v,8(v, e))(δv,D8(v, e)(δv, δe)) = D8(v, e)(δv, δe)

and, together with the definition ofP , one computes

P(v,δv) ◦ P(v,δv)(e, δe) = P(v,δv)(πv(e),D8(v, e)(δv, δe))

= (π2
v (e),D8(v, πv(e))(δv,D8(v, e)(δv, δe)))

= (πv(e),D8(v, e)(δv, δe)) = P(v,δv)(e, δe).

Consequently,P(v,δv) is a projection, which of course can be identified with the tangent
T π of the mapπ : V ⊕ E → E, defined byπ(v, e) = πv(e), via

P(v,δv)(e, δe) = T π((v, e), (δv, δe)).

In the following we shall write(T π)(v,δv) instead ofP(v,δv). Hence the triple

T S = (T π, T E, T V )

is an sc-smooth splicing, called thetangent splicingof S.

Definition 3.2. If S = (π,E, V ) is an sc-smooth splicing, then the associatedsplicing
core is the image bundle of the projectionπ overV , i.e., it is the subsetKS ⊂ V ⊕ E

defined by

KS := {(v, e) ∈ V ⊕ E | πv(e) = e}. (7)

If the dimension ofE is finite, the images of the projectionsπv all have the same rank
so that the splicing core is a smooth vector bundle overV . If, however, the dimension of
E is infinite, then the ranks of the fibers can change with the parameterv thanks to the
definition of sc-smoothness. This truly infinite-dimensional phenomenon is crucial for
our purposes.

Every splicingS = (π,E, V ) is accompanied by thecomplementary splicingSc =

(1 − π,E, V ) where 1− π stands for the family of projections(1 − πv)(e) = e − πv(e)

for (v, e) ∈ V ⊕ E. This way the splicing decomposes the setV ⊕ E naturally into a
fibered sum over the parameter setV . Indeed,(v, e) ∈ V ⊕ E can be decomposed as

(v, e) = (v, ev + ecv)

whereπv(e) = ev and(1 − πv)(e) = ecv. The splicing coresKS andKS
c

can be viewed
as bundles overV (with linear Banach space fibers, which however change dimensions).
Their Whitney sum overV ,

KS ⊕V K
Sc

= {(v, a, b) ∈ V ⊕ E ⊕ E | πv(a) = a, πv(b) = 0},
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is naturally diffeomorphic toV ⊕E. The name splicing comes from the fact that it defines
a decomposition ofV ⊕ E → V , by ‘splicing’ it alongV .

Thesplicing core of the tangent splicingT S is the set

KTS
= {(v, δv, e, δe) ∈ T V ⊕ T E | (T π)(v,δv)(e, δe) = (e, δe)}. (8)

The mapping

KTS
→ (KS)

1
: (v, δv, e, δe) 7→ (v, e) ∈ V1 ⊕ E1

is the canonical projection. The fiber over every point(v, e) ∈ (KS)1 is a subspaceKTS
(v,e)

of the Banach spaceW ⊕E. If (v, e) is on levelm+1, thenKTS
(v,e) has well defined levels

k ≤ m. The tangent splicingKTS has well defined bi-levels(m, k) with k ≤ m. Indeed,
assume for simplicity thatW = Rn ⊕Q; thenV ⊂ C ⊂ W andT V = V 1

⊕W and we
can define for 0≤ k ≤ m,

(KTS)m,k = {(v, δv, e, δe) ∈ Vm+1 ⊕Wk ⊕ Em+1 ⊕ Ek | (T π)(v,δv)(e, δe) = (e, δe)}.

The projectionKTS
→ (KS)1 : (v, δv, e, δe) 7→ (v, e)maps level(m, k) points to level

m points. We may viewk as the fiber regularity andm as the base regularity. Note that a
point e of Ej of regularitym has regularitym + j as a point inE. The following is one
of our main definitions.

Definition 3.3. A local M-polyfold modelconsists of a pair(O,S) whereO is an open
subset of the splicing coreKS ⊂ V ⊕ E associated with the sc-smooth splicingS =

(π,E, V ). Thetangent of the local M-polyfold model(O,S) is the object defined by

T (O,S) = (KTS
|O1, T S)

whereKTS
|O1 denotes the collection of all points inKTS which project under the

canonical projectionKTS
→ (KS)1 onto the points inO1.

There is the natural projection

KTS
|O1

→ O1 : (v, δv, e, δe) 7→ (v, e).

In the following we shall simply writeO instead of(O,S), but keep in mind thatS is
part of the structure. With this notation the tangentTO = T (O,S) of the open subsetO
of the splicing coreKS is the set

TO = KTS
|O1. (9)

Note that on an open subsetO of a splicing core there is an induced filtration. Hence we
may talk about sc0-maps. We will see in the next section that there is also a well defined
notion of an sc1-map in this setting. We shall see in the applications presented in [6, 7, 11,
12] that analytical limiting phenomena, like bubbling-off, occurring in symplectic field
theory, Gromov–Witten theory and Floer theory are smooth within the splicing world.
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3.2. Smooth maps between splicing cores

The aim of this section is to introduce the concept of an sc1-map between local M-
polyfold models. We will construct the tangent functor and show the validity of the chain
rule. At that point we will have established all the ingredients for building the ‘splicing-
differential geometry’ mentioned in the introduction.

Consider two open subsetsO ⊂ KS ⊂ V ⊕ E andO ′
⊂ KS

′

⊂ V ′
⊕ E′ of splicing

cores belonging to the splicingsS = (π,E, V ) andS ′
= (π ′, E′, V ′). The open subsets

V andV ′ of partial quadrants are contained in the sc-Banach spacesW resp.W ′. Consider
an sc0-mapf : O → O ′.

If O is an open subset of the splicing coreKS ⊂ V ⊕ E we define the subset̂O of
V ⊕ E by

Ô = {(v, e) ∈ V ⊕ E | (v, πv(e)) ∈ O}.

Clearly,Ô is open inV ⊕E and can be viewed as a bundlêO → O overO. This bundle
will be important in Subsection 4.2, where the crucial notion of a filler is introduced.

Definition 3.4. The sc0-continuous mapf : O → O ′ between open subsets of splicing
cores is called ofclass sc1 if the map

f̂ : Ô ⊂ V ⊕ E → W ′
⊕ E′, f̂ (v, e) = f (v, πv(e)),

is of class sc1.

According to the splitting of the image space we set

f̂ (v, e) = (f̂1(v, e), f̂2(v, e)) ∈ KS
′

⊂ W ′
⊕ E′.

Thetangent mapT f̂ associated with the sc1-mapf̂ is defined as

T f̂ (v, δv, e, δe) := (T f̂1(v, δv, e, δe), T f̂2(v, δv, e, δe)). (10)

The mapT f̂ is of class sc0.

Lemma 3.5. The tangent mapT f̂ satisfiesT f̂ (KTS
|O1) ⊂ KTS ′

|O ′1 and hence in-
duces a map

KTS
|O1

→ KTS ′

|O ′1

which we denote byTf . In the simplified notation of(9), we have

Tf : TO → TO ′.

Proof. Denote byπ ′

v′ the family of projections associated with the splicingS ′. Since

f : O → O ′, by definition of the splicing coreKS
′

we have the formula

π ′

f̂1(v,e)
(f̂2(v, e)) = f̂2(v, e).
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Differentiating this identity in the variable(v, e) we obtain

Df̂2(v, e)(δv, δe) = Dv′π ′

f̂1(v,e)
(f̂2(v, e)) ◦Df̂1(v, e)(δv, δe)

+π ′

f̂1(v,e)
◦Df̂2(v, e)(δv, δe). (11)

Set

v′
= f̂1(v, e), e

′
= f̂2(v, e), δv

′
= Df̂1(v, e)(δv, δe), δe

′
= Df̂2(v, e)(δv, δe).

Then (11) implies using the definition (6) of the projection(T π ′)(v′,δv′) associated with
the splicingT S ′ that

(T π ′)(v′,δv′)(e
′, δe′) = (e′, δe′).

So indeedTf (v, δv, e, δe) = (v′, δv′, e′, δe′) ∈ KTS ′

, as claimed. ut

Note that the order of the terms in the tangent mapTf resp.T f̂ of an sc1-mapf :
O → O ′ is different from the order of terms in the classical notation. Writingf =

(f1, f2) according to the splitting of the image space into the distinguished splicing pa-
rameter part and the standard part, the classical notation for the tangent map would be
Tf = ((f1, f2), (Df1,Df2)) whereas our convention isTf = ((f1,Df1), (f2,Df2)).
This rather unorthodox ordering of the data has been chosen so that the tangent of a splic-
ing is again a splicing.

The reader could work out as an example the situation where the splicings have the
constant projection Id.

Theorem 3.6 (Chain rule). LetO,O ′,O ′′ be open subsets of splicing cores and let the
mapsf : O → O ′ andg : O ′

→ O ′′ be of class sc1. Then the compositiong ◦ f is also
of class sc1 and the tangent map satisfies

T (g ◦ f ) = T g ◦ Tf.

Proof. This is a consequence of the sc-chain rule (Theorem 2.16), the definition of the
tangent map and the fact that our reordering of the terms in our definition (10) of the
tangent map is consistent. Indeed, from definition (10) we deduce

T (g ◦ f )(v, δv, e, δe) = (T (ĝ1 ◦ f̂ )(v, e, δv, δe), T (ĝ2 ◦ f̂ )(v, e, δv, δe))

= ((T ĝ1) ◦ (T f̂ )(v, e, δv, δe), (T ĝ2) ◦ (T f̂ )(v, e, δv, δe))

= (T g)(T f̂1(v, e, δv, δe), T f̂2(v, e, δv, δe))

= (T g) ◦ (Tf )(v, δv, e, δe)

and the proof is complete. ut

Given an sc1-mapf : O → O ′ between open sets of splicing cores we obtain, in view
of Lemma 3.5, an induced tangent mapTf : TO → TO ′. SinceTO andTO ′ are again
open sets in the splicing coresKTS andKTS ′

we can iteratively define the notion off to
be ofclass sck and off to be sc-smooth.
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Definition 3.7. LetO be an open subset of a splicing coreKS and (v, e) ∈ O1. The
tangent spacetoO at the point(v, e) is the Banach space

T(v,e)O = {(δv, δe) ∈ W ⊕ E | (v, δv, e, δe) ∈ TO}. (12)

We then have
TO =

⋃
(v,e)∈O1

T(v,e)O.

If f : O → O ′ is a homeomorphism so thatf andf−1 are sc-smooth, our tangent map
Tf defined in (10) induces the linear isomorphism

Tf (v, e) : T(v,e)O → Tf (v,e)O
′.

We recall from Section 3.1 that the spaceTO has a bi-filtration(T O)(m,k) for 0 ≤ k ≤ m,
so that the natural projection

TO → O1

maps level(m, k) points to levelm points and is sc-smooth. The projection mapTO →

O1 is sc-smooth.

3.3. M-polyfolds

Now we are able to introduce the notion of an M-polyfold. The “M” indicates the ‘mani-
fold flavor’ of the polyfold. A general polyfold will be a generalization of an orbifold.

Definition 3.8. LetX be a second countable Hausdorff space. AnM-polyfold chartfor
X is a triple (U, ϕ,S), in whichU is an open subset ofX, S = (π,E, V ) an sc-smooth
splicing andϕ : U → KS a homeomorphism onto an open subsetO of the splicing core
KS ofS. Two charts are calledcompatibleif the transition maps between open subsets of
splicing cores are sc-smooth in the sense of Definition3.4. A maximal atlas of sc-smoothly
compatible M-polyfold charts is called anM-polyfold structureonX.

An M-polyfold is necessarily metrizable by an argument similar to the one used already
for sc-manifolds. Each splicing coreKS carries the structure of an M-polyfold with the
global chart being the identity.

The concept of a mapf : X → X′ between M-polyfolds being of class sc0 or sck or
being sc-smooth is, as usual, defined by means of local charts.

Definition 3.9. The mappingf : X → X′ between two M-polyfolds is called ofclass
sc0 resp.sck or calledsc-smoothif for every pointx ∈ X there exists a chart(U, ϕ,S)
aroundx and a chart(U ′, ϕ′,S ′) aroundf (x) so thatf (U) ⊂ U ′ and

ϕ′
◦ f ◦ ϕ−1 : ϕ(U) → ϕ′(U ′)

is of class sc0 resp. sck or sc-smooth.
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In order to define thetangent spaceTxX of the M-polyfoldX at the pointx ∈ X1, we
proceed as in the case of sc-manifolds in Section 3.3. This time we consider equivalence
classes of multiplets(U, ϕ, S, x, h) in which(U, ϕ, S) is an M-polyfold chart,x is a point
in U1 andh ∈ Tϕ(x)O, whereO = ϕ(U) ⊂ KS is the open set of the splicing core. The
above multiplet is equivalent to(U ′, ϕ′, S′, x′, h′) if x = x′ and if T (ϕ′

◦ ϕ−1)(ϕ(x))h

= h′, where the tangent map

T (ϕ′
◦ ϕ−1)(ϕ(x)) : Tϕ(x)O → Tϕ′(x)O

′

is defined in Section 3.2. The tangent space is now defined as the set of equivalence
classes

TxX = {[U, ϕ, S, x, h] | h ∈ Tϕ(x)O}.

It inherits the structure of a Banach space from the tangent spaceTϕ(x)O. If x ∈ Xm+1,
thenTxX possesses a partial filtration for 0≤ k ≤ m induced from the partial filtration of
Tϕ(x)O. The tangent space at a smooth pointx ∈ X∞ possesses an sc-smooth structure.

Let nowf : X → X′ be a map between M-polyfolds of class sck for k ≥ 1. In two
M-polyfold charts(U, ϕ, S) and(U ′, ϕ′, S′) around the pointsx ∈ U1 andf (x) ∈ U ′

1,
the mapf is represented by the sck-mapψ : ϕ′

◦ f ◦ ϕ−1 : O → O ′ between open
sets of splicing cores. The tangent mapT ψ(x) : Tϕ(x)O → Tψ(x)O

′ defines a unique
continuous linear map

Txf : TxX → Tf (x)X
′

between the tangent spaces, called thetangent mapof f at the pointx, mapping the
equivalence class [U, ϕ, S, x, h] into the class [U ′, ϕ′, S′, f (x), h′] in which

h′
= T (ϕ′

◦ f ◦ ϕ−1)(ϕ(x)) · h.

If x is a smooth point ofX and iff is an sc-smooth map, then the tangent mapTxf is an
sc-operator as defined in Section 2.2.

Let us note the following useful result about sc-smooth partitions of unity.

Theorem 3.10. LetX be an M-polyfold with local models being splicing cores build on
separable sc-Hilbert spaces. (An sc-Hilbert space consists of a Hilbert space equipped
with an sc-structure. It is not required that the Banach spacesEm for m ≥ 1 are Hilbert
spaces.) Assume that(Uλ)λ∈3 is an open covering ofX. Then there exists a subordinate
sc-smooth partition of unity(βλ)λ∈3.

The statement follows along the lines of a proof for Hilbert manifolds in [14]. The product
X × Y of two M-polyfolds is in a natural way an M-polyfold. Indeed, if(U, ϕ,S) and
(W,ψ, T ) are M-polyfold charts forX andY respectively, one obtains the product chart
(U ×W,ϕ × ψ,S × T ) for X × Y , with theproduct splicing

S × T = (π,E, V )× (ρ, F, V ′) = (σ, E ⊕ F, V ⊕ V ′)

whereσ(v,v′) = πv ⊕ ρv′ is the family of projections. There are several possible notions
of sub-polyfolds (we suppress theM in the notation). We shall describe one of them in
Section 3.5 below and refer the reader to [6] for a comprehensive treatment.
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3.4. Corners and boundary points

In this section we will prove the extremely important fact that sc-smooth maps are able to
recognize corners. This will be crucial for the SFT because most of its algebraic structure
is a consequence of the corner structure.

Let X be an M-polyfold. Around a pointx ∈ X we take an M-polyfold chartϕ :
U → KS whereKS is the splicing core associated with the splicingS = (π,E, V ).
HereV is an open subset of a partial quadrantC contained in the sc-Banach spaceW .
By definition there exists a linear isomorphism fromW to Rn ⊕ Q mappingC onto
[0,∞)n ⊕ Q. Identifying the partial quadrantC with [0,∞)n ⊕ Q we shall use the
notationϕ = (ϕ1, ϕ2) ∈ [0,∞)n ⊕ (Q⊕E) according to the splitting of the target space
of ϕ. We associate with the pointx ∈ U the integerd(x) defined by

d(x) = ]{coordinates ofϕ1(x) which are equal to 0}. (13)

Theorem 3.11. The mapd : X → N is well defined and does not depend on the choice
of the M-polyfold chartϕ : U → KS . Moreover, every pointx ∈ X has an open neigh-
borhoodU ′ satisfying

d(y) ≤ d(x) for all y ∈ U ′.

Definition 3.12. The mapd : X → N is called thedegeneracy indexofX.

The mapd will play an important role in our Fredholm theory with operations presented
in [10]. A point x ∈ X satisfyingd(x) = 0 is called aninterior point. A point satisfying
d(x) = 1 is called agood boundary point. A point with d(x) ≥ 2 is called acorner. In
general, the integerd(x) is the order of the corner.

Proof of Theorem 3.11.Consider two M-polyfold chartsϕ : Û ⊂ X → KS andϕ′ :
Û ′

⊂ X → KS
′

such thatx ∈ Û ∩ Û ′. Introducing the open subsetsU = ϕ(Û ∩ Û ′) and
U ′

= ϕ′(Û ∩ Û ′) of KS andKS
′

resp., and settingϕ(x) = (r, a) andϕ′(x) = (r ′, a′)

we define the sc-diffeomorphism8 : U → U ′ by8 = ϕ′
◦ ϕ−1. Obviously,8(r, a) =

(r ′, a′). Now the proof of Theorem 3.11 reduces to the following proposition.

Proposition 3.13. Let S = (π,E, V ) and S ′
= (π ′, E′, V ′) be two splicings having

the parameter setsV = [0,∞)k ⊕ Q and V ′
= [0,∞)k

′

⊕ Q′. Assume thatU and
U ′ are open subsets of the splicing coresKS andKS

′

containing the points(r, a) and
(r ′, a′) with r ∈ [0,∞)k and r ′ ∈ [0,∞)k

′

and assume that the map8 : U → U ′ is
an sc-diffeomorphism mapping(r, a) to (r ′, a′). Thenr andr ′ have the same number of
vanishing coordinates.

Proof. We first prove the assertion under the additional assumption that the pointp0 =

(r, a) belongs toU∞. Then the image pointq0 = (r ′, a′) = 8(p0) belongs toU ′
∞. Denote

by J the subset of{1, . . . , k} consisting of those indicesj for which rj = 0. Similarly,
j ′

∈ J ′
⊂ {1, . . . , k′

} if r ′j = 0. Denoting by]r and]r ′ the cardinalities ofJ andJ ′ we
claim that]r = ]r ′. Since8 is an sc-diffeomorphism it suffices to prove the inequality
]r ≥ ]r ′ since this inequality also has to hold true for the sc-diffeomorphism8−1. Write
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a = (q, e). If π(r,q)(e) = e, then differentiatingπ(r,q) ◦ π(r,q)(e) = π(r,q)(e) in (r, q) one
findsπ(r,q) ◦D(r,q)(π(r,q)(e)) = 0 so thatD(r,q)(πr(e))(δr, δq) is contained in the range
of Id − π(r,q). Therefore, given(r, a) ∈ U∞ satisfyingπ(r,q)(e) = e and givenδr ∈ Rk
andδq ∈ Q∞, there existsδe ∈ E∞ solving

δe = π(r,q)(δe)+D(r,q)(π(r,q)(e))[(δr, δq)]. (14)

In particular, takingδr ∈ Rk with (δr)j = 0 for j ∈ J , and a smoothδq, there exists
δe ∈ E∞ solving the equation (14). This is equivalent to((δr, δq), δe) ∈ (T(r,a)U)∞.
Introduce the path

τ 7→ pτ = (r + τδr, q + τδq, π(r+τδr,q+τδq)(e + τδe))

for |τ | < ρ andρ small. From(r, a) ∈ U∞ andδe ∈ E∞ one concludespτ ∈ U∞.
Moreover, if we considerτ 7→ pτ as a map intoUm for m ≥ 0, its derivative atτ = 0 is
equal to(δr, δq, δe). Fix a levelm ≥ 1 and consider forρ > 0 sufficiently small the map

(−ρ, ρ) → Rk
′

⊕Q′
m ⊕ E′

m : τ 7→ 8(pτ ).

The map8 : U → U ′ isC1 as a map fromUm+1 ⊂ Rk⊕Qm+1⊕Em+1 into Rk′ ⊕Q′
m⊕

E′
m. Its derivatived8(r, q, e) : Rk ⊕Qm+1 ⊕Em+1 → Rk′ ⊕Q′

m⊕E′
m has an extension

to a continuous linear operatorD8(r, q, e) : Rk⊕Qm⊕Em → Rk′ ⊕Q′
m⊕E′

m. Since8
is an sc-diffeomorphism the extensionD8(r, q, e) : Rk ⊕Qm ⊕Em → Rk′ ⊕Q′

m ⊕E′
m

is a bijection. Thus, sinceδq ∈ Q∞ andδe ∈ E∞,

8(pτ ) = 8(p0)+ τ · d8(p0)[δr, δq, δe] + om(τ )

= q0 + τ ·D8(p0)[δr, δq, δe] + om(τ ) (15)

whereom(τ ) is a function taking values inRk′ ⊕Q′

k ⊕E′
m and satisfyingτ−1om(τ ) → 0

asτ → 0. Introduce the sc-continuous linear functionalsλj ′ : Rk′ ⊕Q′
⊕ E′

→ R by

λj ′(s′, q ′, h′) = s′j ′

wherej ′
∈ {1, . . . , k′

}. Then
λj ′ ◦8(pτ ) ≥ 0

for |τ | < ρ andj ′
∈ {1, . . . , k′

}. Applying for j ′
∈ J ′ the functionalλj ′ to both sides of

(15) and using the fact thatλj ′(8(p0)) = λj ′(q0) = 0 for j ′
∈ J ′ we conclude that for

τ > 0,

0 ≤
1

τ
· λj ′ [8(pτ )] =

1

τ
· λj ′ [8(p0)+ τ ·D8(p0)[δr, δq, δe] + om(τ )]

= λj ′ [D8(p0)[δr, δq, δe]] + λj ′

(
om(τ )

τ

)
.

Passing to the limitτ → 0+ we find

0 ≤ λj ′(D8(p0)[δr, δq, δe])
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and replacing(δr, δq, δe) by (−δr,−δa,−δe) we obtain the equality sign. Consequently,

λj ′(D8(p0)[δr, δq, δe]) = 0, j ′
∈ J ′, (16)

for all [δr, δq, δe] ∈ Rk ⊕Q∞ ⊕ E∞ satisfying

π(r,q)(δe)+D(r,q)(π(r,q)(e))[(δr, δq)] = δe

and(δr)j = 0 for all j ∈ J . Introduce the codimension]r subspaceL of the tangent
spaceT(r,q,e)U ⊂ KTS which we may view as a subset ofRk ⊕Q∞ ⊕ E∞ by

L = {(δr, δq, δe) ∈ Rk ⊕Q∞ ⊕ E∞ | π(r,q)(δe)+D(r,q)(π(r,q)(e))(δr, δq) = δe

and (δr)j = 0 for all j ∈ J }.

Then, in view of (16),

D8(r, q, e)L ⊂ {(δr ′, δq ′, δe′) | π ′

(r ′,q ′)(δe
′)+D(r ′,q ′)(π

′

(r ′,q ′)(e
′))(δr ′, δq ′) = δe′

and(δr ′)j ′ = 0 for all j ′
∈ J ′

}.

Because the subspace on the right hand side has codimension]r ′ in T(r ′,q ′,e′)U
′ and since

D8(r, q, e), being a bijection, mapsL onto a codimension]r subspace ofT(r ′,q ′,e′)U
′, it

follows that]r ′ ≤ ]r, as claimed.
Next we shall prove the general case. For this we takep0 = (r, q, e) in U0, so that

the image point(r ′, q ′, e′) = 8(r, q, e) belongs toU ′

0. Arguing by contradiction we may
assume that]r > ]r ′, otherwise we replace8 by 8−1. SinceU∞ is dense inU0 we
find a sequence(r, qn, en) ∈ U∞ satisfyingπ(r,qn)(en) = en and(r, qn, en) → (r, q, e)

in U0. By the previous discussion]r = ]r ′n where(r ′n, q
′
n, e

′
n) = 8(r, qn, en). Since8

is sc-smooth, we have(r ′n, q
′
n, e

′
n) → (r ′, q ′, e′) in U ′

0 andπ ′

(r ′,q ′)
(e′) = e′. From this

convergence we deduce]r ′ ≥ ]r ′n so that]r ′ ≥ ]r, contradicting our assumption. The
proof of Proposition 3.13 is complete. ut

To finish the proof of Theorem 3.11 it remains to show that the functiond is lower
semicontinuous. Assume for the moment that there exists a sequence of pointsxk con-
verging tox so thatd(xk) > d(x). Sinceϕ is continuous, we have the convergence
ϕ1(xk) = (rk1, . . . , r

k
n, q

k) → ϕ1(x) = (r1, . . . , rn, q). If for a given coordinate indexj
the coordinaterkj vanishes for all but finitely manyk, thenrj = 0, and ifrkj > 0 for all
but finitely manyk, thenrj ≥ 0. Henced(xk) ≤ d(x), contradicting our assumption. The
proof of Theorem 3.11 is complete. ut

Definition 3.14. The closure of a connected component of the setX(1) = {x ∈ X |

d(x) = 1} is called afaceof the M-polyfoldX.

Around every pointx0 ∈ X there exists an open neighborhoodU = U(x0) so that every
x ∈ U belongs to preciselyd(x) faces ofU . This is easily verified. Globally it is always
true thatx ∈ X belongs to at mostd(x) faces and the strict inequality is possible.
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Definition 3.15. The M-polyfoldX is calledface structuredif every pointx ∈ X belongs
to preciselyd(x) faces.

This concept is related to some notion occurring in [15].
If X× Y is a product of two M-polyfolds, then one deduces from the definition of the

product structure the following relation between the degeneracy indices:

dX×Y (x, y) = dX(x)+ dY (y).

3.5. Submanifolds

There are many different types of distinguished subsets of an M-polyfold which qualify
as some kind of sub-polyfold. We refer the reader to [6] for a comprehensive discus-
sion, where we introduced three different notions of a sub-polyfold. Among those one
can find sub-polyfolds of locally constant finite dimensions. These occur as solution sets
of nonlinear Fredholm operators. In this paper we only consider the latter and introduce
the notion of a strong submanifold of an M-polyfold. The more general notion of a sub-
manifold requires some more work and is given in [8]. We just note that both types of
submanifolds inherit from the ambient M-polyfold the structure of a smooth manifold.
The strong submanifolds however lie in a better way in the M-polyfold.

We consider two sc-smooth splicings

S = (π,E, V ) and T = (ρ, F, V )

having projectionsπv andρv parametrized by the same open subsetV of a partial quad-
rant. We define theirWhitney sumto be the sc-smooth splicing

S ⊕ T = (π ⊕ ρ,E ⊕ F, V )

defined by the family of projections

(π ⊕ ρ)v(h⊕ k) = (πv(h), ρv(k)), v ∈ V. (17)

One verifies readily that the splicing coreKS⊕T is the fibered sum overV of the splicing
coresKS andKT ,

KS⊕T
= KS ⊕V K

T
= {(v, h, k)) ∈ V ⊕ E ⊕ F | πv(h) = h andρv(k) = k}. (18)

Definition 3.16. The sc-smooth mapf : X → Y between two M-polyfolds is called
a fred-submersionif at every pointx0 ∈ X resp.f (x0) ∈ Y there exists a chart(U, ϕ,
T ⊕ T̂ ) resp.(W,ψ, T ) satisfyingf (U) ⊂ W and

ψ ◦ f ◦ ϕ−1(v, e′, e′′) = (v, e′)

and, moreover, the splicinĝT = (ρ̂, E, V ) has the special property that the projections
ρ̂v do not depend onv and project onto a finite-dimensional subspace ofE.
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Instead of̂T = (ρ̂, E, V ) we may just take the splicing(Id,Rn, V ) wheren is the dimen-
sion of the image of the projectionπ and Id stands for the constant familyv → Id. Hence
we may assume that in the Whitney sumT ⊕ T̂ the latter summand has the special form
and we will indicate that by writing

T ⊕ Rn.

The following result will be used quite often.

Proposition 3.17. If f : X → Y andg : Y → Z are fred-submersions, then the compo-
sitiong ◦ f : X → Z is again a fred-submersion.

Proof. Let y0 = f (x0) andz0 = g(y0). We find special chartsφ andψ aroundx0 andy0,
respectively, so that

ψ ◦ f ◦ φ−1(v, e, e′) = (v, e).

Similarly, we find special chartsα andβ so that

α ◦ g ◦ β−1(w, h, h′) = (w, h).

Define the inverse of a chartγ aroundx0 by

γ−1(w, h, h′, e′) = φ−1(ψ ◦ β−1(w, h, h′), e′).

Then we compute

α ◦ (g ◦ f ) ◦ γ−1(w, h, h′, e′) = α ◦ g ◦ f ◦ φ−1(ψ ◦ β−1(w, h, h′), e′)

= α ◦ g ◦ ψ−1
◦ (ψ ◦ f ◦ φ−1)(ψ ◦ β−1(w, h, h′), e′)

= α ◦ g ◦ ψ−1
◦ (ψ ◦ β−1(w, h, h′))

= α ◦ g ◦ β−1(w, h, h′) = (w, h).

The splicings used for the charts involved are of the formS andS ⊕ (Rn ⊕ Rk). This
completes the proof. ut

The preimages of smooth points under a fred-submersion carry in a natural way the struc-
ture of smooth manifolds.

Proposition 3.18. If f : X → Y is a fred-submersion between two M-polyfolds, then the
preimage of a smooth pointy ∈ Y ,

f−1(y) ⊂ X,

carries in a natural way the structure of a finite-dimensional smooth manifold.

Proof. We can define local charts induced from the charts ofX (exhibitingf as a fred-
submersion). They are defined on open subsets inRn. Heren is locally constant, i.e. only
depends on the connected components ofX. The transition maps are sc-smooth and con-
sequently smooth in the classical sense. In other words, there is a natural system of charts
which define the structure of a smooth manifold onf−1(y). ut
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The above discussion prompts the following useful concept.

Definition 3.19. A subsetN ⊂ X of an M-polyfoldX is called astrong finite-dimension-
al submanifoldofX if the following statements hold true.

(i) N ⊂ X∞.

(ii) For every pointm ∈ N there exists an open neighborhoodU ⊂ X of m, an M-
polyfold Y , and a surjective fred-submersionf : U → Y satisfying

f−1(f (m)) = N ∩ U.

The definition of a finite-dimensional submanifold of an M-polyfold will be given in [8].

4. M-polyfold bundles

In this section we continue with the conceptual framework. First we describe the local
models for strong M-polyfold bundles and smooth maps between them. Then we intro-
duce the notion of a strong M-polyfold bundle.

4.1. Local strong M-polyfold bundles

In this subsection we shall introduce the local models for strong bundles over M-poly-
folds. For this we need a generalization of the notion of splicing where the splicing pro-
jection is parameterized by an open subset of a splicing core. We begin by introducing
these more general splicing definitions.

Definition 4.1. A general sc-smooth splicingis a triple

R = (ρ, F, (O,S)),

where (O,S) is a local M-polyfold model associated with the sc-smooth splicing
S = (π,E, V ) andO is an open subset of the splicing coreKS = {(v, e) ∈ V ⊕ E |

πv(e) = e}. The spaceF is an sc-smooth Banach space and the mapping

ρ : O ⊕ F → F : ((v, e), u) 7→ ρ(v, e, u)

is sc-smooth. Finally, for fixed(v, e) ∈ O, the mapping

ρ(v,e) = ρ(v, e, ·) : F → F

is a projection inL(F ). Sc-smoothness ofρ, of course, means that the map

(v, e, u) 7→ ρ(v, πv(e), u),

which is defined on an open subsetÔ of a partial quadrant in an sc-Banach space, is
sc-smooth.
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The novelty of this definition consists in the requirement that the family of projections is
parameterized by elements of an open subset of a splicing core. Iterating this procedure
we obtain splicings parameterized by open sets in splicing cores of generalized splicings.
Continuing this way we arrive at a hierarchy of splicings of the following types:

(v, e) 7→ (v, πv(e)),

(v, e, u) 7→ (v, πv(e), ρ(v,πv(e))(u)),

(v, e, u,w) 7→ (v, πv(e), ρ(v,πv(e))(u), σ(v,πv(e),ρ(v,πv(e))(u))(w)),

and so on. Hence there aresplicings of type0, which are the original ones, then there are
splicings oftype1, which are the generalized splicings introduced above, and so on. A
type-k splicing can also be viewed as a type`-splicing for everỳ ≥ k. The notion of scr -
smoothness generalizes to these more general splicings. Using open sets of splicing core
of splicings of typek as local models we can constructM-polyfolds of typek the same way
we did in Definition 3.8 for the original M-polyfolds, which now become M-polyfolds of
type 0. In this paper we shall only meet M-polyfolds of type 0 and of type 1.

The tangent of a general sc-smooth splicingR = (ρ, F, (O,S)) is defined, quite
similarly to the case of a splicing, by

TR = (Tρ, T F, (T O, T S)),

which is again a general sc-smooth splicing. The mapTρ : TO ⊕ T F → T F is a family
of projections acting onT F and parameterized by the tangentTO of O. It is defined by

Tρ(w, δw, u, δu) = (ρ(w, u),Dρ(w, u)(δw, δu)).

Herew = (v, e) ∈ O1 ⊂ V1 ⊕ E1 and δw ∈ W ⊕ E so that(w, δw) ∈ TO and
(u, δu) ∈ F 1

⊕ F = T F . Keeping(w, δw) ∈ TO fixed, the map

Tρ(w,δw) : T F → T F

is a projection inL(F1 ⊕ F).
Next we introduce the notion of a strong bundle splicing.

Definition 4.2. A strong bundle splicingis a general sc-smooth splicing

R = (ρ, F, (O,S))

having the following additional property. If(v, e) ∈ Om andu ∈ Fm+1, thenρ((v, e), u)
∈ Fm+1 and the newly defined triple

R1
= (ρ, F 1, (O,S))

is also a general sc-smooth splicing. If we view the strong bundle splicingR only as a
general smooth splicing we denote it byR0.
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Let us note that the complementary splicingRc is a strong bundle splicing as well. From
the above definition we conclude, in particular, that a strong bundle splicingR gives rise
to two general sc-smooth splicings, namelyR0 andR1.

There is a nonsymmetric productE G F of two sc-Banach spacesE andF . This
product is the Banach spaceE ⊕ F equipped, however, with the bi-filtration defined by

(E G F)m,k = Em ⊕ Fk

for pairs(m, k) satisfyingm ≥ 0 and 0≤ k ≤ m+ 1. For a subsetU ⊂ E we can define
U G F in the obvious way.

Thesplicing coreKR of the strong bundle splicingR = (ρ, F, (O,S)) is the set

KR = {(w, u) ∈ O ⊕ F | ρ(w, u) = u}.

SinceR gives us two general splicingsR0 andR1 we have a well defined bi-filtration on
KR by pairs(m, k) satisfying 0≤ k ≤ m + 1 so thatKR can be viewed as a subset of
(V ⊕ E) G F equipped with the induced bi-filtration. More precisely,

KRm,k = {(w, u) ∈ KR | w ∈ Om, u ∈ Fk}

wherem ≥ 0 and 0≤ k ≤ m+ 1. The bundle

KR → O

defined by means of the strong bundle splicingR is called alocal strong bundle. It will
serve as our local model of the strong M-polyfold bundles introduced in the next subsec-
tion.

Remark 4.3. There is a special case which we already briefly mentioned before. Assume
the strong bundle splicingR has the special form

R = (Id, F, (O,S)),

whereS = (Id, E, V ) andO is a relatively open subset ofV ⊕E. In this case the splicing
core is the product

KR = O G F

and we can viewO as a local model for an sc-manifold and the productO GF as a model
for a local strong sc-bundle with baseO.

Associated with the strong bundle splicingR we have the splicing coresKR
0

and
KR

1
, which we denote byKR(0) andKR(1), respectively. They are equipped with the

filtrations
KR(0)m = KRm,m and KR(1)m = KRm,m+1.

The natural projectionKR → O : (w, u) 7→ u is sc-smooth in the sense that the two
projectionsKR(i) → O are sc-smooth fori = 0,1.

We can define the tangentTR of the strong bundle splicing

R = (ρ, F, (O,S))
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as follows. First we consider the underlying strong bundle splicingR0 and take the asso-
ciated tangent splicingTR0,

TR0
= (Tρ, T F, (T O, T S)).

Since we also have the splicingR1, we can take its tangentTR1 given by

TR1
= (Tρ, T (F 1), (T O, T S)).

FromT (F 1) = (T F )1 we conclude that

TR = (Tρ, T F, (T O, T S))

is again a strong bundle splicing in the sense of Definition 4.2. Itssplicing coreKTR is,
as usual, defined by

KTR
= {(w, δw, u, δu) ∈ TO ⊕ T F | Tρ(w, δw, u, δu) = (u, δu)}.

More explicitly, the elements ofKTR are restricted by the following equations forw =

(v, e) ∈ O1 ⊕ E1 andδw = (δv, δe) ∈ W ⊕ E so that(w, δw) ∈ TO and for(u, δu)
∈ T F :

π(v, e) = e,

ρ(w, u) = u,

δe = π(v, δe)+Dvπ(v, e)δv,

δu = ρ(w, δu)+Dwρ(w, u)δw.

Let us observe that fori = 0,1 the following relationships hold for the underlying general
sc-smooth splicings:

(T KR)(i) = KTR(i) = KT (Ri )
= T (KR(i)).

Next we shall define the concept of a strong bundle map of class sck
G between splic-

ing cores of strong bundle splicings. Recall Definition 3.4 for the sc1-class of mappings
between open subsets of splicing cores.

Definition 4.4. If R = (ρ, F, (O,S)) andR′
= (ρ′, F ′, (O ′,S ′)) are two strong bundle

splicings we denote the associated splicing cores byK = KR ⊂ O⊕F andK ′
= KR

′

⊂

O ′
⊕ F ′. Consider a mapf : K → K ′ of the form

f (w, u) = (ϕ(w),8(w, u)),

whereϕ : O → O ′ and8 : O ⊕ F → F ′.

• The mapf is a strong bundle map of class sc0
G, or simply an sc0G-map, if it induces

sc0-mapsK(i) → K ′(i) for i = 0 andi = 1.

• The mapf is a strong bundle map of class sc1
G if it is of class sc0G and if it induces

sc1-mapsK(i) → K ′(i) for i = 0 andi = 1.

Observe thatK(i) andK ′(i) are type-1 M-polyfolds.
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In many cases we require8 to be linear inu. In particular, this is the case when8 occurs
as an isomorphism between local strong M-polyfold bundles.

Next we consider mapsf : K → K ′ between splicing cores of strong bundle splic-
ings of the form as in Definition 4.4. In order to define mapsf : K → K ′ of class sc2G
we proceed as in the sc-case. Assuming thatf is of class sc1G we consider it first as an
sc1-map

f : K(0) → K ′(0)

between splicing cores. Its tangent mapTf is described by the formula

Tf (w, δw, u, δu) = (ϕ(w),Dϕ(w)δw,8(w, u),D8(u,w)(δw, δu)).

Sincef is also an sc1-map

f : K(1) → K ′(1)

the tangent formula above defines two maps

Tf : TKR(i) = KTRi

→ TKR
′

(i) = KTR′i

for i = 0,1 which are sc0-continuous. Therefore they define a map

Tf : TKR → TKR
′

between splicing cores of strong bundle splicings which is of class sc0
G. It is called the

tangent mapof the sc1G-mapf .
If this tangent mapTf is of class sc1G as defined above, then the mapf : K → K ′

is called ofclass sc2G. Proceeding inductively as in the sc-case one defines the mappings
f : K → K ′ of class sckG for k ≥ 1 and also the scG-smooth mappings. Let us finally note
that the chain rule also holds for strong bundle maps.

Theorem 4.5 (Chain rule for strong bundle maps). Letf : K|O → K ′ andg : K ′
|O ′

→ K ′′ be two strong bundle maps of class sc1
G between local strong bundles so that the

image off is contained in the domain ofg. Then the compositiong ◦ f is also a strong
bundle map of class sc1

G and the tangent maps satisfy

T (g ◦ f ) = T g ◦ Tf.

A note of caution: as before the order of terms in the tangent mapTf of an sc1G-map is
different from their order in the classical theory.

Associated with the strong bundle splicingR we have the local strong bundlep :
K → O. An sc-smooth section of the bundlep is just an sc-smooth section of the under-
lying bundleK(0) → O. The vector space of sc-smooth sections is denoted by0(p). In
addition, there is a different class of sections called sc+-sections. An sc-smooth sectionf
is called ansc+-sectionif it defines an sc-smooth section of the bundleK(1) → O. We
denote the collection of sc+-sections by0+(p).
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4.2. Fillability and fillers

Considering the local strong bundlep : KR → O associated with a strong bundle
splicingR, we investigate the coherence in the jumps of the space dimensions in the base
and the fibers.

We start with a strong bundle splicingR = (ρ, F, (O,S)). The splicingS is the
triple (π,E, V ) in which V is an open subset of a partial quadrantC contained in the
sc-Banach spaceW . The setO is an open neighborhood of the origin in the splicing core
KS = {(v, e) ∈ V ⊕ E | πv(e) = e}. If

s : O → V

is the sc-smooth map defined bys(v, e) = v, we shall abbreviate bys∗π : O×E → E the
compositions∗π(v, e, u) = π(s(v, e), u) = π(v, u) and introduce the general sc-smooth
splicings∗Sc, having the splicing parameter setO, by

s∗Sc = (1 − s∗π,E,O).

Its splicing core is the set

Ks∗Sc
= {(v, e, u) ∈ O ⊕ E | πs(v,e)(u) = 0}

= {(v, e, u) ∈ V ⊕ E ⊕ E | (v, e) ∈ O, πv(e) = e and(1 − πv)(u) = u}.

In view of the splittingE = πv(E)⊕(1−πv)(E), the splicing coreKs∗Sc can be naturally
identified with the following open subset̂O of V ⊕ E:

Ô = {(v, e) ∈ V ⊕ E | (v, πv(e)) ∈ O}.

We have the natural projection

a : Ks∗Sc
→ O : (v,w) 7→ (v, πv(w))

and we can viewa : Ks∗Sc
→ O as a bundle (of course, not as a strong bundle). The

fibera−1(v, e) over the point(v, e) ∈ O is the Banach space

a−1(v, e) = {(v, e + w) | w ∈ E, πv(w) = 0} = {(v, e)} × ker(πv).

The strong bundle splicingR comes together with its complementary strong bundle splic-
ing Rc

= (1 − ρ, F, (O,S)) giving rise to the local strong bundleb : KR
c

→ O. We
are interested only in the underlying bundle

b : KR
c

(0) → O

associated with the general sc-smooth splicing(Rc)0.
The following concept of a filler turns out to be very useful in the applications.
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Definition 4.6. LetR be a strong bundle splicing andRc the associated complementary
strong bundle splicing. Consider the two bundles overO,

a : Ks∗Sc
→ O and b : KR

c

(0) → O.

Then afiller for R is an sc-diffeomorphism

f c : Ks∗Sc
→ KR

c

(0)

between the complementary bundle pairs, which is linear in the fibers and covers the
identity mapO → O. (It is, in particular, a bundle isomorphism.)

Definition 4.7. The strong bundle splicingR is fillable if there exists a filler forR.

Being fillable is a property of the strong bundle splicingR.
A filler f c : Ks∗Sc

→ KR
c
(0) has the the form

f c : (v, e, u) 7→ (v, e, fc(v, e, u))

where(v, e) ∈ O and whereu ∈ E satisfiesπv(u) = 0. The principal partfc(v, e, u) ∈ F

satisfiesρ(v,e)(fc(v, e, u)) = 0. In view of the identitye = πv(e)+ (1 − πv)(e) in E, the
principal partfc can be viewed as an sc-smooth map

Ô → F : (v, e) 7→ fc(v, e)

satisfyingρ(v,πv(e))(f
c(v, e)) = 0.

4.3. Strong M-polyfold bundles

In order to introduce strong M-polyfold bundles we consider a surjective sc-smooth map
p : Y → X between two M-polyfolds. The M-polyfoldY is of type-1 andX of type-0.
We assume in addition that for everyx ∈ X, the preimagep−1(x) = Yx , called the fiber
overx, carries the structure of a Banach space.

Definition 4.8. Letp : Y → X be as just described. Astrong M-polyfold bundle chart
for the bundlep : Y → X is a triple (U,8, (KR,R)). HereU ⊂ X is an open set
andR = (ρ, F, (O,S)) a strong bundle splicing with the local model(O,S) of the
polyfoldX. The map8 is an sc-diffeomorphism

8 : p−1(U) → KR

which is linear on the fibers and covers the sc-diffeomorphism

ϕ : U → O

so thatpr1 ◦8 = ϕ ◦ p. Moreover, the maps8 resp.ϕ are smoothly compatible with the
M-polyfold structures onY andX, respectively.

p−1(U)
8

−−−−→ KR

p

y ypr1

U
ϕ

−−−−→ O
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Recall thatS = (π,E, V ) is an sc-smooth splicing whereV is an open subset of a partial
quadrant in an sc-smooth Banach spaceW . The setO is an open subset of the splicing
coreKS = {w = (v, e) ∈ V ⊕ E | π(v, e) = e} while the splicing coreKR over the
baseO is defined byKR = {(w, u) ∈ O ⊕ F | ρ(w, u) = u} whereF is an sc-smooth
Banach space.

Definition 4.9. Two M-polybundle charts(8, ϕ) and (9,ψ) are calledscG-compatible
if the transition map

9 ◦8−1 : KR|ϕ(U ∩ U ′) → KR
′

|ψ(U ∩ U ′)

between their splicing coresKR andKR
′

is an scG-smooth strong bundle map.
An M-polybundle atlasconsists of a family of M-polybundle charts(U,8, (KR,R))

so that the underlying open setsU coverX and the transition maps are scG-smooth strong
bundle maps. A maximal smooth atlas of M-polybundle charts is called anM-polybundle
structureand the bundlep : Y → X is called astrong M-polyfold bundle.

Definition 4.10. A strong M-polyfold bundlep : Y → X is calledfillable if around every
point q ∈ X, there exists a compatible strong M-polyfold bundle chart(U,8, (KR,R))
whose strong bundle splicingR is fillable.

It turns out that all strong bundles occurring in the applications we have in mind have this
property.

Note that in general the tangent bundleTX → X1 is not a strong M-polyfold bundle.
Given the strong polyfold bundlep : Z → X having the baseX and the sc-smooth

mapf : Y → X between M-polyfolds one defines the (algebraic) pullback (or induced)
bundle

p′ : f ∗Z → Y

having the baseY as follows. One takes the setf ∗Z = {(y, z) ∈ Y × Z | p(z) = f (y)}

and the two projection mapsp′(y, z) = y andf ′(y, z) = z, so that the diagram

f ∗Z
f ′

−−−−→ Z

p′

y yp
Y

f
−−−−→ X

commutes.

Proposition 4.11. If p : Z → X is a strong M-polyfold bundle andf : Y → X is an
sc-smooth map between M-polyfolds, then the pullback bundlep′ : f ∗Z → Y carries a
natural induced structure of a strong M-polyfold bundle whose base is the M-polyfoldY .

Proof. Choose a point(y0, z0) ∈ f ∗Z so thatf (y0) = p(z0) = x0 ∈ X. Take a strong
M-polyfold bundle chart forp : Z → X denoted by(U,8, (KR,R)),

p−1(U)
8

−−−−→ KR

p

y ypr1

U
ϕ

−−−−→ O
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so that the open setU ⊂ X contains the pointx0. The strong bundle splicingR =

(ρ, F, (O,S)) is associated with the local model(O,S) of the polyfoldX, whereO
is an open subset of the splicing coreKS of the splicingS = (π,E, V ). Take now an
M-polyfold chartψ : U ′

→ O ′ around the given pointy0 ∈ U ′
∈ Y , associated with

the local model(O ′,S ′) of the M-polyfoldY , whereO ′
⊂ KS

′

is an open subset of the
splicing core of the sc-smooth splicingS ′

= (π ′, E′, V ′). ChooseU ′
⊂ Y so small that

f (U ′) ⊂ U . Define the strong bundle splicingR′
= (ρ′, F, (O ′,S ′)) by means of the

sc-smooth mapρ′ : O ′
⊕ F → F given as

ρ′(v′, u) := ρ(ϕ ◦ f ◦ ψ−1(v′), u).

The strong M-polyfold bundle chart for the bundlep′ : f ∗Z → Y is now the triple
(U ′, 9, (KR

′

,R′)) with the homeomorphism

9 : f ∗Z|U ′
→ KR

′

|O ′

defined as
9(p′−1(y)) = 8(p−1(f (y)))

for all y ∈ U ′
⊂ Y . We have the diagram

p′−1(U ′)
9

−−−−→ KR
′

p′

y ypr1

U ′
ϕ

−−−−→ O ′

One can verify that the transition maps between two such strong M-polyfold bundle charts
are scG-smooth. This finishes the proof of Proposition 4.11. ut

4.4. Sections and linearizations

Assume thatp : Y → X is a strong M-polyfold bundle over the M-polyfoldX. We denote
the space of sc-smooth sections by0(p). In addition there is the distinguished space of
sc+-sections which we denote by0+(p).

The sectionf is an sc+-section if its local representations in the strong M-
polyfold bundle charts are sc+-sections as defined at the end of Section 4.1 above. If
(U,8, (KR,R)) is such a strong M-polyfold bundle chart, the local representation of
the sectionf of the bundlep : Y → X is the sectiong of the strong local bundle
KR → O defined as the push-forward off by

g(w) = 8 ◦ f ◦ ϕ−1(w),

wherew ∈ O. By definition, the map8 : p−1(U) → KR is an sc-diffeomorphism
which is linear in the fibers and which covers the sc-diffeomorphismϕ : U → O where
O is an open subset of the splicing coreKS = {(v, e) | πv(e) = e} belonging to the
splicingS = (π,E, V ). Associated with the strong bundle splicingR = (ρ, F, (O,S))
we have the splicing coreKR = {(w, u) ∈ O ⊕ F | ρ(w, u) = u}.
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Next we choose a smooth pointq ∈ X. Generalizing a trivial classical fact for
vector bundles we can identify naturally the tangent spaceT0qY at the zero element
0q = 8−1(ϕ(q),0F ) with the sc-Banach spaceTqX ⊕ Yq whereYq = p−1(q) is the
fiber. Sinceq is a smooth point we may assume in the following thatϕ(q) ∈ O is equal
to 0, so that8(0q) = (0,0) ∈ KR ⊂ O ⊕ F . The identificationT0qY ↔ TqX ⊕ Yq
corresponds in the local coordinates to the identification

(0, δw,0, δu) ↔ ((0, δw), (0, δu))

of the elements in the tangent spaceT(0,0)KR ⊂ T0O ⊕ T0F . We shall denote byPq :
T0qY ' TqX ⊕ Yq → Yq the projection.

Given a sectionf ∈ 0(p) which vanishes at the smooth pointq ∈ X we define,
following the classical recipe, thelinearizationf ′(q) by

f ′(q) : TqX → Yq : h 7→ Pq ◦ Tf (q)h.

As in the case of vector bundles there is generally no intrinsic notion of a linearization of
a section at an arbitrary pointq at whichf (q) does not vanish. In our case withY → X

being a strong bundle we have, however, some additional structure. This will allow us
to define a linearization at an arbitrary smooth point which is unique up to a linear sc+-
operator.

In order to do this, we consider the sc-smooth sectionf ∈ 0(p) and look at the
smooth pointq ∈ X. Its imagey = f (q) is a smooth point inY and we claim that there
exists an sc+-sections defined nearq and satisfyings(q) = f (q).

Indeed, if the coordinate representation of the sectionf is given byg(w) = (w,g(w))
and if q corresponds tow0, theng(w0) is a smooth point in the sc-Banach spaceF sat-
isfying ρ(w0,g(w0)) = g(w0). Now define in the local coordinates the sections by
s(w) = (w, ρ(w,g(w0))). It satisfiess(w0) = g(w0) and is indeed an sc+-section be-
cause the projectionsρ belong to a strong bundle splicing as defined in Definition 4.2.

Now take any sc+-sections of the bundleY → X defined nearq and satisfying
s(q) = f (q). Then the sectionf − s is defined nearq and vanishes atq. We define the
linearizationf ′

s (q) by

f ′
s (q) : TqX → Yq : h 7→ Pq ◦ T (f − s)(q)h.

Next we investigate to what extentf ′
s (q) depends on the choice ofs. Assume therefore

thats andt are sc+-sections defined nearq and satisfyings(q) = t (q) = f (q). Then, by
definition,

f ′
s (q) = Pq ◦ T (f − s)(q) = Pq ◦ T (f − t + (t − s))(q)

= Pq ◦ T (f − t)(q)+ Pq ◦ T (t − s)(q) = f ′
t (q)+ Pq ◦ T (t − s)(q).

It remains to understand the perturbation termPq ◦T (t−s)(q). For this we observe that it
suffices to understandPq ◦ T s(q) for an sc+-sections defined in a neighborhoodU ⊂ X

of q and vanishing atq. Sinces is an sc+-section of the bundlep : Y |U → U , its tangent
T s is an sc+-section ofTp : T (Y |U) → T U . Hence the composition

Pq ◦ T s(q) : TqX → Yq ,
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which in local coordinates is given by

(0, δw) 7→ (0, δw,0,Ds(0)δw) 7→ (0,Ds(0)δw),

is an sc+-operator.

Definition 4.12. Let [f, q] be the germ of a sectionf of the strong bundlep : Y → X

around the smooth pointq. Let [s] be the germ of an sc+-section aroundq which satisfies
s(q) = f (q). Then thelinearizationof [f, q] with respect to[s] is defined by

f ′

[s](q) = Pq ◦ T (f − s)(q).

The above discussion is now summarized in the following proposition.

Proposition 4.13. Let [f, q] be an sc-smooth section germ of the bundlep : Y → X near
a smooth pointq. Then two linearizationsf ′

[s](q) andf ′

[t ](q) differ by an sc+-operator.
In particular, if one linearization is sc-Fredholm so are all others.

The last statement follows from Proposition 2.11. This allows us to introduce the follow-
ing definition.

Definition 4.14. An sc-smooth section of the strong M-polyfold bundlep : Y → X is
linearized Fredholm at the smooth pointq provided a linearization at the pointq is sc-
Fredholm. We sayf is linearized Fredholmif this holds at all smooth pointsq.

If f is linearized Fredholm andq a smooth point, we define the index Ind(f, q) ∈ Z by

Ind(f, q) := i(f ′

[s](q)).

In view of Proposition 4.13 this is well defined. Herei denotes the Fredholm index.
Another consequence of the previous discussion is the following.

Proposition 4.15. Assume thatp : Y → X is a strong M-polyfold bundle andf ∈ 0(p)

an sc-smooth section which is linearized Fredholm. Then the sectionf + s for any sc+-
section in0+(p) is linearized Fredholm.

If a strong M-polyfold bundlep : Y → X is fillable one can construct for every sc-
smooth sectionf near a smooth pointq ∈ X a filled section. This will be important for
the Fredholm theory developed in [8]. To carry out this construction we assume thatf is
an sc-smooth section of the bundlep : Y → X andq ∈ X∞. We pick a fillable strong
bundle coordinate

8 : Y |U → KR

defined on an open neighborhoodU of q and covering the sc-diffeomorphismϕ : U→O.
Let

f c : Ks∗Sc
→ KR

c

(0)

be a filler for the strong bundle splicingR = (ρ, F, (O, (π,E, V ))). The principal part
of f c gives us an sc-smooth map

fc : Ô → F : (v, e) 7→ fc(v, e)

satisfyingρ(v,πv(e))(f
c(v, e)) = 0. Recall thatÔ stands for the open subset ofV ⊕ E

defined byÔ = {(v, e) ∈ V ⊕ E | (v, πv(e)) ∈ O}. The push-forward8∗f is a section
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of the local strong bundleKR → O. Its principal part has a natural extension to the open
setÔ which we denote byf. It satisfies

ρ(v,πv(e))(f(v, e)) = f(v, e).

Finally, we introduce the sc-smoth mapf : Ô → F by

f(v, e) = f(v, e)+ fc(v, e),

which can be viewed as the principal part of an sc-smooth sectionf̄ of the bundleÔ G F

→ Ô.

Definition 4.16. The sectionf̄ is called afilled versionof f nearq and f is called its
principal part, i.e.

f̄ (v, e) = ((v, e), f(v, e)).

Let us observe that̄f (v, e) = 0 if and only if f(v, e) = 0 andfc(v, e) = 0. Sincef c is
a filler we deduce fromfc(v, e) = 0 that(1 − πv)(e) = 0, implyingπv(e) = e so that
(v, e) ∈ O and8∗f (v, e) = 0. Henceϕ−1(v, e) is a zero of the sectionf . Consequently,
a filled version still describes in local coordinates precisely the solution set off over the
setU .

Assume again thatp : Y → X is a fillable strong M-polyfold bundle andf an
sc-smooth section. Suppose thatf̄ is a filled version representing the sectionf |U as a
section of the bundlêO G F → Ô. We will prove the following result.

Proposition 4.17. For a smooth pointq ∈ U corresponding to the point(v, e) ∈ O the
linearizationf ′

[s](q) : TqX → Yq is sc-Fredholm if and only if the linearization of the

filled versionf̄ ′

[t ](v, e) : T(v,e)Ô → F is sc-Fredholm. In this case the Fredholm indices
are the same.

Proof. Without loss of generality we may assume thatf (q) = 0 ands = 0. Using fillable
strong bundle coordinates8 : Y |U → KR coveringϕ : U → O we may assume without
loss of generality thatf is an sc-smooth section of the bundle

p : KR → O

satisfying 0∈ O andf (0) = 0. Thenf has the form

O → KR : (v, e) 7→ ((v, e), f̂ (v, e)).

Using its principal part̂f we can define an sc-smooth map

f : Ô → F : (v, e) 7→ f̂ (v, πv(e)),

which satisfiesρ(v,πv(e))(f(v, e)) = f(v, e). The open subset̂O of V ⊕E can be naturally
identified with the splicing coreKs∗Sc , as we have seen in Section 4.2. Since the strong
bundle splicingR is fillable, we have the existence of a bundle isomorphism (linear in the
fibers)

Ks∗Sc
→ KR

c

(0)

over the setO which gives us the sc-smooth filler

fc : Ô → F
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satisfyingρ(v,πv(e))(f
c(v, e)) = 0. In addition, for fixed(v, e) ∈ O the mapr 7→

fc(v, e + r) is a linear isomorphism between the Banach spaces ker(πv) and ker(ρ(v,ev)).
Finally, the principal part of the locally filled section is the sc-smooth map

f : Ô → F : (v, e) 7→ f(v, e)+ fc(v, e).

Sincef (0,0) = 0, the linearization of the sectionf of the bundleKR → O at the point
(0,0) ∈ O,

f ′(0,0)) : T(0,0)O → ker(1 − ρ(0,0)) = p−1(0,0),

is equal toDf(0,0)|T(0,0)O. We have to compare it to the linearizationDf̄(0,0) : W ⊕

E → F . HereW is the sc-Banach space containing the relatively open neighborhoodV

of 0 in a partial quadrantC ⊂ W . According to the splittingE = π0(E)⊕ (1 − π0)(E)

we shall splitδe ∈ E into δe = (δa, δb) so that the tangent space at the point(v, e) =

(0,0) ∈ O becomesT(0,0)O = {(δw, δe) ∈ W ⊕ E | π0(δe) = δe} = {(δw, δa) ∈

W ⊕ π0(E)} and compute

Df̄(0,0)(δw, δe)

= Df(0,0)(δw, δe)+Dfc(0,0)(δw, δe)

= Df(0,0)(δw, δa)+Df(0,0)(0, δb)+Dfc(0,0)(δw, δa)+Dfc(0,0)(0, δb)

= Df(0,0)(δw, δa)+Dfc(0,0)(δw, δa)+Dfc(0,0)(0, δb)

=: f ′(0,0)(δw, δa)+ B(δw, δa)+ C(δb).

We have concluded from the identityf(v, e) = f(v, πv(e)) that

Df(0,0)(0, δb) = 0.

In addition, since for fixedv the mapfc(v, πv(e)+ (1 − πv)(e)) is linear in(1 − πv)(e),
we conclude thatDfc(0,0)(0, δb) = fc(0, δb). Since(0,0) ∈ O is a smooth point, the
map

C : ker(π0) → ker(ρ(0,0)) : δb 7→ fc(0, δb)

is a linear sc-isomorphism, by the definition of a filler. The sc-operatorW ⊕ ker(π0) →

ker(ρ(0,0)) defined by(δw, δa) → Dfc(0,0)(δw, δa) vanishes.
Hence our total linear sc-operatorDf(0,0) has the matrix form[

(δw, δa)

δb

]
7→

[
f ′(0,0) 0

0 C

]
·

[
(δw, δa)

δb

]
,

whereC is an sc-isomorphism. An sc-operator of this form is sc-Fredholm if and only if
the linearizationf ′(0,0) is sc-Fredholm. In that case the Fredholm indices are the same.
This completes the proof. ut

What we discussed in this paper is a minimal set of concepts needed to develop a Fred-
holm theory. The next paper will contain a treatment of implicit function theorems in the
splicing context.

We refer the reader to the upcoming volume [6] for a more exhaustive list of splicing
constructions and constructs.
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