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1. Introduction and statement of the theorem

The nonlinear random Schrödinger equation

We seek time quasi-periodic solutions to the nonlinear random Schrödinger equation

i
∂

∂t
u = (ε1+ V )u+ δ|u|2pu (p > 0) (1.1)

onZd × [0,∞), where 0< ε, δ � 1,1 is the discrete Laplacian:

1ij =

{
1, |i − j |`1 = 1,

0, otherwise,
(1.2)

andV = {vj }j∈Zd , the potential, is a family oftime independentindependent identically
distributed (i.i.d.) random variables with common distributiong = g̃(vj )dvj , g̃ ∈ L∞.

We also assume suppg is a bounded set. The probability space is taken to beRZd with
measure ∏

j∈Zd
g(vj ) =

∏
j∈Zd

g̃(vj )dvj , g̃ ∈ L∞. (1.3)

V = {vj }j∈Zd serve as parameters for the nonlinear problem in (1.1).
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Given an initial conditionu(0) in `2(Zd), one of the central questions is whetheru(t)

remains localized for allt , i.e., if u(0) ∈ `2(Zd), for all κ, can one findR such that

‖u(t)‖`2({Z\[−R,R]}d ) < κ, ∀t? (1.4)

(From now on, we write| | for | |`1, and‖ ‖ for ‖ ‖`2.) Whenε = δ = 0, the answer
to (1.4) is affirmative. Sinceu(0) =

∑
j∈Zd aj δj with aj → 0 as|j | → ∞, u(t) =∑

j∈Zd aj δj e
−ivj t is almost-periodic (infinite number of frequencies) and the upper bound

in (1.4) is trivially satisfied.
In this paper, for appropriate initial conditionsu(0), we construct time quasi-periodic

solutions to (1.1). So the answer to (1.4) is affirmative for suchu(0)’s. This is the content
of the Theorem and its Corollary.

Before we enter into the heart of the matter, we first address question (1.4) for

The linear random Schrödinger equation

Whenδ = 0, (1.1) reduces to the linear random Schrödinger equation:

i
∂

∂t
u = (ε1+ V )u =: Hu (1.5)

on Zd × [0,∞). When 0< ε � 1, it is well known from the works in [AFHS, AM,
vDK, FMSS, FS, GB, GK, GMP] etc. that the upper bound in (1.4) is satisfied. This
is customarily calledAnderson localization(A.L.) after the physicist P. Anderson [An].
Since the potential is time independent:V (j, t) = V (j), properties of time evolution
can be deduced from the spectral properties ofH , which we summarize below. For more
details, see the Appendix.

Let σ(H) be the spectrum ofH . ForH defined in (1.5),

σ(H) = [−2εd,2εd] + suppg, a.s. (1.6)

(recall the probability space defined in (1.3)) [CFKS, PF]. If 0< ε � 1 and the proba-
bility measure satisfies (1.3), then almost surely the spectrum ofH is (dense) pure point,
σ(H) = σpp(H), with exponentially localized eigenfunctionsφj , j ∈ Zd .

Givenu(0) ∈ `2(Zd), we decomposeu(0) asu(0) =
∑
j∈Zd ajφj . So

u(t) =

∑
j∈Zd

ajφj e
−iωj t , (1.7)

whereωj are the eigenvalues for the eigenfunctionsφj . Thusu(t) is almost-periodic and
satisfies the upper bound in (1.4). So equation (1.5) has A.L.

Some motivations for studying equation (1.1)

Schr̈odinger equations describe physical systems which typically correspond to ann-body
problem. The linear equation in (1.5) is a 0th order approximation, where then-body inter-
action is lumped into the effective potentialV . Quantum mechanically,|u|2 is interpreted
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as particle density, so the nonlinear term in (1.1) can be interpreted as modeling particle-
particle interaction. (The nonlinear term in (1.1) can be more general and of convolution
type. It will not affect our construction below.) This is sometimes called the Hartree–Fock
approximation (cf. [LL, O, Sh]) and is a first order approximation to the originaln-body
problem. This is our first motivation to study (1.1). Other physical motivations along this
line appear in [FSW].

In particular, our method permits us to construct quasi-periodic solutions for the
Landau–Lifschitz equations for nonlinear classical spin waves with a large random ex-
ternal magnetic field,

Ṡj = Sj × [(1S)j + hj ] (j ∈ Zd)

whereSj are unit vectors inR3 andhj = Vj Ee3 say, withV = (Vj )j∈Zd a large random
potential.

As explained in [FSW], we may then seek for a solutionSj ≈ e3 and the perturba-
tion is subject to an equation of the form (1.1), but with a nearest neighbor convolution
nonlinearity instead of the local one|u|2pu (see [FSW] for details). As mentioned before,
(1.1) was chosen as a model but the method described in the paper is sufficiently robust
to cover in particular any nonlinearity with finite range interactions.

Our second motivation originates from KAM type stability questions for infinite-
dimensional dynamical systems. (For results in the standard KAM context, see e.g. [E].)
(1.1) is a Hamiltonian PDE. It can be recast as the equation of motion corresponding to
a Hamiltonian of a perturbedZd -system of coupled harmonic oscillators with i.i.d. ran-
dom frequencies (see (2.2, 2.3)). Whenδ = 0, the linear system has pure point spectrum:
σ(H) = σpp(H). This corresponds to the KAM tori scenario. A natural question is the
stability of such invariant tori under small (0< δ � 1) perturbations, which leads to
construction of quasi-periodic or almost-periodic solutions to (1.1).

Remark. Previously in [AF, AFS], solutions to the nonlinear eigenvalue problem

(ε1+ V )φ + δ|φ|
2pφ = Eφ on`2(Zd)

were found, which give the time periodic solutions to (1.1) of the particular form

u(j, t) = φ(j)e−iEt .

A sketch of the construction

We expand in the Fourier basisein·ωtδk(j), and as an ansatz, seek solutions of the form

u(`, t) =

∑
(j,n)∈Zd+ν

û(j, n)ein·ωtδj (`), (1.8)

with the initial condition

u(`,0) =

ν∑
k=1

akδk(`) satisfying
ν∑
k=1

|ak| � 1, (1.9)

where we have identifiedδk with δjk (k = 1, . . . , ν), jk ∈ Zd . The unperturbed frequen-
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cies are thereforeω = ω(V) = V ∈ Rν , whereV := {vjk }
ν
k=1 are the random potentials

at sitesjk ∈ Zd .
Substituting (1.8) into (1.1), we obtain the following equation for the Fourier coeffi-

cients:
(n · ω + ε1j + Vj )û(j, n)+ δ[(û ∗ v̂)∗p ∗ û](j, n) = 0, (1.10)

wherev̂(j, n) = ¯̂u(j,−n), the convolution∗ is in then variable only,∗p denotes thep-
fold convolution and we added the subscriptj to operators that originated from̀2(Zd).
We also write the equation for̂v:

(−n · ω + ε1j + Vj )v̂(j, n)+ δ[(û ∗ v̂)∗p ∗ v̂](j, n) = 0. (1.11)

Combining (1.10, 1.11), we then have a closed system of equations fory =
(
û
v̂

)
, which

we write as
F(y) = 0. (1.12)

Equation (1.12) is aZd+ν system of equations. Lety0 = y(t = 0). Then

suppy0 = {jk, −ek}
ν
k=1 ∪ {jk, ek}

ν
k=1, (1.13)

whereek are the unit vectors ofZν . We seek solutions to (1.12) withy fixed at the initial
condition on suppy0, i.e., û(jk,−ek) = ak, v̂(jk, ek) = āk, k = 1, . . . , ν (cf. (2.8)). We
make a Lyapunov–Schmidt decomposition as in [B1,3, CW1,2]. Lety0 = y(t = 0). The
equations

F(y) = 0|Zd+ν\suppy0
on`2(Zd+ν \ suppy0)

are the so calledP -equations, the rest are theQ-equations. TheP -equations are used to
determiney(j, n) on {suppy0}

c. On suppy0, y(j, n) are held fixed at the initial condition
from (1.9). Instead theν Q-equations determineω = ω(V).

We use a Newton scheme to solve theP -equations (for more details, see Section 3).
This leads to investigate the invertibility of the linearized operatorsF ′

i (yi), whereyi is
the ith approximate solution, andF ′

i is F ′ restricted to [−M i+1,M i+1]d+ν (i ≥ 0) for
appropriateM.

The random potentialsV = {vjk }
ν
k=1 ∈ Rν are the parameters in the problem. Invert-

ibility of F ′

i (yi) is ensured by appropriate incisions in the probability spaceRν . Similar
to the linear case in [BW], this is done by using semi-algebraic set techniques to control
the complexity of the singular sets and a Cartan type theorem for analytic matrix-valued
functions to control the measure.

The main difference from the linear case in [BW] is thatF ′

i are evaluated at differ-
entyi . But due to rapid convergence of the Newton scheme, made possible by estimates
onF ′

i′
(yi′) for i′ < i, this is within the margin of estimates.

Solving theP -equations iteratively is the main part of the work. The solutions to the
P -equations are then substituted into theQ-equations to determineω = ω(V) iteratively
by using the implicit function theorem. We obtain time quasi-periodic solutions to (1.1) of
the form (1.8), which are exponentially localized (both in the spatial and Fourier space) to
the initial condition (1.9), with modified frequenciesω = ω(V), which are (ε + δ)-close
to the unperturbed frequenciesV = {vjk }

ν
k=1.

We therefore have
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Statement of the Theorem

Theorem. Consider the nonlinear random Schrödinger equation

i
∂

∂t
u = (ε1+ V )u+ δ|u|2pu (p ∈ N+), (1.14)

where1 is the discrete Laplacian defined in(1.2), andV = {vj }j∈Zd is a family of i.i.d.

random variables with common distributiong satisfying(1.3). Fix jk ∈ Zd , k = 1, . . . , ν.
LetR = {jk}

ν
k=1 ⊂ Zd andV = {vα}α∈R ∈ Rν . Consider an unperturbed solution of

(1.14)with ε, δ = 0,

u0(y, t) =

ν∑
k=1

ake
−ivjk tδjk (y),

with
∑ν
k=1 |ak| sufficiently small. Leta = {ak}

ν
k=1.

For 0 < ε � 1, there existsXε ⊂ RZd
\ Rν of positive probability such that for

0< δ � 1, if we fixx ∈ Xε , there exist a Cantor setGε,δ(x; a) ⊂ Rν of positive measure
and a smooth functionω = ωε,δ(V; a) defined onGε,δ(x; a) such that ifV ∈ Gε,δ(x; a),
then

uε,δ,x(y, t) =

∑
(j,n)∈Zd+ν

û(j, n)ein·ωtδj (y) (1.15)

is a solution to(1.14)satisfying

û(jk,−ek) = ak, k = 1, . . . , ν,∑
(j,n)/∈S

ec(|n|+|j |)
|û(j, n)| <

√
ε + δ,

|ω − V| < c(ε + δ),

(1.16)

for somec > 0, where{ek}
ν
k=1 are the basis vectors forZν andS = {jk,−ek}

ν
k=1 ⊂

Zd+ν . The setsXε andGε,δ(x; a) satisfy

ProbXε → 1, mesRν \ Gε,δ(x; a) → 0 asε + δ → 0.

Remark. The setXε ⊂ RZd
\ Rν only depends onε; while Gε,δ(x; a) ⊂ Rν depends on

ε, δ, x ∈ Xε (the random potentials inXε) anda (the initial amplitude).

Corollary. For 0< ε, δ � 1, there existsXε,δ ⊂ RZd of positive probability, satisfying

ProbXε,δ → 1 asε + δ → 0,

such that for initial amplitudesa sufficiently small, there are quasi-periodic solutions to
(1.14).

Comments on the family of parameters{vj }j∈Zd

In solving (1.14), we use the basisein·ωtδj , (j, n) ∈ Zd+ν (cf. (1.8)). In theZd basisδj
(j ∈ Zd ), the linear operatorH = ε1 + V is not diagonalized. Hence{vj }j∈Zd is not



6 J. Bourgain, W.-M. Wang

a family of independent parameters. This is a slight variation from the “usual” scenario,
where the linear operator is diagonalized and the parameters are independent, which is
the case in, e.g., [B3].

Here it is convenient to work with theZd basisδj instead of the basis provided by
the eigenfunctionsψj of H , asψj depends on{vk}k∈Zd . More precisely, as{vk}k∈Zd\R
is held fixed on the appropriate probability subspace,ψj depends on{vk′}k′∈R, which
serve as parameters for the construction and are therefore varying (see the statement of
the Theorem).

From the KAM perspective, the normal frequencies are provided by the eigenvalues
µj of H . Since{vk}k∈Zd\R is fixed, the strong localization property (A8) (see Appendix)
of ψj implies that the normal frequenciesµj for |j | > ρ, whereρ only depends on the
radius ofR, can in fact be held fixed. This is close to the usual terrain, where the normal
frequencies are fixed, while the tangential frequencies vary to avoid small divisors, either
via the parameters or via amplitude-frequency modulation (cf. [B3, KP]).

Insertion into a larger picture

The Theorem presented above is proven for i.i.d. random potentialsV = {vj }j∈Zd . The
construction used to prove the theorem is, however, general. The essential ingredient is a
spectral separation propertyof the linearized operator̃H = n · ω + H , whereω are the
tangential frequencies,H is the original linear operator (corresponding to the quadratic
part of the Hamiltonian, cf. (2.2)). In the present case,H = ε1 + V . AssumeH has
pure point spectrum and look at initial conditions localized about the origin. Below is a
tentative formulation of this spectral property.

Letµj be the eigenvalues ofH . For i = (j, n), letλi = n ·ω+µj be the eigenvalues
of H̃ . Let χ be an appropriate function, which depends essentially only on the initial
condition, localized about the origin,|χ | . 1. Let φi , φ′

i be eigenfunctions ofH̃ (i.e.,
products of eigenfunctions ofH and the exponentials). Define

K(i, i′) =

∫
φiχφi′ .

H̃ has thespectral separation propertyif for each scaleL, there exists̀ � L such that

|λi − λi′ | � K(i, i′) (1.17)

for ` ≤ |i − i′| ≤ L (i 6= i′). Theµj , λi , φi can be replaced by their local versions
whenever appropriate.

In the present case,H = ε1 + V , we use the local version. Assumeε is small so
thatH has A.L. (1.17) is provided by using (A5–7) and restricting to the appropriate
probability subspace, (2.10) and a direct incision in the frequency space. Related spectral
separation properties seem to hold in [B3, W]. (Compare (1.17) with the nondegeneracy
condition in [KP, p. 164], where eigenfunctions do not seem to play an explicit role.)
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Remark. For the random Schrödinger operatorH = ε1 + V (ε � 1), no Diophantine
property of the eigenvalues seems to be known at present. So a possible extension of
the standard KAM method, as outlined in, e.g., [FSW] is not feasible. It is known from
[Mi], however, that the eigenvalue statistics is Poisson and that in a box of sizeN , the
eigenvalue spacing isN−p (p ≥ d). From general considerations, the spectrumσ(H) is
simple [Si].

The construction of time quasi-periodic (or almost-periodic) solutions needs a param-
eter. This parameter can sometimes be extracted from amplitude-frequency modulation
(see, e.g., [KP]). The nonlinear random Schrödinger equation is an equation endowed
with a family of parameters, where the separation property (1.17) can be obtained from
A.L. of the linear operator. So it is a natural candidate for the construction of KAM type
solutions.

The continuum Schrödinger equations (linear or nonlinear) are a more frequently
studied subject. The discrete nonlinear Schrödinger equation presented here should be
seen as the analogue of the continuum nonlinear Schrödinger equation in a compact do-
main, e.g., on a torus. TheZd lattice can therefore be seen as the indices of the eigenvalues
or eigenfunctions for the underlying linear Schrödinger operator.

Time quasi-periodic solutions have been constructed for the continuum nonlinear
Schr̈odinger or wave equation in 1-D, on a finite interval with either Dirichlet or peri-
odic boundary conditions. See for example the works of Bourgain, Kuksin, Pöschel and
Wayne in [B1, KP, Wy]. In [B3], time quasi-periodic solutions are constructed for the
2-D nonlinear Schr̈odinger equation onT2. In arbitrary dimension, time quasi-periodic
solutions for nonlinear Schrödinger and wave equations are treated in [B5, EK].

The construction presented here is related to those in [B1–5], which use a Newton
scheme directly on the equations. This direct approach is originated by Craig and Wayne
in [CW1,2]. It has the advantage of not relying on the underlying Hamiltonian structure.
The Hamiltonian structure does ensure, however, that the frequencyω is real during the
iteration (see Section 2 and [B3]).

We end this section by remarking that the present method, as it stands, does not yet
extend to a construction of almost-periodic solutions. This is because the linear equation
that serves as the starting point of our perturbation is

i
∂

∂t
u = V u,

andnot

i
∂

∂t
u = (ε1+ V )u.

In order to construct almost-periodic solutions, we will need more information on the
spectrum of the linear operatorH = ε1+ V .

In [B2], the construction of almost-periodic solutions for 1-D nonlinear Schrödinger
and wave equations under Dirichlet boundary conditions was made possible by the pre-
cise knowledge of the spectrum of the linear operator and the fact that the perturbation is
quartic (in the Hamiltonian). In the present case it is quadratic. In [B6], almost-periodic
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solutions for a 1-D nonlinear Schrödinger equation under periodic boundary conditions
and realistic decay conditions were constructed. In particular this applies in the real ana-
lytic category. Almost-periodic solutions have also been constructed by Pöschel [P̈o2] in
the case of a nonlinear Schrödinger equation, where the nonlinearity is “nonlocal”.

PDE’s (such as (1.1)) typically correspond to the so called “short range” (but not
finite range) case. In the “finite range” case, which typically corresponds to perturbation
of integrable Hamiltonian systems, almost-periodic solutions have been constructed in
[CP, FSW, P̈o1] among others.

2. Hamiltonian representation and Lyapunov–Schmidt decomposition

Recall from Section 1 the nonlinear random Schrödinger equation

i
∂

∂t
u = (ε1+ V )u+ δ|u|2pu (p ∈ N+), (2.1)

where 0< ε, δ � 1,1 is the discrete Laplacian as defined in (1.2), andV = {vj }j∈Zd
are i.i.d. random variables with common distributiong as in (1.3). The solutions areu =

{u(j, t)}j∈Zd ,t∈[0,∞).
Equation (2.1) can be recast as (infinite-dimensional) Hamiltonian equations of mo-

tion, with canonical variables(u, ū) and the Hamiltonian

H(u, ū) =
1

2

[ ∑
j,j ′∈Zd×Zd

(ε1+ V )jj ′uj ūj ′ +
δ

p + 1

∑
j

u
p+1
j ū

p+1
j

]
=: H0(u, ū)+ δH1(u, ū). (2.2)

Equation (2.1) can then be written as

iu̇ = 2
∂H

∂ū
. (2.3)

Remark. The connection with the usual canonical variables(p, q) is u = p + iq, ū =

p − iq. The equation of motion in the(p, q) coordinates is

ṗ =
∂H

∂q
, q̇ = −

∂H

∂p
,

which can be rewritten as a single equation (2.3). (This also explains the factorsi and 2.)
Equations (2.2, 2.3) show that (2.1) can be viewed as a perturbedZd system of

coupled harmonic oscillators with i.i.d. random frequencies. The perturbationH1 can
be of a more general type, e.g.,

H1(u, ū) =

∑
j,j ′∈Zd×Zd

ajj ′u
p+1
j ū

p+1
j ′ (2.4)

with ajj ′ = aj ′j decaying exponentially or polynomially of sufficiently high degree as
|j − j ′

| → ∞. The reason we mention (2.4) is to stress that the construction we present
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belowdoes notrely on integrability of the system. It also carries through forH1 of type
(2.4), although we only present it forajj ′ = δjj ′ .

The goal of the rest of the paper is to seek time quasi-periodic solutions to (2.1) for
appropriately chosenlocalizedinitial conditions. We hence expandu in the basis

ein·ωtδk(j), (2.5)

wheren ∈ Zν, ω ∈ Rν , k, j ∈ Zd , δk(j) is the canonical basis forZd . δk(j) is a natural
basis here due to smallness ofε. (In [B1–3], the spatial basis is given by the eigenfunctions
of the linear operator. Thek-labeling there is the eigenvalue labeling.)

In the basis (2.5), (2.1) becomes

(n · ω + ε1j + Vj )û(j, n)+ δ
∂̂H1

∂ū
(j, n) = 0, (2.6)

wheren ∈ Zν, j ∈ Zd ,H1 is defined in (2.2) and̂u are the Fourier coefficients ofu:

u(k, t) =

∑
(j,n)

û(j, n)ein·ωtδj (k). (2.7)

We have also put the subscriptj on operators that operate in the spatial(Zd) variable
only. (This is the same notation as in [BW].)

In view of the Theorem, we seek solutions to (2.6) with the constraint

û(jk,−ek) = ak (k = 1, . . . , ν), (2.8)

wherejk ∈ Zd , ek are unit vectors inZν , ak are fixed. Assumeω1, . . . , ων are rationally
independent, i.e.,ω = {ωi}

ν
i=1 ∈ Rν is a Diophantine vector, which will be the case when

the Theorem applies. A time shift and a limiting argument (since the Kronecker flow is
dense) permit us to assume theak are real. Hence from now onak ∈ R, k = 1, . . . , ν.

Due to the smallness ofε, we take our initial unperturbed linear equation to be

i
∂

∂t
u = V u. (2.9)

The conditions in (2.8) thus correspond to the initial unperturbed solution

u0(k, t) =

ν∑
`=1

a`e
−ivj` tδj`(k). (2.10)

Let

a = {ak}
ν
k=1 ∈ Rν, R = {jk}

ν
k=1 ⊂ Zd , V = {vα}α∈R ∈ Rν .

We constructively show that forε small enough, there existsXε ⊂ RZd
\ Rν of positive

probability, satisfying ProbXε → 1 asε → 0, such that if we fixx ∈ Xε , then forδ, a
small enough, there exists a Cantor setGε,δ(x; a) ⊂ Rν of positive measure, satisfying
mesRν \ Gε,δ(x; a) → 0 asε + δ → 0. We can find a smooth functionω = ω(V; a)
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defined onGε,δ(x; a) andû such that (2.6) holds.ω andû are determined simultaneously
in an iterative way.

Toward that end, we first perform a Lyapunov–Schmidt type decomposition (see
[B1-3, CW1,2]) of (2.6). Let

S = {(jk,−ek) | k = 1, . . . , ν} ⊂ Zd+ν . (2.11)

From (2.10),S = suppu0, u0 is a solution to (1.14) whenε = δ = 0. We callS the
resonant setand consider theν equations

[(n · ω + ε1j + Vj )û](jk,−ek)+ δ
∂̂H1

∂ū
(jk,−ek) = 0 (k = 1, . . . , ν) (2.12)

obtained by taking(j, n) ∈ S.
They form the finite system ofQ-equations. The remaining infinite system of equa-

tions are called theP -equations

(n · ω + ε1j + Vj )û(j, n)+ δ
∂̂H1

∂ū
(j, n) = 0, (j, n) 6∈ S. (2.13)

TheP -equations are used to determineû(j, n) for (j, n) 6∈ S. (Recall from (2.8) that
{û(j, n), (j, n) ∈ S} = a are given.)

Onceû(j, n) are determined, theQ-equations in (2.12) are used to determineω =

ω(V, a) via the implicit function theorem. Sincea is real,H1 is a polynomial inu, ū with
real coefficients, the solution̂u to (2.13) will be real and hence alsoω determined from
(2.12). (For more details, see the comment after (2.3) of [B3].)

To solve (2.13), we duplicate the equation forū to form a closed system. Let

v = ū,

v̂(j, n) = ¯̂u(j,−n),

−S = {(jk,+ek) | k = 1, . . . , ν} ⊂ Zd+ν .

(2.14)

(The flip in sign in the second equation of (2.14) is solely in order that the convolution
coming from the nonlinearity obeys the usual sign convention.)

We then have the closed system ofP -equations
(n · ω + ε1j + Vj )û(j, n)+ δ

∂̂H1

∂v
(j, n) = 0, (j, n) 6∈ S,

(−n · ω + ε1j + Vj )v̂(j, n)+ δ
∂̂H1

∂u
(j, n) = 0, (j, n) 6∈ −S.

(2.15)

ForH1 as in (2.2), (2.15) takes the explicit form{
[(n · ω + ε1j + Vj )û](j, n)+ δ[(û ∗ v̂)∗p ∗ û](j, n) = 0,

[(−n · ω + ε1j + Vj )v̂](j, n)+ δ[(û ∗ v̂)∗p ∗ v̂](j, n) = 0,
(j, n) ∈ Zd+ν\(S∪−S),

(2.16)

where the convolution∗ is in then variable only. We solve (2.16) by using a Newton
iteration scheme to be amplified in the next section. We also identifyû with u, ¯̂u with v
and writey for

(
û
v̂

)
.
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3. Newton scheme

LetF denote the left hand side (LHS) of (2.16). Our task is to restrict the set of(ω,V) in
R2ν in order to findy such that

F(y) = 0, (3.1)

so that (2.16) is resolved. We use a Newton iteration. Recall first the formal scheme.
Starting from the initial approximanty0, a solution to (1.14), and its conjugate when

ε = δ = 0, the successive approximantsyi are defined by

1i+1y := yi+1 − yi = −[F ′(yi)]
−1F(yi). (3.2)

Let T denote the linearized operatorF ′. From (2.16),

T = D + δS, (3.3)

whereD is diagonal (in then ∈ Zν variables)

D =

(
n · ω + ε1j + Vj 0

0 −n · ω + ε1j + Vj

)
=:

(
D+ 0
0 D−

)
(3.4)

and

S = S(u, v) =

(
(p + 1)(u ∗ v)∗p p(u ∗ v)∗p−1

∗ u ∗ u

p(u ∗ v)∗p−1
∗ v ∗ v (p + 1)(u ∗ v)∗p

)
(p ∈ N+) (3.5)

evaluated along the previous approximant. We note thatS is self-adjoint, although this
does not play a role in our construction.

Denote by‖ ‖ the`2 norm of a vector or an operator on`2(Zd+ν). By (3.2), the error
of the approximation at stagei + 1 can be estimated:

F(yi+1) = F(yi)+ F ′(yi)(yi+1 − yi)+O(‖yi+1 − yi‖
2) = O(‖yi+1 − yi‖

2). (3.6)

So by (3.2),
‖F(yi+1)‖ = O(‖[F ′(yi)]

−1
‖

2)‖F(yi)‖
2. (3.7)

The crux of the matter is thus to control‖[F ′(yi)]−1
‖ in order that

‖F(yi+1)‖ � ‖F(yi)‖. (3.8)

(Note the squaring of the norm ofF(yi) on the RHS of (3.7), which makes this feasible.)
Since (3.1) represents an infinite system of equations and the initial condition (2.10)

is localized in a compact region inZd+ν , to control the norm of [F ′(yi)]−1 we implement
the Newton scheme in a slightly modified way, gradually increasing the size of the system
that we consider.

LetM ∈ N+, which can be assumed large in order that [−M,M]d+ν ⊃ 2p suppy0,
in view of (3.4, 3.5) (see also (3.10) below). At stagei, letN = M i+1 and letTN (yi) be
the restriction ofT (yi) to [−N,N ]d+ν . We define

1i+1y = yi+1 − yi := −[TN (yi)]
−1F(yi). (3.9)
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So
F(yi+1) = F(yi)+ F ′(yi)(yi+1 − yi)+O(‖yi+1 − yi‖

2)

= (T − TN )(yi+1 − yi)+O(‖yi+1 − yi‖
2)

= −[(T − TN )T
−1
N ]F(yi)+O(‖T −1

N ‖
2
‖F(yi)‖

2), (3.10)

where we used (3.9). Compared to (3.6) the first term on the RHS of (3.10) is new. More-
over it is only linear in F(yi). This necessitates the control of off-diagonal decay ofT

andT −1
N evaluated atyi , in addition to that of‖T −1

N ‖.

The control ofT −1
N

Recall thaty0, the 0th approximant (initial condition) to (3.1), has compact support,
suppy0 = S ∪ −S, whereS and−S are defined in (2.11, 2.14). From (3.3–3.5),T (y0)

is a diagonal dominated matrix with finite range off-diagonal elements. So off-diagonal
decay ofT (y0) is automatically satisfied.

Assume the successive approximantsyi areuniformly (in i) exponentially localized
aboutS ∪ −S (cf. (1.16)). This assumption will be verified later from the construction
itself in view of (3.9, 3.10). From (3.5) the successiveS(yi) haveuniformlyexponentially
decaying off-diagonal elements in then direction, and are diagonal in thej direction,
with a prefactor which decays exponentially inj . (The exponential decay of the prefactor
stems from the uniform exponential decay assumption onyi .) HenceT (yi) are of the type
(although more complicated) of the matrix operator studied in [BW].

To study theT ’s, we introduce, as in [BW], an auxiliary parameterθ ∈ R. We consider
instead

T θ = Dθ + δS, (3.11)

where

Dθ =

(
n · ω + θ + ε1j + Vj 0

0 −(n · ω + θ)+ ε1j + Vj

)
=:

(
Dθ+ 0
0 Dθ−

)
(3.12)

andS is as before in (3.5). Similarly we defineT θN (yi), whereN = M i+1 as in (3.9).
In Section 4, we fixx in a good set of probability space, where there is Anderson

localization for the linear random Schrödinger operatorHj = ε1j + Vj , so that (A6)
holds. (For precise details see the Appendix.) Assumingω Diophantine,yi uniformly
(in i) exponentially localized aboutS ∪ −S, we bound the norm of [T θN (yi′)]

−1, where
N = M i , i′ > i as in (4.9) (the precise relation betweeni and i′ is dictated by the
construction in Section 5) and establish exponential decay properties of its off-diagonal
matrix elements on a set ofθ of small complementary measure.

In Lemma 4.1, we fix anyyk, and we bound [T θN (yk)]
−1 for all N . We then use it

to obtain estimates on [T θN (yi′)]
−1, whereN = M i , i′ > i satisfying the restriction in

the third line of (4.9). This bound is abstract in the sense thatω, V, yi′ are viewed as
independentparameters for the time being.
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As in [BW], this is an iteration process, using semi-algebraic set techniques and a
Cartan-type theorem. To start the iteration, we neglectδS and exclude a set ofθ such
thatDθN = DθM has a small diagonal element. To continue the iteration, we also need
to exclude a set ofω of small measure. It is important to remark that this set ofω is
independentof V, yk. It only depends onx ∈ RZd

\ Rν . We stress that for fixedx in
the good probability set, Lemma 4.1 holds forany fixed ω in the good frequency set,
anyV ∈ Rν andanyyk which satisfy (H1–3) in Section 4. The setB(N) of excludedθ
depends, of course, onx, ω, V, yk.

In Section 5, we iteratively transfer the estimates onT θN (yi′) in θ into estimates on

TN̄ (yī) in (ω,V), whereN = M i+1, N̄ = M ī+1, ī > i′ > i to be made precise, using the
resolvent equation and taking into account theQ-equations, which are implicit functions
relatingω, V, yi . (Recall thatθ is an auxiliary variable. In the original problem (3.3),θ is
fixed at 0.)x is fixed in the good set of probability space as in Section 4.

For the firsti iterations, we treatδS as a perturbation and use a directε, δ perturbation
series. Instead of excluding a set ofθ as in Section 4, we exclude a set of(ω,V) ∈ R2ν ,
so that in the complement,TN (yi) are invertible with exponentially decaying off-diagonal
elements.

This generates an initial set of “good” intervals:R2ν
⊃ 31 ⊃ · · · ⊃ 3i in the

(ω, V) space.The use of the Newton scheme in (3.9) also shows thaty0, y1, . . . , yi are
exponentially localized aboutS ∪ −S. (Recall thaty0 is the initial condition, suppy0 =

S ∪ −S.)
Starting from the(i+1)th iteration, aside from directδ perturbation series, for certain

parts of the estimates (which concerns the regions far from the origin in theZd direction),
we need to keepδS. This is the heart of the matter. In technical terms, we need to deal with
more general semi-algebraic sets, which are not solely defined by products of monomials.
For such semi-algebraic sets, we useQ-equations and a decomposition lemma (Lemma
9.9 in [B5], restated as Lemma 5.3 in Section 5) to transfer the measure estimates inθ in
Lemma 4.1 into measure estimates inω = ω(V) ∈ Rν . Using perturbation, this in turn
generates a new set of intervals3i+1 ⊂ 3i ⊂ · · · ⊂ R2ν , in the(ω,V) space, on which
TM i+1(yi) is invertible and whose inverse has uniformly (ini) exponentially decaying
off-diagonal elements.

In Section 6, using the Newton scheme (3.9), we constructyi+1. The (uniform ini)
exponential localization aboutS ∪ −S is preserved. Hence Lemma 4.1 is now available
atyk = yi+1 for future iterations. We generate3i+2, yi+2, . . . .

Section 7 summarizes the entire construction. It is merely meant as a recapitulation of
the sequence of events leading to the Theorem.

Two technical subtleties

• The estimates in Section 4 are obtained following the construction devised in [BW].
However, for the application to (4.9),T θN (yi′) need to be evaluated at differentyi′ at
different scalesN . Due to theuniformexponential decay estimates onyi′ , Lemma 4.1
can be applied as explained after its statement.
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• From theP -equations, theyi ’s are constructed on agoodset of(ω,V) ∈ R2ν . (This
set eventually becomes a Cantor set.) On the same set of(ω,V) we also have estimates
on ∂yi , where∂ is with respect toω or V. Using this, we can constructyi which is
smoothly defined on the whole(ω,V) parameter space. (Note that outside the good set
of (ω, V), yi is no longer close to a solution toF(yi) = 0.) Substituting foryi , the
Q-equations are therefore defined on the whole(ω,V) parameter space. We can then
use the standard implicit function theorem to determineω = ω(V).

4. P -equations and statement inθ

Recall the system ofP -equations in (2.16):{
(n · ω + ε1j + Vj )û+ δ(û ∗ v̂)∗p ∗ û = 0,

(−n · ω + ε1j + Vj )v̂ + δ(û ∗ v̂)∗p ∗ v̂ = 0,
(4.1)

on`2(Zd+ν \(S∪−S)), whereS, −S are as defined in (2.11, 2.14), which are collectively
written asF(y) = 0, with y =

(
û
v̂

)
=

(
u
v

)
.

We solve (4.1) using a Newton scheme, with the family of linearized operatorsT (yi),
evaluated at theith approximantyi ,

T (yi) = D + δS(yi), (4.2)

where

D =

(
n · ω + ε1j + Vj 0

0 −n · ω + ε1j + Vj

)
=

(
D+ 0
0 D−

)
(4.3)

and

S(yi) =

(
(p + 1)(ui ∗ vi)

∗p p(ui ∗ vi)
∗p−1

∗ ui ∗ ui
p(ui ∗ vi)

∗p−1
∗ vi ∗ vi (p + 1)(ui ∗ vi)

∗p

)
(4.4)

as in (3.4, 3.5).
In view of the Newton scheme in (3.9), we need to study the family of restricted

operatorsTN (yi),N = M i+1,M assumed large depending onp,

TN (yi) = RNT (yi)RN , (4.5)

whereRN is the characteristic function of the set [−N,N ]d+ν . This will be achieved in
Section 5 by using the resolvent identity, covering [−M i+1,M i+1]d+ν with the interval

I = [−M i,M i ]d+ν and smaller intervalsJ = [−M0,M0]d+ν + k,
1
2M

i < |k| < M i+1, M0 ∼ (logN)C/2
(4.6)

(see (5.5)), and restricting the set of(ω,V) ∈ R2ν .
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Toward that end, as previously mentioned in Section 3, we introduce an additional
parameterθ ∈ R and let

Dθ =

(
D+ + θ 0

0 D− − θ

)
,

T θ (yi) = Dθ + δS(yi), T θN (yi) = RNT
θ (yi)RN .

(4.7)

As mentioned there, we temporarily viewω,V ∈ Rν as independent parameters in this
section. In the same vein, we also dissociateyi fromω, V, assuming only that they satisfy
(H1–3) below. It is only in Section 5 that we restrict toω = ω(V), determined from the
Q-equations andyi , theith approximate solution to (4.1), which depends onω, V.

In the rest of the sectionω,V are heldfixed, only θ is varying. Note thatT θ is of the
form T θ := T (θ) = T ′(θ + n · ω). Later in Section 5, we transfer the estimate inθ into
estimates inω, henceV by restrictingθ to be of the formθ = n · ω, thereby resolving
(4.1) (which is atθ = 0) on the good set ofω,V.

The Newton scheme is an iterative scheme. The estimate on [TI (yi)]−1 for I defined
in (4.6) is easily obtained by perturbation arguments on [TI (yi−1)]−1 known from the
previous step, which is the step to constructyi (see (3.9)). The main task is to estimate
[TJ (yi)]−1 for J defined in (4.6). We therefore study [T θ

[−M0,M0]d+ν
(yi)]−1 (and later in

Section 5, we restrict toθ = k · ω, 1
2M

i < |k| < M i+1). This is the subject of Lemma
4.1 and its application. Note thatM0 corresponds to the size of the interval at a stage
[logM0/ logM], which precedesi, while the linearized operatorT is evaluated atyi :
T = T (yi).

Assumeyi satisfies

(H1) suppyi ⊆ [−M i,M i ]d+ν (i ≥ 1).
(This is by construction, see (3.9).)

(H2′) ‖1iy‖ = ‖yi − yi−1‖ <
√
ε + δM−bi (i ≥ 1)

for some 1< b < 2 in view of (3.6, 3.9);b will be specified in (6.20). (Recall
y0 =

(
u0
v0

)
, u0 defined in (2.10),v0 = ū0.)

(H3) |yi(k)| < e−α|k| for someα > 0 (uniform ini).
(There is no constant in front of the exponential, as we assume small initial data:
|a`| < 1, ` = 1, . . . , ν. See (1.9).)

Remark. Using (3.6) in (3.9) we get‖1iy‖2 < ‖1i+1y‖ < ‖1iy‖, assuming an appro-
priate condition onT −1

N . This is consistent with 1< b < 2 in (H2′).

(H1–3) will be verified along the iteration in Sections 5, 6 using Lemma 4.1 below.
Let 3N = [−N,N ]d , and letXN ⊂ R3N \ Rν be a set, whereε1j + Vj has A.L.

at scaleN , in a sense to be made explicit in the process of the proof;XN is asymp-
totically (ε → 0) of full measure. (Recall also thatV = {vjk }

ν
k=1 ∈ Rν with measure∏ν

k=1 g(vjk )dvjk is the parameter set.)

Definition. For A, c > 0,DCA,c(N) ⊂ Rν is the set ofω such that

‖n · ω‖T ≥
c

|n|A
, n ∈ [−N,N ]ν \ {0}. (4.8)

DCA,c ⊂ Rν is the set ofω such that(4.8) is satisfied for allN .
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Bβ,γ (N) ⊂ R is the complement of the set ofθ ∈ R such that

‖[T θN (yi′)]
−1

‖ < eN
β

(0< β < 1),

|[T θN (yi′)]
−1(k, k′)| < e−γ |k−k′| (γ > 0),

for |k − k′
| > N/10, N = M i+1, i′ '

logM

logb
i > i (b as in(H2′)),

(4.9)

yi′ satisfies(H1–3); i′ is chosen in view of a later construction in Lemma5.1 (see in
particular (5.14, 5.15)). This means of course that at least the firstO(logM/ logb) ap-
proximants are obtained by direct perturbation series inε, δ. Soα = O(1)|log(ε+δ)|. In
general we writeB(N) for Bβ,γ (N), unless the parametersβ, γ need to be emphasized.

Remark. At this stage of the construction, it is sufficient to have a lower bound onb.
This can be easily obtained in the first few perturbation series by adjustingε, δ. For later
purposes, we mention that the Diophantine condition (4.8) will be used forω = ωi′ , the
i′

th approximation.
The inequalities in (4.9) are proven iteratively as in [BW]. The rate of decayγ will

deteriorate with iteration. Soγ = γN . But the decrease will decrease with increasing
scales and we haveγN > γ/2 for all N (cf. Lemma 4.1 and the paragraph following
it). This rate of decay determines the rate of decay ofyi . So this is consistent with the
assumption (H3).

Inspecting the definition ofDθ in (4.7, 4.3), we see thatθ is notequivalent to a spectral
parameter. Hence we need to resort to Cartan-type theorems as in the wave case in [BW].
This necessitates that we obtain estimate (4.9) for more general regions than cubes at each
scaleN , the elementary regions to be defined below.

Remark. The various approximantsyi are still evaluated using cubes [−N,N ]d+ν ,N =

M i+1, as in (3.9). It is only at each scaleN that we also look at restrictions ofT (yi′)
(i′ '

logM
logb i) to these more general regions.

Elementary regions

An elementary regionis a set3 of the form

3 := R \ (R + k), k ∈ Zd+ν is arbitrary, (4.10)

andR is a hyper-rectangle

R = {`′ ∈ Zd+ν | |`′i − `i | ≤ Ni, i = 1, . . . , d, d + 1, . . . , d + ν,

`′ = {`′i}
ν+d
i=1 ∈ Zd+ν, ` = {`i}

ν+d
i=1 ∈ Zd+ν} (4.11)

Let N = maxi Ni =: Nimax. Assume` ∈ Zd+ν is fixed. We call` the centerof R.
ThenER(N) (at a fixed center) is defined to be the set of all regions obtained by varying
k ∈ Zd+ν andNi (i 6= imax), keepingNi ≤ N . We say 2N is the diameterof the
elementary regions.
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To be economical, we extend the notationTN to meanT3(N) = R3(N)T R3(N) for any
3(N) ∈ ER(N), whereR3(N) is the characteristic function of the set3(N);B(N) is then
the corresponding bad set, on which (4.9) are violated. For the purpose of constructing
approximate solutions, we only need to specialize toN = M i+1 (i ≥ 0). However, to
state the various intermediate technical lemmas, it is more convenient to letN be any
integer.

Fix any yk satisfying (H1–3). LetTN be the linearized operator evaluated atyk for
all N , i.e., TN = TN (yk). With a slight abuse of notation, we also letBβ,γ (N) be the
corresponding bad set. The main goal of this section is to prove

Lemma 4.1. Fix 0 < σ < 1/6(d + ν), σ < β < 1, N̄0 sufficiently large, andmax(1/σ,
6(d + ν)) � C < N̄

σ/2
0 . There existε0, δ0 > 0 such that for all0< ε < ε0, 0< δ < δ0,

there existsX ⊂ RZd
\ Rν with

mesX ≥ 1 −O(1)N̄−κ
0 , (4.12)

whereκ = κ(C, p′, d) > 0 andp′ is as in(A2). Fix x ∈ X. Then there exists� ⊂ Rν
(independent ofV ∈ Rν andyk), with

mes� ≤ e−N̄
κ′

0 ,

whereκ ′
= κ ′(C, β) > 0, such that if

ω ∈ DCA,c \� (4.13)

then for any3(N) ∈ ER(N) withN ≥ N̄0,

mesBβ,γN (N) ≤ e−N
σ

, (4.14)

whereγN ≥ α − N̄−δ′

0 (δ′ > 0) for all N , withα as in(H3), α = O(1)|log(ε + δ)|.

Remark. Bβ,γN (N) depends only onyk, ω,V asx is fixed. In the proof of Lemma 4.1,
only (H3) onyk is needed.

In order to obtain (4.9) at all scales, we apply Lemma 4.1 as follows. From the third
line of (4.9), for any fixedyk, we only need the lemma at scaleN = M i with i =

logb
logM k.

To go to scaleN ′
= NC

= M iC with the correspondingyk′ , k′
=

logM
logb iC, we first use

(H2′), which gives

‖T θN (yk)− T θN (yk′)‖ ≤ Od+ν(1)‖yk − yk′‖ ≤ Od+ν(1)M−bk . (4.15)

(4.15) shows that we have essentially the same estimate on‖T θN (yk′)‖ as for‖T θN (yk)‖.
We useN as the initial scale instead of̄N0; the proof of the inductive step in Lemma

4.1 then gives instead

γN ′(yk′) = γN (yk)−N−δ′ (δ′ > 0), N ′
= NC . (4.16)

From (3.9), the decay rateαi+1 of yi+1 is governed by the decay rate of [TN (yi)]−1, where
N = M i+1. (Note thatθ is fixed at 0.) This operator is treated in Section 5 using several
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considerations including Lemma 4.1, (4.9), the resolvent equation and semi-algebraic
sets. The decay rateαi+1 depends onγM0, whereM0 � N = M i+1 is determined in
(5.5) (cf. also (6.1)–(6.8)). So (4.16) prevents the deterioration ofαi asi → ∞ and we
will haveαi > α/2 for all i in Section 6.

We prove Lemma 4.1 using iteration. The two pillars of this iteration are semi-alge-
braic set techniques and a Cartan-type theorem for analytic matrix-valued functions (see
[B5, BGS]). The general construction of the iteration is the same as in our previous paper
[BW].

The initial estimate(0th step)

In view of (4.4) and the Newton scheme (3.9), chooseM > 2p such that

S ∪ −S ⊂ [−M,M]d+ν . (4.17)

Lemma 4.2. Fix 0< σ < β < 1. Then there existsM0 = M0(d + ν, σ, β) such that for
all M ≥ M0, there existε0, δ0 such that

‖[T θM ]−1
‖ < eM

β

(0< β < 1),

|[T θM ]−1(`, `′)| < e−α|`−`′| (α as in(H3)),

|`− `′| > M/10, M ≥ M0,

for 0< ε ≤ ε0, 0< δ ≤ δ0, θ ∈ R \ Bβ,α(M), mesBβ,α(M) ≤ e−M
σ
, all x ∈ RZd

\ Rν ,
and allω ∈ [0,1)ν . (Recall from(4.3–4.5)thex andω dependence ofT θN (y

′

i).)

Proof. We use Neumann series inε, δ to estimateT −1
M . We require{

|θ + n · ω + vj | > 2 max(e−M
β
, (ε + δ)1/2),

|−θ − n · ω + vj | > 2 max(e−M
β
, (ε + δ)1/2),

∀(j, n) ∈ [−M,M]d+ν \ {S ∪ −S}.

(4.18)
Clearly, (4.18) holds away from a set ofθ ∈ R of measure at most

4(2M + 1)d+ν max(e−M
β

, (ε + δ)1/2). (4.19)

Chooseε, δ such that(ε + δ)1/2 ≤ e−M
β
, which can be satisfied if 0< ε ≤ ε0,

0< δ ≤ δ0 with ε0 = δ0 =
1
2e

−2Mβ
. From (4.19), we need 4(2M + 1)d+νe−M

β
≤ e−M

σ

(0< σ < β < 1). This leads toM ≥ M0(d + ν, σ, β).
On the complement of the set defined in (4.18), using Neumann series inε, δ for T −1

M

and (H3), we verify that

‖[T θM ]−1
‖ < eM

β

(0< β < 1),

|[T θM ]−1(`, `′)| < e−α|`−`′| (α as in (H3)),

|`− `′| > M/10, M ≥ M0,
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for 0 < ε ≤ ε0, 0< δ ≤ δ0. The probability set at this scale,XM , and the frequency set
at this scale,�M , on which and on the complement of which (4.14) holds, satisfy

mesXM = 1, mes�M = 0. (4.20)

ut

This direct perturbation argument is the same as in [BW]. Note that (4.20) entails that
(4.14) holds for allω, vj , as in the 0th step, the invertibility is entirely provided by shifting
in θ . There isnobad site. We will only use the above lemma for the initial set of scales.

The iteration

We now prove Lemma 4.1 using iteration from scaleN0 toNC
0 = N (C assumed large).

We call an elementary region3(N0) bad if the first two inequalities in (4.9) are violated.
As in [BW], we need to perform an incision in the frequency space, in order that inside
any3(N) ∈ ER(N), there are at mostN1− pairwise disjoint bad elementary regions at
scaleN0, whereN1− meansNa (0< a < 1). For technical reasons (cf. [BGS, BW]), this
requirement pertains to all elementary regions3(N ′), N0 ≤ N ′

≤ 2N0, and not simply
atN ′

= N0. For later constructions in Section 5, it is important to note once again that
this set is independent ofV = {vjk }

ν
k=1.

Let3(N) ∈ ER(N), and let3̄(N) be its projection ontoZd ; define

T (N) = {[−N0, N0]d × [−N,N ]ν} ∩3(N), (4.21)

and let T̄ (N) be its projection ontoZd . Denote byER(N) the projection ofER(N)
ontoZd . Note that3̄(N) ∈ ER(N) can be of much smaller diameter than 2N .

Number of bad elementary regions at scaleN0 disjoint fromT (N)

By using (H3) in (4.2–4.4), the region3(N) \ T (N) can be treated perturbatively. We
make separate incisions in the probability space and the frequency space. We first make
incisions in the probability space. Toward that end, we look at

3(N ′) ∈ ER(N ′), 3(N ′) ⊂ 3(N), 3(N ′) ∩ T (N) = ∅ (N0 ≤ N ′
≤ 2N0).

(4.22)
Let

X′

N ⊂ R{Z\[−N0,N0]}d (4.23)

be the probability set such that there is at mostone(pairwise disjoint)3̄(N ′) (N0 ≤ N ′
≤

2N0) satisfying 
3̄(N ′) ∈ ER(N ′),

3̄(N ′) ⊂ [−N,N ]d ,

3̄(N ′) ∩ [−N0, N0]d = ∅,

(4.24)

where (A1) is violated for someE ∈ I , I = σ(H), the set defined in (1.6).
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Theorem A withm = γ yields

mesX′

N >

(
1 −

1

N
2p′

0

)O(1)(Nd×Nd+1
0 )2

≥ 1 −
O(1)

N
2
C
(p′−d(C+1)−1)

(p′ > d(C + 1)+ 1), (4.25)

whereO(1) is a universal geometric constant;p′ is to be determined at the conclusion
of the proof of Lemma 4.1. We usedN = NC

0 ; the second factorNd+1
0 comes from the

estimate on the number of elementary regions of sizes 1 to 2N0 associated to each lattice
site:O(1)

∑2N0
N ′

0=1N
′

0
d (cf. (4.11)); the exponent is an upper bound on the number of pairs

of elementary regions of sizes up to 2N0 in 3(N).
Given two elementary regions31(N

′), 32(N
′), we say that they areconvex-disjoint

if their convex envelopes are disjoint. (This is in order that we have (4.23–4.25) at our
disposal.) To control the number of bad elementary regions at scaleN0, we now make
additional incisions in the frequency space. Recall that (4.23, 4.24) pertain only to the
projected elementary regions inZd .

We are now ready to prove

Lemma 4.3. Fix x ∈ X′

N ∩ X̃N0, whereX′

N is the set defined in(4.23–4.24)andX̃N0 is

defined as in(4.23–4.24), but withN1/C
0 replacingN0. There exists a set�′

N with

mes�′

N ≤ e−N
β/2C

(4.26)

such that ifω 6∈ �′

N , then for any3(N) ∈ ER(N) any fixedθ , there are at mosttwo
convex-disjoint bad3(N ′) ∈ ER(N ′), 3(N ′) ∩ T (N) = ∅, N0 ≤ N ′

≤ 2N0 in 3(N)
(N = NC

0 ). Moreover�′

N is semi-algebraic with degree bounded above byO(1)N6d+ν

and it is contained in the union of at mostO(1)N6d+ν connected components.

Remark. �′

N is independent ofV, yk. Observe also that we need localization information

on the random Schrödinger operators at two scales,N0 andN1/C
0 .

Proof. In view of (4.3, 4.4, 4.7, H3), for3(N0) such that3(N0) ∩ T (N) = ∅, δS can
be treated as a small perturbation. We only need to ensure the invertibility ofDθ3(N0)

.
Assume3(N0),3

′(N0), and3′′(N0) are three convex-disjointbadelementary regions.
So there exist(n, j) ∈ 3(N0), (n′, j ′) ∈ 3′(N0), and(n′′, j ′′) ∈ 3′′(N0) such that

|θ + n · ω + µj | < 2e−N
β
0 or |−θ − n · ω + µj | < 2e−N

β
0 ,

|θ + n′
· ω + µj ′ | < 2e−N

β
0 or |−θ − n′

· ω + µj ′ | < 2e−N
β
0 ,

(4.27)

and
|θ + n′′

· ω + µj ′′ | < 2e−N
β
0 or |−θ − n′′

· ω + µj ′′ | < 2e−N
β
0 ,

whereµj , µj ′ , µj ′′ are eigenvalues of̄3(N0), 3̄
′(N0), 3̄′′(N0) respectively.
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(4.27) implies that there existm, λ such that

|m · ω + λ| < 4e−N
β
0 , (4.28)

wherem = ±(n− n′) or ± (n′
− n′′) or ± (n− n′′),

λ = µj − µj ′ orµj ′ − µj ′′ orµj ′′ − µj . (4.29)

We use the same argument as in the proof of Lemma 2.3 of [BW], which we summarize
below.

There are two possibilities:m = 0,m 6= 0. Whenm = 0, from pairwise disjointness
(4.24, 4.25), (A6) implies

|λ| > e−N
β′

0 (0< β ′ < β), (4.30)

which contradicts (4.28).
Whenm 6= 0, (4.28) corresponds to at most

O(1)Nν
· (Nd

·N2d+1
0 )2 < O(1)N6d+ν (4.31)

equations. Since each equation in (4.28) involves a monomial of degree 1 inω, the ex-
cluded set�′

N is of degree less thanO(1)N6d+ν . Since|ω| may be assumed to be bounded

for each such equation, we exclude a set ofω of measureO(1)e−N
β
0 . It is simple to see

that for each equation in (4.28), the excluded set ofω has a single component.
So in conclusion, for fixedx ∈ X′

N , ω ∈ �′c
N , there are at most two convex-disjoint

3(N ′) ∈ ER(N ′)with3(N ′)∩T (N) = ∅ such that the first inequality in (4.9) is violated
by using (H3) and a simple perturbative argument.

Assume3(N ′) is such that the first inequality of (4.9) is satisfied. So|±θ ± n · ω +

µj | ≥ 2e−N
β
0 for n, j ∈ 3(N ′) from the above considerations. To obtain the second

inequality we proceed as follows. Let3̄(N ′) be the projection of3(N ′) ontoZd . In view
of the restriction in the third expression in (4.9), we may assume diam3̄(N ′) ≥ N0/10.
We cover3̄(N ′) with elementary regions̄3(N1/C

0 ) of diameter 2N1/C
0 .

Sincex ∈ X′

N ∩ X̃N0 and onX̃N0 for all E there is at most one (pairwise disjoint)

3̄(N
1/C
0 ) in 3̄(N ′) where (A1) (withm = γ ) is violated, using the resolvent equation,

(A1) and the estimates|±θ ± n · ω + µj | ≥ 2e−N
β
0 for n, j ∈ 3(N ′) for the bad

3̄(N
1/C
0 ), we obtain exponential decay in thej direction for3̄(N ′) for all E (of the form

E = ±θ ± n · ω).
We obtain the second inequality in (4.9) for this3(N ′) by another application of

resolvent series inδS and using (H3). This holds for all3(N ′) such that the first inequality
of (4.9) is satisfied, in view of the definition of̃XN0. UsingN0 = N1/C , we obtain the
lemma. ut
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Number of bad elementary regions at scaleN0 intersectingT (N)

We now estimate the number of bad3(N ′) ∈ ER(N ′) such that3(N ′) ⊂ 3(N),
3(N ′) ∩ T (N) 6= ∅, T (N) as in (4.21),N0 ≤ N ′

≤ 2N0, using semi-algebraic set tech-
niques. Here it is important to emphasize theZd coordinate of the center of elementary
regions, as the linearized operator is not a Toeplitz operator in theZd variable. We look at
elementary regions with centers in{0}×Zd . We writeER(N ′, j) for the set of elementary
regions centered atj ∈ Zd . For any3(N ′, j) ∈ ER(N ′, j), letB(N ′, j) := Bβ,γ (N ′, j)

be a set such that onB(N ′, j)c, (4.9) hold. (Later for more general elementary regions
centered ati ∈ Zd+ν , we will use the same notations.)

Assume that there areXN ′,j , �N ′,j such that forx ∈ XN ′,j andω ∈ DCA,c(2N) \

�N ′,j ,

mesB(N ′, j) ≤ e−N
σ
0 (N0 ≤ N ′

≤ 2N0, 0< σ < 1). (4.32)

Let
X′′

N0
:=

⋂
j∈[−3N0,3N0]d

⋂
N0≤N

′≤2N0

XN ′,j ,

�′′

N0
:=

⋃
j∈[−3N0,3N0]d

⋃
N0≤N

′≤2N0

�N ′,j ,

A :=
⋃

j∈[−3N0,3N0]d

⋃
N0≤N

′≤2N0

⋃
ER(N ′,j)

B(N ′, j).

(4.33)

We have mesA ≤ O(1)N2d+ν
0 e−N

σ
0 from (4.32).

Lemma 4.4. LetN = NC
0 . For any fixedθ ∈ R, let

I = {n ∈ [−N,N ]ν | n · ω + θ ∈ A}. (4.34)

Fix x ∈ X′′

N0
. Then forω ∈ DCA,c(2N) \�′′

N0
,

|I | ≤ Od,v(1)N6(d+ν)
0 = Od,v(1)N6(d+ν)/C := N1−b0, (4.35)

0 < b0 < 1 and assuming6(d + ν) < C < N
σ/2
0 . Hence there are at mostO(1)N1−b0

(O(1) a universal geometric constant) pairwise disjoint bad3(N ′) ∈ ER(N ′) with
3(N ′) ∩ T (N) 6= ∅,N0 ≤ N ′

≤ 2N0 in 3(N) (N = NC
0 ).

Proof. Since the Green’s function is the ratio of two determinants and the norm of the
Green’s function can be replaced by its Hilbert–Schmidt norm, (4.9) can be reexpressed
as polynomial inequalities inθ . ThereforeA is asemi-algebraicset. (See [Ba, Section 7
of BGS].)

A is defined by

O(1)Nd
0 ·Nd+ν

0 ·N
2(d+ν)
0

∼= O(1)N4d+3ν
0 (4.36)
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polynomials:Nd
0 for the number of centers,Nd+ν

0 the number of elementary regions per

center, andN2(d+ν)
0 the number of matrix elements. Each polynomial is of degreeN

2(d+ν)
0

in θ (as one squares the matrix elements).
Basu’s theorem [Ba], restated as Theorem 7.3 in [BGS], then shows that the number

of connected components inA does not exceedN6(d+ν)
0 . If there aren, n′, n 6= n′, such

thatn, n′ belong to the same connected component ofA, then from the last inequality in
(4.33),

|(n− n′) · ω| ≤ O(1)N2d+ν
0 e−N

σ
0 . (4.37)

Sincen, n′
∈ [−N,N ]ν , n − n′

∈ [−2N,2N ]ν , N = NC
0 , the membershipω ∈

DCA,c(2N) is in contradiction with (4.37) forC < N
σ/2
0 < Nσ

0 /2A logN0 (assum-
ingN0 � 1), so there can be at most one integral point in a connected component ofA.
We therefore obtain (4.35).

Let i = (j, n) ∈ Zd+ν . Since3(N ′, i) = 3(N ′, j) + n andT is a Toeplitz operator
in theZν variable, we obtain the second conclusion of the lemma. ut

Remark. C will be a fixedexpansion factor. So the upper bound onC will be satisfied
for all N ≥ N0 as soon as it is satisfied for an initialN0.

A large deviation estimate inθ

Lemmas 4.3 and 4.4 combined imply that the number of bad elementary regions at scale
N0 in 3(N) is at mostN1−b0, where

N = NC
0 , b0 = 1 − 6(d + ν)/C (6(d + ν) < C < N

σ/2
0 )

from (4.35). This enables us to use a Cartan-type theorem for analytic matrix-valued
functions (see [B5]) to prove a large deviation estimate on‖[T θN (yi′)]

−1
‖, necessary for

the proof of Lemma 4.1. The proof of the lemma is very similar to the one in [BW] (see
also [BGS]), after using (4.15) to appropriately adjustyi′ according to the scaleN . So we
state (without details of the proof)

Lemma 4.5. Letb0, β, σ , γ be fixed positive numbers so that

0< b0, β, σ < 1 and β + b0 > 1 + 3σ. (4.38)

LetN0 ≤ N1 be positive integers satisfying

N̄0(β, σ, γ ) ≤ 100N0 ≤ Nσ
1 (4.39)

with some large constant̄N0 depending only onβ, σ, γ . Assume that for anyN0 ≤ L ≤

N1, and any3(L) ∈ ER(L, i), i ∈ Zd+ν ,

mesBβ,γ (L, i) ≤ e−L
σ

. (4.40)
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Let X̄N , �̄N be the sets such that on̄XN andDCA,c(2N) \ �̄N , (4.40) holds for all
i ∈ [−N,N ]d+ν , L ∈ [N0, N1]. LetX′

N , X̃N1/C be the sets defined in(4.23, 4.24)and
Lemma4.3, and�′

N the corresponding frequency set as in Lemma4.3. If

x ∈ X′

N ∩ X̃N1/C ∩ X̄N , ω ∈ DCA,c(2N) \ {�′

N ∪ �̄N }, (4.41)

then
mes{θ | ‖[T θN ]−1

‖ > eN
β

} < e−N
3σ
, (4.42)

whereTN is the restriction ofT to any3 ∈ ER(N), the elementary regions centered at0,
providedNC1

0 ≤ N ≤ N
σC1
1 , withC1 � max(1/σ,6(d + ν)) depending only onβ, σ .

Remark. We note that from (4.23, 4.24), the dependence of the probability setXL,i (on
which (4.40) holds) oni ∈ Zd+ν is only through theZd coordinate. For simplicity, we
keep the notationXL,i . The set�L,i (on the complement of which (4.40) holds), on the
other hand, does have full dependence oni.

A summary of the proof

We use analytic and harmonic function theory together with a 2-scale (in the range
[N0, N1]) analysis to control the measure of the set in (4.42) at scaleN � N0. (See
the proofs of Lemma 4.4 in [BGS] and Lemma 6.2 in [BW].) For a givenN , let these two
scalesL1, L2 ∈ [N0, N1], L1 < L2, satisfy

logL1 ∼
1

C1
logN, logL2 ∼

1

σ
logL1 ∼

1

C1σ
logN,

with C1 as in the lemma,C1 � 1/σ . We reiterate the main line of arguments below.

• Fix θ . Let

3c∗ = {m ∈ 3(N) | ∃31 ∈ ER(L1), N0 ≤ L1 ≤ 2N0,

31 ⊂ m+ [−L1, L1]d+ν,31 is bad}. (4.43)

Forx, ω satisfying (4.41),

|3c∗| ≤ N1−b0 (b0 > 0), (4.44)

by Lemmas 4.3 and 4.4. SinceX′′

N0
⊃ X̄N , we have�′′

N0
⊂ �̄N , whereX′′

N0
, �′′

N0
are

as defined by the first two equations of (4.33).
• Let3∗ be, roughly speaking, the complement of the set in (4.43). For a more precise

definition, which requires a partition of3, see the beginning of the proof of Lemma
4.4 in [BGS]. Using an elementary resolvent expansion (Lemma B in the appendix,
which is Lemma 2.2 of [BGS] reiterated), we obtain an upper bound on‖[T θ3∗

]−1
‖ at

fixedθ by using the decay estimate on the31’s, elementary regions at scaleL1, in3∗.
By definition they are allgood. By standard Neumann series arguments, this bound is
preserved inside the diskB(θ, e−N0) ⊂ C.
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Remark. We have control over the size of3∗ via (4.43, 4.44), but not its geometry.
Typically3∗ is nonconvex, hence the need for elementary regions which are more general
than cubes, in particular L-shaped regions, in view of Lemma B.

• Define a matrix-valued analytic functionA(θ ′) onB(θ, e−N0) as

A(θ ′) = R3c∗T
θ ′

N R3c∗ − R3c∗T
θ ′

N R3∗
[T θ

′

3∗
]−1R3∗

T θ
′

N R3c∗ , (4.45)

where3c∗ = 3\3∗ andR3∗
,R3c∗ are projections. From (4.44),A(θ ′) is anO(N1−b0)

×O(N1−b0)matrix. The raison d’̂etre of introducingA(θ ′) is the following inequality:

‖[A(θ ′)]−1
‖ . ‖[T θ

′

N ]−1
‖ . e2N0‖[A(θ ′)]−1

‖

(see Lemma 4.8 of [BGS]). So to bound‖[T θ
′

N ]−1
‖, it is sufficient to bound

‖[A(θ ′)−1]‖, which is of smaller dimension.
• Toward that end, we introduce an intermediate scaleL2 with logL2 ∼ (logL1)/σ >

logL1. We work in an interval2 = {θ ′
| |θ ′

− θ | < e−N0}. Using (4.40) for the32’s
at scaleL2 and in3 (Lemma B), we obtain an upper bound on‖[T θ

′

N ]−1
‖ except for

a set ofθ ′ of measure smaller thane−O(L
σ
2 ). So there existsy ∈ 2 such that we have

bothan upper bound on‖[A(θ ′)]−1
‖ at θ ′

= y, hence a lower bound on the smallest
eigenvalue ofA(θ), and an a priori upper bound on‖A(θ ′)‖, which comes from the
boundedness ofT θ

′

N and the bound on [T θ
′

3∗ ]−1 (see (4.45)).
• Transferring the estimates on‖A(θ ′)‖, ‖[A(θ ′)]−1

‖ into estimates on log|detA(θ ′)|,
which is subharmonic, and using either a Cartan-type theorem (see Sect. 11.2 in [Le])
or proceeding as in the proof of Lemma 4.4 of [BGS] or Chap. XIV of [B5], we obtain
the lemma by covering the intervalI = (−O(NσC1

1 ),O(NσC1
1 )) with intervals of size

e−N0. (Recall (4.39) and that for allθ /∈ I , T θ
′

N is automatically invertible.) ut

Iteration lemma

To obtain exponential decay ofT −1
N , we need

Lemma 4.6. SupposeM,N ∈ N+ are such that for some0< τ < 1,

N τ
≤ M ≤ 2N τ . (4.46)

Let30 ∈ ER(N) be an elementary region with the property that for all3 ⊂ 30 such
that3 ∈ ER(L) withM ≤ L ≤ N ,

‖[T θL ]−1
‖ ≤ eL

β

(0< β < 1). (4.47)

We say that3 ∈ ER(L) with3 ⊂ 30 is good if in addition to(4.47),

‖[T θL ]−1(k, k′)‖ ≤ e−γ |k−k′| (4.48)
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for all k, k′
∈ 3 with |k − k′

| > L/10. Otherwise3 is called bad. Assume that for any
familyF of pairwise disjoint badM ′-regions in30 withM + 1 ≤ M ′

≤ 2M + 1,

]F ≤ Nβ (0< β < 1). (4.49)

Then
|[T θN ]−1(k, k′)| ≤ e−γ

′
|k−k′| (4.50)

for all k, k′
∈ 30 with |k − k′

| > N/10, andγ ′
= γ − N−δ′(δ′ > 0), providedN �

N0(β, τ, γ ).

The proof of the above lemma is written out in detail in [BGS]. The only difference is
that instead of being tridiagonal,T θL has exponentially decaying off-diagonal elements
by (H3). Soγ = γ (α). The proof goes through. So we do not repeat it here. (See also
[BW].) The gist is as follows.

The exponential decay estimate at scaleN in (4.50) is obtained from the exponential
decay estimate in (4.48) at smaller scalesM ′ by using (4.15), the norm estimate in (4.47)
and the resolvent identity. To implement this, we use a sequence of scalesMj+1 = MC′

j ,
with M0 = M andC′ such thatC′β < 1 andC′τ ≤ 1. For each elementary region
3(Mj+1) at scaleMj+1 and for eachk ∈ 3(Mj+1), we exhaust3(Mj+1) by an increasing
sequence of annuli centered atk of width 2Mj , or more precisely the intersections of this
sequence with3(Mj+1). Roughly speaking, an annulus is good if it does not intersect a
bad cube of the previous scaleMj .

In each of the connected components of the complement of the bad annuli, we apply
the resolvent identity using the estimate in (4.48) for elementary regions of sizeMj . In
the bad annuli, we use (4.47). From (4.49), the number of bad annuli is at most sublinear
in Mj+1. Using a multiscale induction argument to reach the scaleN , we obtain the
exponential decay in (4.50) when|k − k′

| > N/10; δ′ is determined from (4.47, 4.49),
δ′ ' τ(1 − βC′). ut

LetBβ,γ (N, i), i ∈ Zd+ν , be a set such that on the complement, (4.9) hold. Wheni = 0,
we writeBβ,γ (N,0) = Bβ,γ (N). As before let

XN,i and�N,i be the probability frequency subsets on which and

on the complement of which mesBβ,γ (N, i) ≤ e−N
σ .

(4.51)

Combining Lemmas 4.5, 4.6 with (4.23–4.25) and Lemmas 4.3 and 4.4, we obtain

Lemma 4.7. Assume that for anỹN0 ≤ N0 ≤ ÑC
0 , max(1/σ,6(d + ν)) � C < Ñ

σ/2
0

(Ñ0(ε, δ) � 1), and any3(N0) ∈ ER(N0, i), i ∈ Zd+ν ,

mesBβ,γ (N0, i) ≤ e−N
σ
0 (0< σ < 1). (4.52)

Let [ÑC
0 , Ñ

C2σ
0 ] be the next interval of scales. For anyN ∈ [ÑC

0 , Ñ
C2σ
0 ], writeN = NC

0
with N0 ∈ [Ñ0, Ñ

C
0 ]. LetX′

N , X̃N1/C be the sets defined in(4.23, 4.24)and Lemma4.3,
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and�′

N the set defined in Lemma4.3, satisfying

mesX′

N ≥ 1 −
O(1)

N
2
C
(p′−d(C+1)−1)

(p′ > d(C2
+ 1)+ 1),

mesX̃N1/C ≥ 1 −
O(1)

N
2
C2 (p

′−d(C2+1)−1)
(p′ > d(C2

+ 1)+ 1),

mes�′

N ≤ e−N
β/2C

,

(4.53)

in view of(4.25, 4.26).
Let X̄N , �̄N be the sets such that on̄XN andDCA,c(2N) \ �̄N , (4.52)holds for all

i ∈ [−ÑC2σ
0 , ÑC2σ

0 ]d+ν and allN0 ∈ [Ñ0, Ñ
C
0 ]. If

x ∈ X′

N ∩ X̃N1/C ∩ X̄N =: XN ,

mesXN ≥ 1 − 1/Np′′

with p′′
= p′′(p′, C, d + ν) > 1,

p′ large enough,

ω ∈ DCA,c(2N) \ {�′

N ∪ �̄N } =: DCA,c(2N) \�N ,

mes�N ≤ e−N
β/3C2

,

�N is semi-algebraic of degree less thanNC2(d+ν),

(4.54)

then
mesBβ,γ ′(N) ≤ e−N

σ

(0< σ < 1), (4.55)

whereγ ′
= γ −N−δ′ (δ′ > 0).

Proof. Applying Lemma 4.5 using (4.52), we obtain the large deviation estimate on
‖[T θN ]−1

‖. Choosing 0< τ < 1/Cσ , for x, ω in the sets defined in (4.54), (4.49) is
satisfied. (Here we need the definition that anN τ -region is bad if it intersects a badN0-
region. Otherwise it is good. On the goodN τ -region, (4.48) is obtained by using the
resolvent expansion (Lemma B) and (4.9) forN0-regions.) Hence Lemma 4.6 is available
and we obtain (4.55). The estimates onXN , �N follow from (4.51, 4.53) and the con-
structions in Lemmas 4.3–4.5. ut

Proof of Lemma 4.1.AssumeN̄0 (to be determined below) is such that Lemma 4.7 is
available. For the scales̄N0 ≤ N ≤ N̄C

0 , we use Neumann series inε andδ à la Lemma
4.2 and its proof. For the scalesN ≥ N̄C

0 , we use Lemma 4.7.
From Lemma 4.2, we need

N̄0 ≥ M0(d + ν, σ, β) (4.56)

and

ε0 = δ0 =
1

2
e−2N̄Cβ0 . (4.57)
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From Lemma 4.7 and the choice ofσ , the expansion factorC needs to satisfy

max(1/σ,6(d + ν)) � C < N̄
σ/2
0 . (4.58)

From Theorem A and (4.19),̄N0 needs further to satisfy

N̄0 > max(Q,M0), (4.59)

whereM0 = M0(d+ν, β, σ ) as in Lemma 4.2. Fix̄N0 satisfying (4.59), andC satisfying
(4.58). Then (4.57) determinesε0, δ0.

For the scales̄N0 ≤ N ≤ N̄C
0 , with N̄0 satisfying (4.59), the estimates

‖[T θN ]−1
‖ < eN

β

(0< β < 1),

|[T θN ]−1(`, `′)| < e−α|`−`′| (α as in (H3)),

|`− `′| > N/10,

for 0< ε ≤ ε0, 0< δ ≤ δ0 are obtained using Neumann series by shifting inθ only. So

mesXN,i = 1, mes�N,i = 0 (N̄0 ≤ N ≤ N̄C
0 ),

whereXN,i ,�N,i are as defined in (4.51), and (4.52) holds.
Let

X :=
⋂
N

⋂
i∈[−3NC ,3NC ]d+ν

XN,i =

⋂
N

⋂
j∈[−3NC ,3NC ]d

XN,j , (4.60)

where the second equality follows from the remark after Lemma 4.5,j being theZd
coordinate ofi; and

� :=
⋃
N

⋃
i∈[−3NC ,3NC ]d+ν

�N,i, (4.61)

whereXN,j ,�N,i are as defined in (4.51).
OnX andDCA,c \ �, Lemma 4.7 is available with the initialγ = α from Lemma

4.2 for iteration to all scales. Estimating the measure ofX and� using (4.53, 4.54, 4.60,
4.61), using the measure estimates on the bad set inθ from Lemmas 4.2 and 4.7, we
obtain the assertion of Lemma 4.1 by takingp′

' Od(1)C3. ut

5. Invertibility of T (yi),Q-equations and determination ofω

Fix x ∈ X ⊂ RZd
\ Rν , defined in (4.12), which generates a corresponding set� as in

Lemma 4.1. The main work of this section is to convert the measure estimates inθ for
fixedω ∈ Rν \� and fixedV ∈ Rν in Lemma 4.1 into measure estimates inω = ω(V) ∈

Rν and extend them to(ω,V) ∈ R2ν in the neighborhood ofω = ω(V), while keeping
θ fixed: θ = 0 and addressing the original family of linearized operatorsTN (yi) defined
in (4.2–4.5), whereyi is theith approximant for theP -equations (4.1). This is possible
becauseT θN is only a function ofn · ω + θ , T θN = T ′(n · ω + θ) (cf. (4.2–4.4, 4.7)).
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Sinceθ is now fixed at 0, before making the conversion, we need to make a further
restriction inX in order that the spectrum of the various restricted random Schrödinger
operators stay away from 0. This is needed whenn = 0 and we cannot varyω to have
invertibility of the linearized operators (cf. (4.3)).

So we modify the definition ofX′

N in (4.23, 4.24) to include the condition

dist(σ (3̄(N ′)),0) > e−N
β′

0 (0< β ′ < β) (5.0)

for all 3̄(N ′)∩[−N,N ]d 6= ∅ (N0 ≤ N ′
≤ 2N0), i.e., we require (4.30) to hold also when

λ = µj , eigenvalues of restricted random Schrödinger operators and not just differences
of pairs of eigenvalues. In view of the Wegner estimate (A7), this leaves the measure of
the setX′

N in (4.25) essentially unchanged.

This generates the restricted probability setX̃ ⊂ X ⊂ RZd
\ Rν , on which Lemma

4.1 holds. RenamẽX asX and let� be its corresponding frequency set.
To make the conversion, we need to supplement the measure estimates in (4.14) by

the fact that the bad setB(N) defined from (4.9) has a semi-algebraic description in terms
of (ω,V, θ), enabling us to use the decomposition Lemma 9.9 of [B5]. Once we have the
necessary estimates on [TN (yi)]−1 after removing a small set ofωi = ωi(V) (we put the
suffix i here to stress that it is theith approximation), we construct the next approximant
yi+1 according to (3.9), which in turn is used to constructωi+1 = ωi+1(V).

In this section, we primarily address the invertibility ofTN (yi),N = M i+1. Since the
estimate onTN (yi) and the construction ofyi+1 are interconnected, it is good at this point
to lay down the complete induction hypothesis. (In Section 4, we used the first part of the
induction hypothesis (H1, 3) and the first inequality of (H2) to derive Lemma 4.1.) The
first few approximations are obtained by using direct perturbation series inε, δ (see (4.9),
together with the text and the remark afterwards). So 0< ε ≤ ε0 � 1, 0< δ ≤ δ0 � 1,
and we haveα = O(1)|log(ε + δ)|.

On theentire(ω,V) parameter space, we assume:

(H1) suppyi ⊂ [−M i,M i ]d+ν (i ≥ 1),
(H2) ‖1iy‖ < δi , ‖∂1iy‖ < δ̄i ,

where‖ ‖ stands for supω,V ‖ ‖`2(Zd+ν ) (recall that we identifyy with ŷ; ∂ refers to
derivation inω or V). δi, δ̄i will be shown to satisfy

δi <
√
ε + δM−(4/3)i , δ̄i <

√
ε + δM−(4/3)i/2.

(H3) |yi(k)| < e−α|k| for someα > 0

(the constant in front of the exponential in (H3) is 1, because|a`| � 1, ` = 1, . . . , ν, see
(1.9)).

From (H2),y is aC1 function of(ω,V). Application of the implicit function theorem
to theQ-equations in (2.12) with

y =

(
u

v

)
=

(
û

v̂

)
= yi (5.1)
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yields
ωi = V + (ε + δ)ϕi(V) with ‖∂ϕi‖ < C, (5.2)

whose graph we denote by0i . Recall that a priori,yi are only defined on certain intervals
in (ω,V) space. It is in order to use the implicit function theorem that we extendyi to the
entire(ω,V) space, using the estimates on∂yi in (H2). (H2) and (2.12) imply, moreover,
that

‖ϕi − ϕi−1‖ ≤ O(1)‖yi − yi−1‖ < O(1)δi, (5.3)

which in turn implies that

0i is an(ε + δ)δi-approximation of0i−1. (5.4)

At each stagei, define

M0 = O(1)(i + 1)C/2(logM)C/2 (5.5)

for someC > 0, and�M0,k as in (4.51). Unlike (H1–3), the following hypothesis is only
assumed to hold oncertain intervals inR2ν , the(ω,V) parameter space.

(H4) There is a collection6i of intervalsI in R2ν of sizeM−iC , with the sameC as in
(5.5), such that

(0) I ∩ 0i ⊂ DC
(i)
A,c \�i , where

DC
(i)
A,c :=DCA,c(2N), N = M i,

�i :=
⋃

k∈Zd∩[−2M0,2M0]d
�M0,k, i > i0 > 0

(see the remark after (iv) concerningi0).
(i) On I ∈ 6i , yi(ω,V) is a rational function of (ω,V) of degree at mostMqi3

(q ∈ N+).
(ii) For (ω,V) ∈

⋃
I∈6i

I ,

‖F(yi)‖ < κi, ‖∂F (yi)‖ < κ̄i . (5.6)

In (6.20),κi, κ̄i will be shown to satisfy

κi <
√
ε + δM−(4/3)i+2

, κ̄i <
√
ε + δM−(4/3)i+2/2. (5.7)

(iii) For (ω,V) ∈
⋃
I∈6i

I ,

TN = TN (yi−1), N = M i,

satisfies

‖T −1
N ‖ ≤ M iC , |T −1

N (k, k′)| ≤ e−α|k−k′| for |k − k′
| > iC .
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(iv) EachI ∈ 6i is contained in an intervalI ′
∈ 6i−1 and

mesν
(
0i ∩

( ⋃
I∈6i−1

I \

⋃
I∈6i

I ′

))
< M−i/5.

Remark. (H4.0) is only needed fori > i0 to ensure the availability of Lemma 4.1. Up
to stagei0, we use directε, δ perturbation series, where the Diophantine property ofω is
not required (cf. Lemma 4.2).

Unlike the related estimates on1iy, ∂1iy in (H2), (5.6, 5.7)cannotbe extended to
the entire(ω,V) space. This is because, as mentioned earlier, outside the intervals in6i ,
yi are no longer close to solutions to theP -equations (2.16).

Invertibility of TN (yi), N = M i+1

Assume (H1–4) hold at stagei. To constructyi+1, we need to control

[TN (yi)]
−1, N = M i+1,

with a further restriction on the(ω,V) parameter set. This will give us (H4.iii) at stage
i + 1.

We accomplish this by covering [−M i+1,M i+1]d+ν with [−M i,M i ]d+ν and inter-
vals [−M0,M0]d+ν + k, M0 as in (5.5),k ∈ Zd+ν , M i/2 < |k| < M i+1, and using the
resolvent identity. We first estimate [TM i (yi)]−1. Fix (ω,V) ∈

⋃
I∈6i

I . (H4.iii) at stage
i gives

‖[TM i (yi−1)]
−1

‖ ≤ M iC ,

|[TM i (yi−1)]
−1(k, k′)| ≤ e−α|k−k′| (|k − k′

| > iC).
(5.8)

We write
TM i (yi) = TM i (yi−1)+ [TM i (yi)− TM i (yi−1)] =: A+ B. (5.9)

From the first inequality in (5.8),

‖A−1
‖ ≤ M iC . (5.10)

The first inequality of (H2) at stagei gives

‖B‖ < O(1)M−(4/3)i . (5.11)

So
‖[TM i (yi)]

−1
‖ ≤ 2M iC for i > C2. (5.12)

To obtain a pointwise estimate on [TM i (yi)]−1, we use (5.9) and resolvent series.A−1

has off-diagonal decay from (5.8), andB has off-diagonal decay from (H3) at stagei.
Iterating the resolvent series and using (5.12), we obtain

|[TM i (yi)]
−1(k, k′)| ≤ e−α

′
|k−k′| (|k − k′

| > iC) (5.13)

with α′
= α −M−iδ′ > α/2 (δ′ > 0), uniformly in i.

We now study|[T (yi)]−1
| on theM0 intervals,M0 as in (5.5). We distinguish two

types ofM0 intervalsJ in [−M i+1,M i+1]d+ν :
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(a) J ∩ [−M0,M0]d × [−M i+1,M i+1]ν = ∅,
(b) J ∩ [−M0,M0]d × [−M i+1,M i+1]ν 6= ∅.

For type (a), we use direct perturbation in view of (H3). For type (b), we use a more
delicate construction. We writeM0 = M ĩ0. (M0 is chosen in order that the total degree of
the semi-algebraic set describing the bad set inω, V, θ is not too large.)

TheM0 intervals are at the [ĩ0]th scale. OnM0 intervals of type (b), we use Lemma
4.1, which is forTM0(yi0), i0 '

logM
logb ĩ0 < i similar to (4.9). Using a decomposition

lemma ([B5, Lemma 9.9] restated here as Lemma 5.3) to make appropriate incisions
in the (ω,V) parameter space, applying (H2) betweenyi0 andyi and combining with
estimates on type (a) intervals, we obtain

‖(RJT (yi)RJ )
−1

‖ < eM
β
0 (0< β < 1),

|(RJT (yi)RJ )
−1(k, k′)| < e−α

′′
|k−k′|, k, k′

∈ J, |k − k′
| > M0/10,

(5.14)

whereα′′
= α −M−iδ′′ (δ′′ > 0), for all

J = [−M0,M0]d+ν + k, 1
2M

i < |k| < M i+1. (5.15)

This is the content of Lemma 5.2. We delay its precise statement and proof momentarily.
We first prove

Lemma 5.1. Assume(5.12–5.15)hold andM0 is as in(5.5). Then

‖[TM i+1(yi)]
−1

‖ < O(1)M(i+1)C , (5.16)

|[TM i+1(yi)]
−1(k, k′)| < e−α̃|k−k′| for |k − k′

| > (i + 1)C, (5.17)

with α̃ = α −M−(i+1)δ̃, δ̃ > 0.

Proof. (5.16, 5.17) are exercises in the resolvent identity or equivalently using Lemma B
in the appendix. We first prove (5.16). Then (5.17) follows by using (5.16) and another
application of the resolvent identity. Let

Bi = [−M i,M i ]d+ν, Bi+1 = [−M i+1,M i+1]d+ν .

For anyk, ` ∈ Bi+1, we have (assumeT −1
Bi+1

is defined)

T −1
Bi+1

(k, `) = T −1
W(k)(k, `)+

∑
k′∈∂∗W(k)

|k′′−k′|=1
k′′∈Bi+1\W(k)

T −1
W(k)(k, k

′)T −1
Bi+1

(k′′, `); (5.18)

here for|k| ≤
1
2M

i,W(k) = Bi , while for |k| > 1
2M

i , W(k) is a sizeM0 interval. It is
easy to see that for everyk′, there existsW(k) such that dist(k′, ∂∗W(k)) ≥ M0, where
∂∗W(k) is the interior boundary ofW(k), relative toBi+1. Summing over̀ ∈ Bi+1 yields

sup
k∈Bi+1

∑
`∈Bi+1

|T −1
Bi+1

(k, `)| ≤ sup
k∈Bi+1

∑
`∈W(k)

‖T −1
W(k)‖

+ sup
k∈Bi+1

∑
k′∈∂∗W(k)

|T −1
W(k)(k, k

′)| sup
k′′∈Bi+1

∑
`∈Bi+1

|T −1
Bi+1

(k′′, `)|. (5.19)



Nonlinear random Schrödinger equations 33

Using (5.12–5.15), we have

sup
k∈Bi+1

∑
`∈Bi+1

|T −1
Bi+1

(k, `)| ≤ 2M iC
· (2M i

+ 1)d+ν

+O(1)e−cM0Md+ν−1
0 sup

k′′∈Bi+1

∑
`∈Bi+1

|T −1
Bi+1

(k′′, `)|, (5.20)

sinceM i
� M0. So

‖T −1
Bi+1

‖ ≤ M(i+1)C ,

which is (5.16).
To obtain (5.17), we retrace our steps back to (5.18) and restrict tok, ` such that

|k − `| > (i + 1)C � M0, in view of (5.5). Iterating (5.18) along the path fromk to `
usingBi , J and using (5.16) for the last factor, we obtain (5.17). ut

(5.16, 5.17) will be the conclusion of (H4.iii) at stagei+1 once we specify the new set of
intervals6i+1, on which they hold. As alluded to earlier,6i+1 will be determined from
6i and the new restriction on(ω,V) in order that (5.14, 5.15) hold.

Determination of6i+1

Lemma 5.2. Assume(H1–4) at stagei. There exists̃0i ⊂ 0i with mesν 0̃i < M−i/4

such that(5.14, 5.15)hold on ⋃
I∈3i

(I ∩ (0i \ 0̃i)). (5.21)

The proof of (5.21) relies on the measure estimates in Lemma 4.1 and semi-algebraic
description of the bad set. We need the following decomposition lemma, which is proven
in [B5, Lemma 9.9].

Lemma 5.3. Let S ⊂ [0,1]2n be a semi-algebraic set of degreeB and mes2n S < η,
logB � log(1/η). Denote by(x, y) ∈ [0,1]n × [0,1]n the product variable. Fixε >
η1/2n. Then there is a decompositionS = S1 ∪ S2 with S1 satisfying

|Projx S1| < BKε (K > 0) (5.22)

andS2 satisfying the transversality property

mesn(S2 ∩ L) < BKε−1η1/2n (K > 0), (5.23)

for anyn-dimensional hyperplaneL such that

max
1≤j≤n

|ProjL(ej )| <
1

100
ε, (5.24)

whereej are the basis vectors for thex-coordinates.
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Proof of Lemma 5.2.Assume (5.14, 5.15) hold withT (yi0) replacingT (yi), where as
before

i0 '
logM

logb
ĩ0 ∼

logM0

logb
< i, (5.25)

‖[RJT (yi0)RJ ]−1
‖ < eM

β
0 (0< β < 1),

|[RJT (yi0)RJ ]−1(k, k′)| < e−α|k−k′|, k, k′
∈ J, |k − k′

| > M0/10,
(5.26)

for all
J = [−M0,M0]d+ν + k, 1

2M
i < |k| < M i+1. (5.27)

Recall that we are at stagei, so (H2) is satisfied. Hence

‖T (yi)− T (yi0)‖ < O(1)δi0 < e−αM0 (5.28)

by (5.25). This in turn implies that (5.14, 5.15) hold. So we only need to prove (5.26).
((5.28) is in fact a reason for the choice ofM0 in (5.5).)

Fix I ∈ 6i0. For type (a) intervals, using (H3) foryi0, the off-diagonal elements in
then direction ofS have exponential decay and‖S‖ ≤ O(δe−αM0). We use A.L. for the
random Schr̈odinger operatorε1j + Vj to obtain (5.26) as follows.

To obtain the first estimate in (5.26), we make direct incisions in the frequency space.
Let J be a type (a) interval. We require

|±n · ω + ε1j + Vj | = |±n · ω + µj | ≥ 2e−M
β
0

for all (n, j) ∈ J , whereµj are the eigenvalues ofε1j + Vj restricted to the projection
of J ontoZd .

Whenn 6= 0, this amounts to taking away a set in� of measure≤ O(1)e−M
β
0 ·Md+ν

0 .
Whenn = 0, this is satisfied forx ∈ X in view of (5.0). So

‖[RJT (yi0)Rj ]
−1

‖ < eM
β
0 ,

by using the exponential estimates onS. This gives the first estimate in (5.26).
To obtain the second estimate in (5.26), we use Anderson localization, i.e., on the

probability setX defined in (4.12), for allE (hereE = n · ω) there exists at most one
pairwise disjoint bad elementary region inZd of sizeM1/C

0 in the projection ofJ ontoZd .
A resolvent series in thej direction coupled with a resolvent series in then direction using
the above two estimates and the decay property ofS gives the second estimate in (5.26)
(cf. proof of Lemma 4.3).

Hence there is a set0̄ ⊂ 0i0 ∩ I with

mesν 0̄ < O(1)e−M
β
0M(i+1)(d+ν)Md+ν

0 (0< β < 1)

< M−i
(5.29)

such that outside0̄, (5.26) hold for all J ⊂ [−M i+1,M i+1]d+ν satisfying J ∩

[−M0,M0]d × [−M i+1,M i+1]ν = ∅.
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To prove (5.26) for type (b) intervalsJ , we use Lemma 4.1 at scalẽi0 =

[logM0/ logM] and the decomposition Lemma 5.3. We illustrate this on the interval
J = [−M0,M0]d+ν . We consider the set

S = {(ω,V, θ) ∈ I × R | (4.9) fail for T θ
[−M0,M0]d+ν

(yi0),

i.e., withN replaced byM0, andyi replaced byyi0}, (5.30)

whereI ∈ 6i0 is the same fixed interval as earlier. (Recall thatx ∈ X ⊂ RZd
\ Rν

is fixed.) LetT θM0
(yi0) denoteT θ

[−M0,M0]d+ν
(yi0). Each matrix element ofT θM0

(yi0) is a

rational function ofω,V of degree at most 2(p + 1)Mqi30 (q ∈ N+) and linear inθ
(see (H4.i), (4.2–4.4, 4.7)). As before, the condition in (5.30) can be expressed in terms
of determinants and hence polynomials in the matrix elements ofT θM0

(yi0). This implies

thatS is semi-algebraic of total degree at mostM
C(d+ν)
0 Mqi30 in R2ν+1.

We now localize to(ω,V) ∈ 0i0. We consider the set

S ′ := S ∩ {(I ∩ 0i0 ∩ {DCA,c(2M0) \�M0})× R} ⊂ Rν+1, (5.31)

where�M0 is as in (4.54) of Lemma 4.7 withN replaced byM0, and0i0 is deter-
mined by theQ-equations (2.12), which are polynomial in(ω,V) of degree at most

2(p+ 1)Mqi30 (q ∈ N+). From Lemma 4.7, (4.54),DCA,c(2M0) \�M0 is determined by

M
C2(d+ν)
0 ∼ MC2(d+ν)i0 monomials of degree 1. SoS ′ is semi-algebraic of total degree

at mostM(q+1)i30 in Rν+1.
By Lemma 4.1, each sectionS ′(ω,V) = S ′(ω(V),V) is of measure at moste−M

σ
0 in

θ (0< σ < 1/2). So

mesν+1S ′
≤ e−M

σ
0 (0< σ < 1/2). (5.32)

Our aim is to estimate, fork ∈ Zν , 1
2M

i < |k| ≤ M i+1,

mesν{V | (V,V + (ε + δ)ϕi0(V), k · (V + (ε + δ)ϕi0(V))) ∈ S ′
}. (5.33)

Since0i0 is aC1 function, (I ∩ 0i0) × R may be identified with an interval inRν+1,
say [0,1]ν × R, S ′ defined in (5.31) is a subset of(I ∩ 0i0) × R, and therefore can be
identified with a subset in [0,1]ν × R. For the purpose of application of Lemma 5.3,
we identify [0,1]ν × R with [0,1]ν × {0} × R ⊂ [0,1]ν × [0,1]ν−1

× R andS ′ with
S ′

× {0} ⊂ S ′
× [0,1]ν−1. SinceT is restricted to the interval [−M0,M0]d+ν , we may

further restrict the interval in [0,1]ν × R to be

[0,1]ν × [−O(
√
d + ν)M0,O(

√
d + ν)M0]

' [0,1]2ν−1
× [−O(

√
d + ν)M0,O(

√
d + ν)M0]. (5.34)

We decompose [−O(
√
d + ν)M0,O(

√
d + ν)M0] into intervals of length 1 and iden-

tify each of them with [0,1]. Applying the decomposition Lemma 5.3 to each of these
intervals and taking the union, we obtain a subset0′

⊂ 0i0 ∩ I with

mesν 0
′ < (M(q+1)i30 )CM−i

·O(
√
d + ν)M0 < M−i/2 (5.35)
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(recallS ′ is of degreeB ≤ Mqi30 (q ∈ N+) and we takeε = 200M−i in (5.22)) such that
for all k ∈ Zν, |k| > 1

2M
i ,

mesν{V | (V,V + (ε + δ)ϕi0(V), k · (V + (ε + δ)ϕi0(V))

∈ S∩{((0i0\0
′)∩I∩{DCA,c(2M0)\�M0})×R} < e−M

σ/2
0 (0< σ < 1/2), (5.36)

whereM0 is as in (5.5).
The same estimates as in (5.35, 5.36) hold whenT[−M0,M0]d+ν is replaced by

T[−M0,M0]d+ν+`, ` ∈ Zd ∩ [−2M0,2M0]d . Therefore, there is a set0′′
⊂ 0i0 ∩ I with

mesν 0
′′ < O(1)M−i/2

+O(1)M(i+1)(d+ν)e−M
σ/2
0 < M−i/3 (5.37)

(in view of the choice ofM0 in (5.5) andCσ � 1 from (4.58)) such that outside0′′, (4.9)
hold for all intervalsJ of the form [−M0,M0]d+ν+`, ` ∈ Zd ∩ [−2M0,2M0]d , yi′ = yi0
andθ = k · ω, k ∈ Zν , 1

2M
i < |k| < M i+1. (The condition∩{DCA,c(2M0) \ �M0} in

(5.36) does not require additional incisions in the frequency space, as (H4.0) holds starting
at stagei0 + 1.)

Combined with (5.29) and the previous perturbation argument of replacingyi by yi0
in (5.28), this implies that there exists0′′′ with mesν 0′′′ < M−i/3 such that outside0′′′,
(5.14, 5.15) hold for allk with 1

2M
i < |k| < M i+1, and a fixedI ∈ 6i0.

Letting I range over6i0 (there can be at mostO(1)M iC0 such intervals, as the(ω,V)
parameter space can be restricted to, say [0,1]2ν), the total measure removed from0i0 is

at mostM iC0 · M−i/3 < M−i/4. Since0i0 and0i are at distance< δi0 < e−αM0 from
(5.3), we obtain a subset0̃i ⊂ 0i with mesν 0̃i < M−i/4 such that (5.14, 5.15) hold for
all k with M i/2< |k| < M i+1 and on⋃

I∈6i0

(I ∩ (0i \ 0̃i)) (5.38)

and hence on ⋃
I∈6i

(I ∩ (0i \ 0̃i)) (5.39)

by (H4.iv). This proves the lemma. ut

Lemma 5.1 then gives that on the set in (5.39), (5.16, 5.17) hold. Clearly by perturbation,
(5.16, 5.17) remain valid on anM−(i+1)C neighborhood of (5.39) (sinceM−(i+1)C

�

e−αM0 ∼ e−α(i+1)C/2 by the choice ofM0 in (5.5)), which in turn generates a collection
3i+1 of intervals inR2ν of sizeM−(i+1)C such that for(ω,V) ∈ I ∈ 3i+1, (5.16, 5.17)
hold. So (H4.iii) holds at stagei + 1 with α̃ = α − M−(i+1)δ̃ (δ̃ > 0) replacingα.
Moreover we have

mesν
( ⋃
I∈3i

(I ∩ 0i) \

⋃
I ′∈3i+1

(I ′
∩ 0i)

)
≤ mesν 0̃i < M−i/4, (5.40)

which will imply (H4.iv) at stagei + 1, once we constructyi+1 and hence0i+1 using
(H4.iii) at stagei + 1.
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6. Construction of yi+1 and completion of the assemblage

Construction ofyi+1

LetN = M i+1, and for(ω,V) ∈
⋃
I∈3i+1

I , define

1i+1y = yi+1 − yi := −[TN (yi)]
−1F(yi) (6.1)

(previously (3.9)). In view of (3.1, 2.16, H4.i), this implies that1i+1y is a rational func-
tion of (ω,V) of degree at most

O(1)Nd+νMqi3
+ (2p + 1)Mqi3 < Mq(i+1)3 (q ∈ N+). (6.2)

(Recallp < M.) So (H4.i) holds at stagei + 1. (5.16, H4.ii) give

‖1i+1y‖ < M(i+1)Cκi = δi+1 (6.3)

and
‖∂(1i+1y)‖ < ‖∂T −1

N ‖ ‖F(yi)‖ + ‖T −1
N ‖ ‖∂F (yi)‖

< ‖T −1
N ‖

2
‖yi‖C1κi + ‖T −1

N ‖κ̄i

< M2(i+1)C κ̄i = δ̄i+1, (6.4)

where we also used (H2). Next we obtain a pointwise estimate on1i+1y. From (6.1),

|1i+1y(k)| ≤

∑
|k′|≤N

|T −1
N (k, k′)| |F(yi)(k

′)|. (6.5)

(2.16) gives

|F(yi)(k
′)| ≤ O(1)

∑
k1+···+k2p+1=k

′

|yi(k1)| · · · |yi(k2p+1)|

≤ (CM)CM |k′
|
(d+ν)Me−α|k′| (6.6)

(sincep < M). Substituting (5.17, 6.6) into (6.5), we then obtain

|1i+1y(k)| ≤ (CM)CM
{ ∑

|k−k′|<iC

M iC
|k′

|
(d+ν)Me−α|k′|

+

∑
|k−k′|≥iC

|k′
|
(d+ν)Me−α̃(|k

′
|+|k−k′|)

}
< C′M2iC

|k|(d+ν)Me−α̃|k|. (6.7)

Using (6.3) fork such that log|k| . i and (6.7) otherwise, we obtain

|yi+1(k)| < e(log |k|)C
′
−α̃|k|

≤ e−ᾱ|k| (6.8)
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with ᾱ = α −M−(i+1)δ̄ for someδ̄ > 0 independent ofi, where we used the estimate on
α̃ just above (5.40). This shows that (H3) is essentially preserved at stagei + 1. Here we
used the fact thatα = O(1)|log(ε + δ)| and 0< ε, δ � 1.

Since the intervals in3i+1 are of sizeM−(i+1)C , we may extend1i+1y to the en-
tire (ω,V) parameter space as follows. For anyI ∈ 3i+1, let Ĩ ⊂ I be such that
dist(3ci+1, Ĩ ) ∼

1
3M

−(i+1)C . Set1y′

i+1 = 1yi+1 on I , 1y′

i+1 = 0 on3ci+1. Define
aC1 function

4i+1 =

{
1 on Ĩ ,

0 on3ci+1.
(6.9)

Set
1ỹi+1 = 4i+11y

′

i+1. (6.10)

Then1ỹi+1 is defined on the whole(ω,V) parameter space and satisfies

‖∂1ỹi+1‖ < 3M(i+1)C δi+1 +M2(i+1)C κ̄i = δ̄i+1, (6.11)

where the second contribution comes from (6.4). Renaming1ỹi as1yi and lettingyi+1 =

yi +1yi , we have thus shown that (H1–3) remain valid at stagei+ 1 with ᾱ replacingα.
Fromyi+1, theQ-equations (2.12) define0i+1 at most at a distanceδi+1 ' M−bi+1

� M−i/4 from 0i . Clearly (5.40) implies

mesν
(
0i+1 ∩

( ⋃
I∈3i

I \

⋃
I ′∈3i+1

I ′

))
< M−i/4 < M−(i+1)/5, (6.12)

which is (H4.iv) at stagei + 1.
It remains to verify the properties ofF(yi+1) in (H4.ii), stagei + 1. From the Taylor

series in (3.10),

F(yi+1) = −[(T − TN )[TN (yi)]
−1]F(yi)+O(1)‖1i+1y‖

2, N = M i+1. (6.13)

By construction and (H1), we have suppyi ⊂ [−M i,M i ]d+ν ; therefore (2.16) gives

suppF(yi) ⊂ [−(2p + 1)M i, (2p + 1)M i ]d+ν

⊂ [−M i+1/10,M i+1/10]d+ν = [−N/10, N/10]d+ν . (6.14)

So

F(yi+1) = [RZd+ν\B(0,N)T T
−1
N RB(0,N/10)]F(yi)+O(1)‖1i+1y‖

2,

‖F(yi+1)‖ ≤ ‖RZd+ν\B(0,N)T T
−1
N RB(0,N/10)‖ ‖F(yi)‖ +O(1)‖1i+1y‖

2,
(6.15)

whereB(0, N) = [−N,N ]d+ν , andRB(0,N), RB(0,N/10) are the characteristic functions.
Thus

‖F(yi+1)‖ ≤ e−αN/3κi +O(1)δ2
i+1 = κi+1, (6.16)

where we used (H2,3,4.ii).
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Similarly,

O(1)‖∂F (yi+1)‖ ≤ ‖T −1
N ‖ ‖∂T ‖ ‖F(yi)‖ + ‖∂T −1

N ‖ ‖F(yi)‖ ‖T ‖

+ ‖RZd+ν\B(0,N)T T
−1
N RB(0,N/10)‖ ‖∂F (yi)‖

+ ‖1i+1y‖ ‖∂1i+1y‖

< M2(i+1)Cκi + e−αM
i+1/3κ̄i + δi+1δ̄i+1, (6.17)

and we may take

κ̄i+1 = O(1)(M2(i+1)Cκi + e−αM
i+1/3κ̄i + δi+1δ̄i+1). (6.18)

Summarizing (6.3, 6.4, 6.16–6.18), we have
δi+1 = M(i+1)Cκi,

δ̄i+1 = M2(i+1)C κ̄i,

κi+1 = e−αM
i+1/3κi +O(1)δ2

i+1,

κ̄i+1 = O(1)(M2(i+1)Cκi + e−αM
i+1/3κ̄i + δi+1δ̄i+1).

(6.19)

We start fromκ0, κ̄0 = O(1)(ε + δ). Forε + δ small enough, (6.19) is satisfied fori ≥ 1
if {

δi <
√
ε + δ M−(4/3)i , κi <

√
ε + δ M−(4/3)i+2

,

δ̄i <
√
ε + δ M−(4/3)i/2, κ̄i <

√
ε + δ M−(4/3)i+2/2.

(6.20)

(H4.0) and initial input for the induction

To ensure (H4.0) at stagei + 1, we make further incisions. (This is in order that Lemma
4.1 remains at our disposal at a later stage.) On0i+1, we need to eliminateω such that{

|n · ωi+1 + λjj ′ | ≤ e−M
β′

0 (n ∼ O(1)M0),

‖n · ωi+1‖T ≤ c/|n|A (0< |n| < 2M i+1),
(6.21)

whereM0 is as in (5.5, H4.0),β ′
= β/O(1), O(1) is the same expansion factor as in

Lemma 4.6 (denotedC there),λjj ′ = µj −µj ′ , µj , µj ′ are the eigenvalues of the random

Schr̈odinger operatorε1j+Vj restricted to the myriad elementary regions of sizeM
1/O(1)
0

(the same expansion factorO(1)) in [−3M0,3M0]d (see Lemmas 4.1, 4.2, 4.6, proof
of Lemma 4.2, (4.8, 4.9), the remark after (4.9, 4.26, 4.54) and the definition of�i in
(H4.0)). There are at mostO(1)MC′d

0 (C′ > 0) such differences of eigenvalues.
In view of (5.2) at stagei + 1, the first equation in (6.21) removes a set0̄i+1 ⊂ 0i+1

with

mesν 0̄i+1 ≤ e−M
β′′

0 (0< β ′′ < β ′)

∼ e−[(i+1)C/2(logM)C/2]β
′′

� M−(i+1)/5, (6.22)
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on using (5.5) and choosing

C >
O(1) logM

β
,

which is always possible.
Since

‖ωi+1 − ωi‖ ≤ δi = M−(4/3)i
� 1/M iA (6.23)

from (5.2, 5.3, 6.20), we only need to removeωi+1 such that

‖n · ωi+1‖T ≤ c/|n|A

for M i
≤ |n| ≤ M i+1, which removes a set̃0i+1 ⊂ 0i+1 with

mesν 0̃i+1 ≤ O(1)/M iA
� M−(i+1)/5. (6.24)

Renameα asαi , andᾱ asαi+1. From (6.8),αi+1 = αi −M−(i+1)δ̄ > α/2 uniformly
in i. Combining (6.22, 6.24), we have (H4.0) at stagei + 1 and (6.12) is preserved. We
have thus made a complete induction step from stagei to i + 1.

7. Proof of the Theorem

The “proof of the Theorem” is now just a matter of juxtaposing Sections 4, 5, 6 and
recalling the sequence of events. We recount the spine of the argument.

We use the modified Newton scheme (3.9) to construct approximate solutions:

1i+1y = yi+1 − yi = −[TN (yi)]
−1F(yi), N = M i+1, (7.1)

whereTN is T restricted on [−N,N ]d+ν , andT andF are as in (3.3–3.5, 3.1). Assume
we have obtained the firsti approximationsy1, . . . , yi on a set of intervalsR2ν

⊃ 31 ⊃

· · · ⊃ 3i . To obtainyi+1, we need to control [TN (yi)]−1 with a further restriction on the
new set of intervals3i+1 in (ω,V) space. This is accomplished as follows.

To estimateTN (yi), we cover [−M i+1,M i+1]d+ν with the interval [−M i,M i ]d+ν =

I and smaller intervalsJ = [−M0,M0]d+ν + k, M i/2< |k| < M i+1,M0 ∼ (logN)C/2

as in (5.5).T −1
I is “good” on3i by using perturbation theory. TheJ intervals are divided

into two types as in Section 5, according to their distances to theZd axis (see equations
(a) and (b) between (5.13, 5.14)).T −1

J of type (a) is easily obtained by using the manifest
exponential decay properties ofyi and a direct incision in the frequency space. The main
task is to controlT −1

J of type (b), which leads to further incisions in the frequency space,
hence to the new set of intervals3i+1.

Since |J | � |I |, we may considerTJ (yi0) instead ofTJ (yi) for somei0 � i as
in (5.25). We add a parameterθ to TJ (yi0) and estimate the measure of the set ofθ

on the complement of which [T (θ)J ]−1 is “good”. This is Lemma 4.1. We then use the
decomposition Lemma 5.3 to transfer the estimate inθ into estimates inω, giving rise to
the new set of intervals3i+1.
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On 3i+1 we constructyi+1 according to (7.1). Using theQ-equations (2.12), we
obtain0i+1. The first i0 approximations are constructed by using directε, δ series, in
order that Lemma 4.7 and hence Lemma 4.1 are available:i0 '

1
β

log |log(ε + δ)| from

(4.57) and the third expression in (4.9) after settingN = ÑC
0 and determiningi, hencei0.

(6.20) gives the rate of convergence of this Newton scheme and hence the Theorem.ut

Appendix: Localization results for random Schrödinger operators

A random Schr̈odinger operator is the operator

H = ε1+ V on`2(Zd),

whereε > 0 is a parameter,1(i, j) = 1 if |i − j | = 1 and zero otherwise, andV =

{vi}i∈Zd is a family of independent identically distributed (i.i.d.) random variables with
common probability distributiong. The spectrum ofH is given by

σ(H) = σ(ε1)+ σ(V ) = [−2εd,2εd] + suppg, a.s.

We summarize below the known results on Anderson localization, which are relevant
for the present construction (cf. [DJLS1,2, vDK, GB, GK, Mi, Si]). This is an expanded
and more complete version of the appendix in [BW].

For anyL ∈ N, let3L(i) denote any elementary region inZd with diameter 2L, center
i ∈ Zd as defined in (4.10, 4.11) withZd replacingZd+ν . Let H3L(i) beH restricted
to 3L(i). Let m > 0 andE ∈ R. The set3L(i) is (m,E)-regular (for a fixedV ) if
E 6∈ σ(H3l(i)) and

|G3L(i)(E; j, j ′)| ≤ e−m|j−j ′
| (A1)

for all j, j ′
∈ 3L(i) with |j − j ′

| > L/4. The following theorem is an immediate corol-
lary of the corresponding theorem in [vDK] pertaining to cubes, by covering elementary
regions with cubes and then applying the resolvent equation (cf. Lemma B).

Theorem A. Let I ⊂ R be a bounded interval. Suppose that for someL0 > 0,

Prob{ for anyE ∈ I either3L0(i) or 3L0(j) is (m0, E)-regular} ≥ 1 − 1/L2p′

0 (A2)

for somep′ > d andm0 > 0, and anyi, j ∈ Zd with |i − j | > 2L0, and

Prob{dist(E, σ (H3L(0))) < e−L
β

} ≤ 1/Lq
′

(A3)

for someβ with 0< β < 1 andq with

q ′ > 4p′
+ 6d (A4)

and allE with
dist(E, I ) ≤

1
2e

−Lβ ,
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and allL ≥ L0. Then there existsα,1 < α < 2, such that if we setLk+1 = [Lαk ] + 1,
k = 0,1, . . . , and pickm, 0 < m < m0, there isQ < ∞ such that ifL0 > Q, then for
anyk = 0,1, . . . ,

Prob{ for anyE ∈ I either3Lk(i) or 3Lk(j) is (m,E)-regular} ≥ 1 − 1/L2p′

k (A5)

for anyi, j ∈ Zd with |i − j | > 2Lk.

Remark. On the same probability subspace,

dist(σ (H3Lk (i)), σ (H3Lk (j))) > e−L
β
k , β > 0, (A6)

if |i − j | > 2Lk. This is part of the proof of Theorem A.

Let S ⊂ Zd be an (arbitrary) finite set. LetHS beH restricted toS. If the probability
distribution is absolutely continuous with a bounded densityg̃, we have the following
Wegner lemma:

Prob{dist(E, σ (HS)) ≤ κ} ≤ Cκ|S| ‖g̃‖∞, C, κ > 0. (A7)

(A2) is satisfied ifε is sufficiently small. (A3, 5) are provided by (A7) if‖g̃‖∞ < ∞.
More precisely, if we fix 0< β < 1, and chooseq ′ and henceL0 sufficiently large, then
there existε sufficiently small such that (A2, 3) are satisfied. We note from (A4) that the
larger theq ′, the larger thep′ could be. In view of (A5),q ′ can be chosen large ifL0 is
large. Sop′ can always be large enough by choosingε small enough for the construction
in this paper (cf. proof of Lemma 4.1).

Theorem A implies that for 0< ε � 1 and‖g̃‖∞ < ∞, σ(H) has pure point
spectrum almost surely. The pure point spectrum is dense. However, it is simple [Si]. Let
ψn (n ∈ Zd ) be thenth eigenfunction ofH . Then

|ψn(j)| ≤ Cn,ωe
−m′

|j | (0< m′ < m).

Further improvements of technology (see [A, DJLS1,2, GB, GK]) give in fact

|ψn(j)| ≤ CωPω(jn,ω)e
−m′

|j−jn,ω|, (A8)

where the centersjn,ω satisfy|jn,ω| & n1/d , andPω is a polynomial which only depends
onω.

A resolvent estimate

Lemma B. Suppose3 ⊂ Zd+ν is an arbitrary set with the following property: for every
x ∈ 3, there is a subsetW(x) ⊂ 3 with x ∈ W(x), diamW(x) ≤ N and such that
Green’s functionGW(x)(E) satisfies, for certaint, N,A > 0,

‖GW(x)(E)‖ < A, (B1)

|GW(x)(E; x, y)| < e−tN for all y ∈ ∂∗W(x). (B2)
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Here∂∗W(x) is the interior boundary ofW(x) relative to3 given by

∂∗W(x) = {y′
∈ W(x) | ∃z ∈ 3 \W(x), |z− y′

| = 1}. (B3)

Then
‖G3(E)‖ < 2N2A

provided4N2e−tN ≤ 1/2.

See [BGS], where it is stated as Lemma 2.2, for a proof using the resolvent equation. See
also the proof of Lemma 5.1 in Section 5 of the present paper for an essentially identical
exercise in the resolvent equation. ut
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