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Abstract. We consider linear elliptic equations−1u + q(x)u = λu + f in bounded Lipschitz
domainsD ⊂ RN with mixed boundary conditions∂u/∂n = σ(x)λu+g on∂D. The main feature
of this boundary value problem is the appearance ofλ both in the equation and in the boundary
condition. In general we make no assumption on the sign of the coefficientσ(x). We study positivity
principles and anti-maximum principles. One of our main results states that ifσ is somewhere
negative,q ≥ 0 and

∫
D q(x) dx > 0 then there exist two eigenvaluesλ−1, λ1 such the positivity

principle holds forλ ∈ (λ−1, λ1) and the anti-maximum principle holds ifλ ∈ (λ1, λ1 + δ) or
λ ∈ (λ−1 − ε, λ−1). A similar, but more complicated result holds ifq ≡ 0. This is due to the
fact thatλ0 = 0 becomes an eigenvalue in this case and thatλ1(σ ) as a function ofσ connects
to λ−1(σ ) when the mean value ofσ crosses the valueσ0 = −|D|/|∂D|. In dimensionN = 1
we determine the optimalλ-interval such that the anti-maximum principles holds uniformly for all
right-hand sidesf, g ≥ 0. Finally, we apply our result to the problem−1u + q(x)u = αu + f
in D, ∂u/∂n = βu+ g on ∂D with constant coefficientsα, β ∈ R.

Keywords. Positivity principle, anti-maximum principle, eigenvalues, Harnack inequality

1. Introduction

LetD ⊂ RN be a bounded domain with Lipschitz boundary∂D, and letn denote its outer
unit normal. This paper deals with boundary value problems of the form

−1u+ q(x)u = λu+ f in D, un = σ(x)λu+ g on ∂D, (1.1)

wheref ∈ L2(D), g ∈ L2(∂D). Hereq is a bounded, positive function defined onD,
σ is a continuous function defined on∂D andλ ∈ R a real parameter. The main feature
of this boundary value problem is the appearance ofλ both in the differential equation
and in the boundary condition. Moreover, we make no assumption on the sign of the
coefficientσ(x).
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According to the classical theory there exists a unique solution for everyλwhich does
not coincide with an eigenvalue of

−1ϕ + q(x)ϕ = λϕ in D, ϕn = σ(x)λϕ on ∂D. (1.2)

The first goal of this paper is to determine the range ofλ-values for which positivef and
g imply the positivity of the solutionu. If such a property holds we say that (1.1) satisfies
thepositivity principle.

The positivity principle depends on the eigenvalue problem (1.2), which was analyzed
in [4] for σ ∈ C(∂D) with σ(x) ≥ 0. Later this was generalized in [2] to the case where
σ ∈ R is an arbitrary real constant and finally in [3] to the case whereσ ∈ C(∂D) has
non-vanishing negative part. We briefly summarize the main results. Forv,w ∈ H 1(D)

let

〈v,w〉 =

∫
D

(∇v · ∇w + q(x)vw) dx, a(v,w) =

∫
D

vw dx +

∮
∂D

σ(x)vw ds.

There always exist infinitely many positive eigenvalues

0< λ1 < λ2 ≤ · · · , lim
n→∞

λn = ∞.

If q(x) ≥ 0 and
∫
D
q dx > 0 then〈·, ·〉 generates an equivalent norm onH 1(D) and the

lowest positive eigenvalue is characterized by the variational principle

λ1 = min{〈v, v〉 : v ∈ H 1(D), a(v, v) = 1}. (1.3)

It is simple and the corresponding eigenfunctionϕ1 is of constant sign inD. Let

σ :=
1

|∂D|

∫
∂D

σ(x) ds, σ0 = −
|D|

|∂D|
. (1.4)

If q ≡ 0 thenλ0 = 0 is an eigenvalue. Ifσ > σ0 thenλ0 = 0 plays the role ofλ1 (cf.
Figure 1).

If σ−(x) := max{0,−σ(x)} 6≡ 0 then there also exists a sequence of negative eigen-
values

0> λ−1 > λ−2 ≥ · · · .

For space dimensionsN ≥ 2, limn→−∞ λn = −∞, whereas in dimensionN = 1 there
are at most two negative eigenvalues. In the caseq(x) ≥ 0,

∫
D
q(x) dx > 0 the largest

negative eigenvalue is given by

λ−1 = − min{〈v, v〉 : v ∈ H 1(D), a(v, v) = −1}. (1.5)

The eigenvalueλ−1 is also simple, the corresponding eigenfunctionϕ−1 has constant sign
and does not vanish inD. If q ≡ 0 andσ < σ0 then the eigenvalueλ0 = 0 plays the role
of λ−1, whereas ifσ > σ0 then it plays the role ofλ1 (cf. Figure 1).

Once theλ-region for which the positivity principle holds is understood, the question
arises:what happens near the boundary of the positivity region?It turns out that there
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ananti-maximum principleholds, i.e. positivef andg imply that the solution of (1.1) is
negative.

Our main results on the positivity and anti-maximum principle are stated and proved
in Sections 2 and 3. Here we present them in the following table; see also Figure 1. First
we have to distinguish between two cases:σ(x) ≥ 0 andσ−

6≡ 0. Then the caseσ−
6≡ 0

has to be further subdivided according to the potentialq.

σ−
6≡ 0

σ ≥ 0 ∫
D
q dx > 0 q ≡ 0

positivity σ < σ0 : 0< λ < λ1
principle

λ < λ1 λ−1 < λ < λ1
σ > σ0 : λ−1 < λ < 0

−ε < λ < 0
anti-max λ−1 − ε < λ < λ−1

σ < σ0:
λ1 < λ < λ1 + δ

principle
λ1 < λ < λ1 + δ

λ1 < λ < λ1 + δ λ−1 − ε < λ < λ−1σ > σ0:
0< λ < δ

At the boundaryλ = λ±1 a solution to (1.1) for positivef andg can only exist if both
vanish. In this caseu coincides with the eigenfunctionϕ±1. Since both are of constant
sign and can be taken either positive or negative it follows that neither the positivity nor
the anti-maximum principle holds.

An interesting observation is that the positivity region is connected or disconnected
according to

∫
D
q dx > 0 or q ≡ 0 (cf. Figure 1 for the case whereσ ∈ R does not

depend onx ∈ ∂D).

λ1

λ   −ε−1

λ +δ1

λ−1
σ0

λ

λ   −ε−1

λ +δ1

λ1

λ−1

σ0−ε 0

λ

δ

σ

Fig. 1. Positivity, anti-max. principle. Left:
∫
D q dx > 0; right:q ≡ 0.

The anti-maximum principle was first studied by Clément and Peletier [5]. More re-
cent studies on the anti-maximum principle are found in [1], [6]–[8], [10], [11], [14]. In
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[13] Hess and Kato studied the problem−1u = λm(x)u in D, u = 0 on ∂D with a
sign-changing coefficientm(x), which corresponds to our coefficientσ(x). They found
a similar phenomenon of both positive and negative spectrum but the existence of the
unbounded negative spectrum did not depend on the dimensionN of the space as in our
case. Positivity and anti-maximum principles for Dirichlet problems−1u = λm(x)u+f

inD, u = 0 on∂D with a sign-changing coefficientm(x) are given in [10], [11] and [13].
It is known already from the work of Clément and Peletier [5] that in dimension

N = 1 one can expect the anti-maximum principle to be uniform in the sense thatδ, ε

do not depend onf andg. This is indeed the case, and moreover one can determine ex-
actly the optimalλ-interval for the validity of the uniform anti-maximum principle. Such
optimal anti-maximum principles are stated and proved in Section 4. The boundaries of
the optimalλ-intervals are determined through associated Dirichlet eigenvalues of (1.2),
where one boundary value is changed from mixed to Dirichlet. Our results extend and
complement those of [1], [10] and [14].

Finally, in Section 5 we apply the previous results to boundary value problems of the
form

−1u+ q(x)u = αu+ f in D, un = βu+ g on ∂D, (1.6)

whereα andβ are real parameters. By means of our results on the positivity principle for
(1.1) we determine the exact parameter region for which the positivity principle holds for
(1.6).

In the Appendix we state and prove a Harnack-type inequality which is central for our
results. For weakH 1(D)-solutions the Harnack-type inequality is the replacement for the
strong maximum principle.

2. Positivity principle

Recall from [2], [3] that the eigenvalue problem (1.2) has a sequence of positive eigen-
valuesλk → ∞ for k → ∞. If σ−

6≡ 0 and if the space dimension isN ≥ 2 then there
also exists a sequence of negative eigenvalues withλk → −∞ ask → −∞ whereas in
dimensionN = 1 there are at most two negative eigenvalues. Here we use the notation
thatλk > (<,=)0 if k > (<,=)0.

Our conditions for the positivity principle will be formulated such that the solutions
of (1.1) are non-negative. Due to a strong maximum principle/Harnack-type inequality
(see Appendix) this result can be strengthened in the following way: eitheru ≡ 0 or there
existsδ = δ(u) > 0 such thatu ≥ δ a.e. inD and traceu ≥ δ a.e. on∂D.

In the statements of the following theorems we do not explicitly assumeσ−
6≡ 0

because we want to include the caseσ(x) ≥ 0. Formally, this is achieved by setting
λ−1 = −∞ if σ(x) ≥ 0. The positivity property in the caseσ(x) ≥ 0 may also be called
themaximum principle, which we state next.

A functionu ∈ H 1(D) is called aweak supersolutionof

−1u+Q(x)u ≥ λu in D, un ≥ 6(x)λu on ∂D (2.1)
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provided∫
D

(∇u∇v +Q(x)uv) dx ≥

∫
D

λuv dx +

∮
∂D

λ6(x)uv ds ∀v ∈ H 1(D) with v ≥ 0.

If 6(x) ≥ 0 then the principle (first) eigenvalue3princ is given by

3princ = min

{∫
D

(|∇v|2 +Q(x)v2) dx : v ∈ H 1(D),

∫
D

v2 dx +

∮
∂D

6(x)v2 ds = 1

}
.

Note that3princ = 0 if Q ≡ 0, which is the reason why we call this eigenvalue3princ
(and not31).

Lemma 1 (Maximum principle). Let 6(x) ≥ 0 and 0 ≤ Q ∈ L∞(D). If λ ∈

(−∞,3princ) then every weak supersolution to(2.1)satisfiesu ≥ 0, and moreover, either
u ≡ 0 or there existsδ = δ(u) > 0 such thatu ≥ δ in D andtraceu ≥ δ on ∂D.

The proof ofu ≥ 0 is standard and consists in using the test functionv = u− together with
the variational characterization of3princ. The refined statementu ≡ 0 or u ≥ δ(u) > 0
follows from Lemma 17(ii) in the Appendix. It might be interesting to note that the (al-
most) reverse conclusion also holds: if a weak supersolution to (2.1) satisfiesu ≥ 0 then
necessarilyλ ∈ (−∞,3princ]. The proof of this reverse statement is included in Theo-
rem 2 below.

2.1. The caseq(x) ≥ 0,
∫
D
q dx > 0

Recall the variational characterization (1.3), (1.5) from the previous section. The case
σ(x) ≥ 0 is consistently covered since in this case the set of admissible functions in the
definition ofλ−1 is empty and hence the infimum is+∞.

Theorem 2. Let 0 ≤ q ∈ L∞(D) with
∫
D
q dx > 0 and assume0 ≤ f ∈ L2(D) and

0 ≤ g ∈ L2(D).

(a) If λ ∈ (λ−1, λ1) then the solutionu of (1.1)satisfiesu ≥ 0.
(b) If u ≥ 0, 6≡ 0 is a supersolution of(1.1) thenλ ∈ [λ−1, λ1].

Proof. (a) The caseσ(x) ≥ 0 follows from the maximum principle of Lemma 1. There-
fore we assumeσ−

6≡ 0 in the following. The caseλ = 0 is covered by the classical max-
imum principle for the Neumann problem. Hence we consider the two casesλ ∈ (0, λ1)

andλ ∈ (λ−1,0) separately.

Case 1: Let λ ∈ (0, λ1). Let S = max{‖σ‖∞,1}. Note that (1.1) is equivalent to

−1u+ (q(x)+ (S − 1)λ)u = Sλu+ f in D,

un + (S − σ(x))λu = Sλu+ g on ∂D.
(2.2)

LetKλ be the operator given by

Kλ : L2(D)× L2(∂D) → H 1(D), (h, k) 7→ v,
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wherev is the unique solution of

−1v + (q(x)+ (S − 1)λ)v = h in D, vn + (S − σ(x))λv = k on ∂D.

By a straightforward application of the maximum principle (cf. Lemma 1), the operator
Kλ is positive, and possesses a first eigenvalueα > 0 with a first eigenfunction 0< ϕ ∈

H 1(D) which satisfies

−1ϕ+(q(x)+(S−1)λ)ϕ = αϕ in D, ϕn+(S−σ(x))λϕ = αϕ on ∂D. (2.3)

After testing (2.3) withϕ we obtain∫
D

(|∇ϕ|
2
+q(x)ϕ2) dx = (α+(1−S)λ)

∫
D

ϕ2 dx+

∮
∂D

(α+(σ (x)−S)λ)ϕ2 ds. (2.4)

Let us show thatSλ < α. Assume for contradiction thatα ≤ Sλ. Then (2.4) implies∫
D

(|∇ϕ|
2
+ q(x)ϕ2) dx ≤ λ

(∫
D

ϕ2 dx +

∮
∂D

σ(x)ϕ2 dx

)
. (2.5)

The variational characterization (1.3) ofλ1 impliesλ1 ≤ λ, which contradicts the hypoth-
esis onλ. Hence we have proved thatSλ < α. Now we rewrite (2.2) as

u = SλKλ(u, u)+Kλ(f, g).

If we introduceK̃λ : H 1(D) → H 1(D) by K̃λu = Kλ(u, u), then the previous equation
is equivalent to

(Id − SλK̃λ)u = Kλ(f, g).

Since 0< Sλ < α the inverse of the operator Id− SλK̃λ is given by the Neumann series∑
∞

k=0(SλK̃λ)
k and is therefore a positive operator. This implies the claim of the theorem

in Case 1.

Case 2: Let λ ∈ (λ−1,0). Now we rewrite (1.1) as

−1u+ (q(x)− (S + 1)λ)u = −Sλu+ f in D,

un − (S + σ(x))λu = −Sλu+ g on ∂D.
(2.6)

LetLλ be the operator given by

Lλ : L2(D)× L2(∂D) → H 1(D), (h, k) 7→ v,

wherev is the unique solution of

−1v + (q(x)− (S + 1)λ)v = h in D, vn − (S + σ(x))λv = k on ∂D.

Due to the maximum principle of Lemma 1 the operatorLλ is positive with first eigen-
valueβ > 0 and first eigenfunction 0< ψ ∈ H 1(D) satisfying

−1ψ+(q(x)−(S+1)λ)ψ = βψ in D, ψn−(S+σ(x))λψ = βψ on ∂D. (2.7)
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After testing (2.7) withψ and rearranging terms we obtain∫
D

(|∇ψ |
2
+q(x)ψ2) dx =

∫
D

(β+(S+1)λ))ψ2 dx+

∮
∂D

(β+(S+σ(x))λ)ψ2 ds. (2.8)

This implies thatSλ > −β, since otherwise (2.8) leads to∫
D

(|∇ψ |
2
+ q(x)ψ2) dx ≤ λ

(∫
D

ψ2 dx +

∮
∂D

σ(x)ψ2 ds

)
. (2.9)

The variational characterization (1.5) ofλ−1 implies λ−1 ≥ λ, which contradicts the
hypothesis onλ. Hence we have proved thatSλ > −β. Note that (2.6) amounts to

u = −SλLλ(u, u)+ Lλ(f, g).

With the abbreviatioñLλ(u) := Lλ(u, u) the previous equation is equivalent to

(Id + SλL̃λ)u = Lλ(f, g).

SinceSλ > −β the inverse of the operator Id+ SλL̃λ is given by the Neumann series∑
∞

k=0(−SλL̃λ)
k and thus it is positive. This finishes the proof of part (a) of the theorem.

(b) The following proof is inspired by Godoy et al. [10], where the idea is attributed
to Hess [12]. Suppose (1.1) has a supersolutionu ≥ 0, 6≡ 0. Since there existsδ > 0 such
thatu ≥ δ in D and traceu ≥ δ on∂D we may writeu = ez with a functionz ∈ H 1(D).
Forv ∈ C∞(D) let us usev2e−z as a test function for (1.1). Thus we obtain∫

D

(−|v∇z− ∇v|2 + |∇v|2 + q(x)v2) dx

≥

∫
D

(λv2
+ f v2e−z) dx +

∮
∂D

(σ (x)λv2
+ gv2e−z) ds,

which implies∫
D

(|∇v|2 + q(x)v2) dx ≥ λ

(∫
D

v2 dx +

∮
∂D

σ(x)v2 ds

)
∀v ∈ C∞(D).

The variational characterization ofλ−1 andλ1 implies that necessarilyλ−1 ≤ λ ≤ λ1.
This completes the proof of the theorem. ut

2.2. The caseq(x) ≡ 0

Now we turn to the caseq ≡ 0, whereλ0 = 0 is an eigenvalue. Therefore the variational
characterization of the principal eigenvalues is different:

λ1 = min

{∫
D

|∇v|2 dx : v ∈ H 1(D), a(v,1) = 0, a(v, v) = 1

}
,

λ−1 = − min

{∫
D

|∇v|2 dx : v ∈ H 1(D), a(v, 1) = 0, a(v, v) = −1

}
.

As before,σ(x) ≥ 0 impliesλ−1 = −∞.
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The positivity principle of this section relies on the following result, which was proved
in [3]. Recall the definition (1.4) ofσ , σ0 from the introduction.

Proposition 3. If σ ∈ (−∞, σ0) then the eigenvalueλ1 is simple and the eigenfunction
corresponding toλ1 has constant sign. Ifσ−

6≡ 0 andσ ∈ (σ0,∞) thenλ−1 is simple
and the eigenfunction corresponding toλ−1 has constant sign.

Theorem 4. Letq ≡ 0 and assume0 ≤ f ∈ L2(D), 0 ≤ g ∈ L2(D).

(i) σ ∈ (−∞, σ0):
(a) If λ ∈ (0, λ1) then the solutionu of (1.1)satisfiesu ≥ 0.
(b) If u ≥ 0, 6≡ 0 is a supersolution of(1.1) thenλ ∈ [0, λ1].

(ii) σ ∈ (σ0,∞):
(a) If λ ∈ (λ−1,0) then the solutionu of (1.1)satisfiesu ≥ 0.
(b) If u ≥ 0, 6≡ 0 is a supersolution of(1.1) thenλ ∈ [λ−1,0].

(iii) σ = σ0:
(a) There is no value ofλ such that(1.1)has the positivity property.
(b) If u ≥ 0, 6≡ 0 is a supersolution of(1.1) thenλ = 0.

Proof. The caseσ(x) ≥ 0 falls within case (ii) and is covered by the maximum principle
of Lemma 1. Hence we may assumeσ−

6≡ 0.

Case (i), part (a): Since the proof is very similar to Case 1 in Theorem 2 let us indicate
the differences. One rewrites (1.1) as (2.2) and introduces the same positive operatorKλ
with the first eigenvalueα satisfying (2.3). One needs to show thatSλ < α. This is where
a different argument is needed. Assuming for contradiction as before thatα ≤ Sλ we
obtain (2.5). However,ϕ does not satisfya(ϕ,1) = 0 and hence cannot be inserted into
the variational characterization ofλ1. Instead, we define

ϕ̃ = ϕ − Pϕ, Pϕ =

∫
D
ϕ dx +

∮
∂D
σ(x)ϕ ds

|D| + σ |∂D|
. (2.10)

Clearlya(ϕ̃,1) = 0. Rewriting (2.5) we obtain∫
D

|∇ϕ̃|
2 dx ≤ λ

(∫
D

ϕ̃2 dx +

∮
∂D

σ(x)ϕ̃2 dx

)
+ λ(Pϕ)2(|D| + σ |∂D|)+ 2λPϕ

(∫
D

ϕ̃ dx +

∮
∂D

σ(x)ϕ̃ ds︸ ︷︷ ︸
=0

)
,

and sinceσ < σ0 this implies by the variational characterization ofλ1 the contradiction
λ1 ≤ λ. The proof continues exactly as in Case 1 of Theorem 2.

Case (ii), part (a): The proof resembles the one of Case 2 in Theorem 2 using the op-
eratorLλ. One only needs to proveSλ > −β. Assume the contrary. With the help of
the projectionψ̃ = ψ − Pψ one can rewrite (2.9) as above, use the variational charac-
terization ofλ−1 and get a contradiction. The proof is then completed as in Case 2 of
Theorem 2.
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Cases (i) and (ii), part (b):As in the proof of Theorem 2 the existence of a non-negative
solutionu of (1.1) leads to∫

D

|∇v|2 dx ≥ λ

(∫
D

v2 dx +

∮
∂D

σ(x)v2 ds

)
∀v ∈ C∞(D), (2.11)

in particular for thosev with a(v,1) = 0. This implies that

λ−1 ≤ λ ≤ λ1. (2.12)

However, more precise information on the location ofλ is needed. Note that in the case
σ < σ0 one has

0 = λ0 = min

{∫
D

|∇v|2 dx : a(v, v) = −1

}
with v = const as a minimizer. Hence (2.11) implies that besides (2.12) alsoλ ≥ 0 has to
hold. In the caseσ0 < σ notice that

0 = λ0 = min

{∫
D

|∇v|2 dx : a(v, v) = 1

}
.

Thus together with (2.12) alsoλ ≤ 0 has to hold.

Case (iii): Part (a) follows once part (b) is shown, since then the only value ofλ for
which the positivity property could hold isλ = 0. But even forλ = 0 the positivity
property cannot hold as we may subtract arbitrary constants from solutions. So it remains
to show part (b): as before we obtain inequality (2.11). We will show that in this case the
following two characterizations ofλ0 = 0 hold simultaneously:

0 = inf

{∫
D

|∇v|2 dx : a(v, v) = −1

}
(2.13)

= inf

{∫
D

|∇v|2 dx : a(v, v) = 1

}
, (2.14)

where neither of the two minimization problems has a minimizer. Together with (2.11)
this implies that necessarilyλ = 0. So let us show (2.13) and (2.14). Letw be a solution
of

−1w = 1 inD, wn = σ(x) on ∂�,

which exists only in the caseσ = σ0. Next definevt = 1 + tw for t ∈ R. Then∫
D

|∇vt |
2 dx =

∫
D
t2|∇w|

2 dx and

a(vt , vt ) = a(1,1)+ 2ta(w,1)+ t2a(w,w) = 2t
∫
D

|∇w|
2 dx + t2a(w,w).

Let ṽt = vt/
√

|a(vt , vt )|. Then

lim
t→0

∫
D

|∇ṽt |
2 dx = lim

t→0

∫
D

|∇vt |
2 dx

|a(vt , vt )|
= 0

anda(ṽt , ṽt ) = +1 or −1 if t > 0 or t < 0. Hence ift → 0 thenṽt is a minimizing
family for (2.13) if t > 0 and for (2.14) ift < 0. This finishes the proof of the claim.ut
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3. Anti-maximum principles

In this section we consider (1.1) withf, g ≥ 0 andλ lying outside the region where the
positivity principle holds. One expects by the results of [5] a so called “anti-maximum
principle”: if q ≥ 0,

∫
D
q dx > 0 andλ is a little larger thanλ1 or a little smaller

thanλ−1 then the solution of (1.1) is negative. The situation forq ≡ 0 is again more
complicated. As before we treat the caseσ(x) ≥ 0 by settingλ−1 = −∞.

3.1. The caseq(x) ≥ 0,
∫
D
q dx > 0

Theorem 5. Let 0 ≤ q ∈ L∞(D) with
∫
D
q dx > 0. Suppose that0 ≤ f ∈ Lp1(D)

with p1 > N/2, p1 ≥ 2 and 0 ≤ g ∈ Lp2(∂D) with p2 > N − 1, p2 ≥ 2, and
assume additionally thatf 6≡ 0 or g 6≡ 0. Then there existsδ = δ(f, g, σ ) > 0, ε =

ε(f, g, σ ) > 0 such that ifλ ∈ (λ−1 − ε, λ−1) ∪ (λ1, λ1 + δ) then the solutionu of (1.1)
satisfiesu < 0 in D.

Proof. Case 1:Let λ1 < λ and assume moreover thatλ < λ2 − γ for some fixed small
γ > 0. Then (1.1) has a unique solutionu ∈ H 1(D). Recall from the Hilbert space
theory of [2], [3] thatH 1(D) = span[ϕ1] ⊕ V , where span[ϕ1] andV are orthogonal
both with respect to the bilinear forma(·, ·) and the inner product〈·, ·〉. We assume the
normalizationa(ϕ1, ϕ1) = 1. From [2], [3] we also know thatϕ1 has constant sign and
that there is aκ > 0 such thatϕ1 ≥ κ inD. By using the splitting of the space the solution
u of (1.1) is decomposed asu = αϕ1 + v. A direct computation yields

α =

∫
D
f ϕ1 dx +

∮
∂D
gϕ1 ds

λ1 − λ

and
−1v + q(x)v = λv + f ` in D, vn = σ(x)λv + g` on ∂D, (3.1)

where1

f ` := f −

(∫
D

f ϕ1 dx +

∮
∂D

gϕ1 ds

)
ϕ1,

g` := g − σ(x)

(∫
D

f ϕ1 dx +

∮
∂D

gϕ1 ds

)
ϕ1.

Note thatf `, g` lie in the sameLp-spaces asf, g sinceϕ1 ∈ L∞(D) and traceϕ1 ∈

L∞(∂D). Let us introduce the compact operatorK : L2(D)×L2(∂D) → H 1(D) defined
by K(h, k) = z with −1z + q(x)z = h in D andzn = k on ∂D. One finds easily that
K(f `, g`) ∈ V = span[ϕ1]⊥. Moreover the operator̃Kv = K(v, σv) mappingV → V

is well-defined. Therefore (3.1) amounts to

(Id − λK̃)v = K(f `, g`) (3.2)

1 The definition off `, g` implies thatb(f `, g`, ϕ1) = 0 with b(f, g, v) :=
∫
D f v dx +∮

∂D gv ds (see also the proof of Theorem 6).
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and the solutionv of (3.2) can be found by inverting Id− λK̃ on the spaceV . Since the
values ofλ satisfyλ ∈ (λ1, λ2 − γ ) there exists a constantC independent ofλ such that

‖v‖H1(D) ≤ C(‖f ‖L2(D) + ‖g‖L2(∂D)).

Lemma 17 in the Appendix applied to (3.1) implies that

‖v‖L∞(D) ≤ C̄(‖v‖L2(D) + ‖f ‖Lp1(D) + ‖g‖Lp2(∂D))

uniformly in λ ∈ (λ1, λ2 −γ ). With p̃1 = max{2, p1}, p̃2 = max{2, p2} we can combine
the two estimates into

‖v‖L∞(D) ≤ C̄(‖f ‖
Lp̃1(D)

+ ‖g‖
Lp̃2(∂D)

).

With the help of the decompositionu = αϕ1 + v and the estimateϕ1 ≥ κ we obtain

u ≤ κ

∫
D
f ϕ1 dx +

∮
∂D
gϕ1 ds

λ1 − λ
+ C̄(‖f ‖

Lp̃1(D)
+ ‖g‖

Lp̃2(∂D)
) in D,

which can be made uniformly negative inD providedλ ∈ (λ1, λ1 + δ(f, g)) with a
positive but sufficiently small value ofδ(f, g).

Case 2: Let λ < λ−1 and assume further thatλ > λ−2 + γ for some fixed smallγ > 0.
The unique solutionu ∈ H 1(D) of (1.1) has the orthogonal decompositionu = αϕ−1+v.
If we use the normalizationa(ϕ−1, ϕ−1) = −1 thenα is given by

α =

∫
D
f ϕ−1 dx +

∮
∂D
gϕ−1 ds

λ− λ−1
.

The functionϕ−1 has constant sign and is bounded below by a positive constantκ > 0.
As in Case 1, one shows thatv is bounded inL∞(D) uniformly for λ ∈ (λ−2 + γ, λ−1).
Hence, ifλ is sufficiently close toλ−1 the functionαϕ−1 in the decomposition ofu is
sufficiently negative to makeu uniformly negative inD. ut

3.2. The caseq(x) ≡ 0

Theorem 6. Let q ≡ 0 and defineσ = |∂D|
−1

∫
∂D
σ(x) ds. Suppose that0 ≤ f ∈

Lp1(D) with p1 > N/2, p1 ≥ 2 and0 ≤ g ∈ Lp2(D) with p2 > N − 1, p2 ≥ 2, and
assume additionally thatf 6≡ 0 or g 6≡ 0. Then there existsδ = δ(f, g, σ ) > 0 and
ε = ε(f, g, σ ) > 0 such that the solutionu of (1.1)satisfiesu < 0 in D provided

(i) σ ∈ (−∞, σ0) andλ ∈ (−ε,0) ∪ (λ1, λ1 + δ),
(ii) σ ∈ (σ0,∞) andλ ∈ (λ−1 − ε, λ−1) ∪ (0, δ),

(iii) σ = σ0 andλ ∈ (−ε,0) ∪ (0, δ).

Proof. Cases (i) and (ii):The proofs are similar to the proof of Theorem 5. We illustrate
only case (i). Forσ < σ0 we know from [2], [3] thatλ1 is simple with an eigenfunction
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ϕ1 ≥ κ > 0 inD. Assume the normalizationa(ϕ1, ϕ1) = 1. We use the splitting

H 1(D) = span[ϕ1] ⊕ span[1]⊕ V

into three orthogonal parts, i.e. the unique solutionu ∈ H 1(D) of (1.1) is decomposed
into u = αϕ1 + β + v. The values ofα andβ are given by

α =

∫
D
f ϕ1 dx +

∮
∂D
gϕ1 ds

λ1 − λ
, β = −

∫
D
f dx +

∮
∂D
g ds

λ(|D| +
∫
∂D
σ(x) ds)

(3.3)

andv solves

−1v = λv + λβ + f ` in D, vn = σ(x)λv + σ(x)λβ + g` on ∂D (3.4)

with f `, g` as in the proof of Theorem 5. On the spaceW = {(h, k) ∈ L2(D)×L2(∂D) :∫
D
h dx+

∮
∂D
k ds = 0 =

∫
D
hϕ1 dx+

∮
∂D
kϕ1 ds} we define the operatorK : W → V

byK(h, k) = z with −1z = h inD, zn = k on∂D. MoreoverK̃ : V → V is defined by
K̃v = K(v, σv). If we note (by a standard computation) that(λβ + f `, σλβ + g`) ∈W
then (3.4) is equivalent to

(Id − λK̃)v = K(λβ + f `, σλβ + g`).

As long asλ is bounded away fromλ−1 andλ2 we get the estimates

‖v‖H1(D) ≤ C(‖f ‖L2(D) + ‖g‖L2(∂D))

and
‖v‖L∞(D) ≤ C̄(‖u‖L2(D) + ‖f ‖Lp1(D) + ‖g‖Lp2(∂D))

uniformly for λ ∈ [λ−1 + γ, λ2 − γ ]. Recalling that|D| +
∫
∂D
σ(x) ds < 0 if σ < σ0 we

see from (3.3) thatu will be negative if eitherλ is in a small right neighborhood ofλ1 or
if λ is in a small left neighborhood of 0.

Case (iii): In this case (cf. [2], [3]) the spaceH 1(D) has the decomposition

H 1(D) = span[1]⊕ span[w] ⊕ Vw,

wherew solves−1w = 1 inD, wn = σ(x) on ∂D andVw = {v ∈ H 1(D) : a(v,1) =

a(v,w) = 0}. Note however that span[1] and span[w] are not orthogonal. To facilitate
notation let

b : L2(D)× L2(∂D)×H 1(D) → R, (f, g, v) 7→

∫
D

f v dx +

∮
∂D

gv ds.

The solution of (1.1) can accordingly be split into three parts, i.e.,u = α+βw+v, where

α = −
b(f, g,1)

λ2a(w,1)
−
b(f, g,w)

λa(w,1)
+
b(f, g,1)a(w,w)

λa(w,1)2
, β = −

b(f, g,1)

λa(w,1)
.
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Note thata(w,1) =
∫
D

|∇w|
2 dx > 0. The remaining equation forv is

−1v =
b(f, g,w)

a(w,1)
+
b(f, g,1)a(w,w)

a(w,1)2
+ λv + f −

b(f, g,1)

a(w,1)
w in D, (3.5)

vn = −σ
b(f, g,w)

a(w,1)
+ σ

b(f, g,1)a(w,w)

a(w,1)2
+ σλv + g − σ

b(f, g,1)

a(w,1)
w on ∂D.

(3.6)

Define the spaceWw = {(h, k) ∈ L2(D) × L2(∂D) :
∫
D
h dx +

∮
∂D
k ds = 0 =∫

D
hw dx+

∮
∂D
kw ds}. OnWw let the operatorK : Ww → Vw be given byK(h, k) := z,

wherez ∈ Vw is the unique solution of−1z = h in D, zn = k on∂D (cf. [2], [3]). Like-
wise, letK̃ : Vw → Vw be defined byK̃v = K(v, σv). Thus (3.5)–(3.6) is equivalent to

(Id − λK̃)v = K

(
−
b(f, g,w)

a(w,1)
+
b(f, g,1)a(w,w)

a(w,1)2
+ f −

b(f, g,1)

a(w,1)
w,

−σ
b(f, g,w)

a(w,1)
+ σ

b(f, g,1)a(w,w)

a(w,1)2
+ g − σ

b(f, g,1)

a(w,1)
w

)
,

if one verifies by a standard computation that the argument ofK on the right-hand side
belongs toWw. Now theL2 andL∞-bounds onv follow as before providedλ is bounded
away fromλ−1 andλ1. Likewise‖βw‖∞ ≤ const|λ−1

|(‖f ‖L2(D) + ‖g‖L2(∂D)). Thus,
negativity ofu is a consequence of the 1/λ2-term inα providedλ is sufficiently small but
non-zero. ut

4. Uniform anti-maximum principles

If the dimensionN is 1 andD = (0, L) then (1.1) becomes

−u′′
+ q(x)u = λu+ f in (0, L), (4.1)

−u′(0) = σ1λu(0)+ g1, u′(L) = σ2λu(L)+ g2. (4.2)

It is known already from the work of Clément and Peletier [5] that in dimensionN = 1
one can expect the anti-maximum principle to be uniform in the sense thatδ, ε in Theo-
rems 5 and 6 do not depend onf andg. This is indeed the case, and moreover one can
determine exactly the optimalλ-interval for the validity of the uniform anti-maximum
principle.

Previously, such optimalλ-intervals were determined variationally by Arias et al. [1]
and Godoy et al. [10] through the valuesλ, λ (cf. Lemma 8). Another approach was given
by Reichel [14] through the associated eigenvalue problems(DL), (D0) below. Thanks
to new observations we can now bring together these two approaches (cf. Lemma 9), and
thus get explicit formulas for the optimalλ-interval.
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To formulate our results we need the following associated boundary value problems
introduced in [14]. Note that one boundary value is changed from mixed to Dirichlet.

(DL)


−u′′

+ q(x)u = λu in (0, L),

−u′(0) = σ1λu(0),

u(L) = 0,

(D0)


−u′′

+ q(x)u = λu in (0, L),

u(0) = 0,

u′(L) = σ2λu(L).

Both problems have a sequence of positive eigenvaluesλLk , λ
0
k tending to+∞ ask → ∞.

Negative eigenvalues may not always exist. This is explained at the beginning of the
following two sections.

4.1. The caseq(x) ≥ 0,
∫ L

0 q dx > 0

We recall from Bandle and Reichel [3] that negative eigenvalues exist:

Conditions onσ Negative eigenvalues

for (4.1)–(4.2) for (DL) for (D0)

σ1, σ2 < 0 λ−2 < λ−1 λL
−1 λ0

−1

σ1 < 0 ≤ σ2 λ−1 λL
−1 no neg. ev

0 ≤ σ1, σ2 no neg. ev no neg. ev no neg. ev

We define the missing negative eigenvalues as−∞. For simplicity we do not consider the
caseσ2 < 0 ≤ σ1 since it is essentially the same asσ1 < 0 ≤ σ2.

Theorem 7. Let0 ≤ q ∈ L∞(0, L) with
∫ L

0 q dx > 0 and let

λ ∈ [max{λL
−1, λ

0
−1}, λ−1) ∪ (λ1,min{λL1 , λ

0
1}].

Suppose that0 ≤ f ∈ L1(0, L) and g1, g2 ≥ 0 and assume additionallyf 6≡ 0 or
g1, g2 > 0. Then the solutionu of (4.1)–(4.2) satisfiesu < 0 in [0, L]. Moreover, the
aboveλ-interval is optimal for the uniform anti-maximum principle.

The proof will be done with the help of the following two lemmas.

Lemma 8. Let0 ≤ q ∈ L∞(0, L) with
∫ L

0 q dx > 0 and define

λ = inf

{∫ L

0
(v′2

+ q(x)v2) dx : v ∈ H 1(0, L) has a zero anda(v, v) = 1

}
,

λ = − inf

{∫ L

0
(v′2

+ q(x)v2) dx : v ∈ H 1(0, L) has a zero anda(v, v) = −1

}
,

wherea(v,w) =
∫ L

0 vw dx + σ1v(0)w(0) + σ2v(L)w(L). Thenλ is attained andλ1 <

λ < λ2. If eitherσ1 or σ2 is negative thenλ is attained andλ−2 < λ < λ−1. The extremal
functions for both extremal values have exactly one zero in[0, L].
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Proof. The valueλ is always finite. The valueλ is finite if at least one ofσ1, σ2 is negative.
Otherwiseλ = −∞. Provided the extremal valuesλ, λ are finite the existence of extremal
functions is standard sinceH 1(0, L) embeds compactly intoC([0, L]). Let u, u be such
extremal functions. Thenu(x0) = u(y0) = 0 for somex0, y0 ∈ [0, L]. For a given point
z0 ∈ [0, L] define the spaceVz0 = {v ∈ H 1(0, L) : v(z0) = 0}, i.e.,u ∈ Vx0 andu ∈ Vy0.
Moreover,u, u are extremal functions for

λ
∗

= inf

{∫ L

0
(v′2

+ q(x)v2) dx : v ∈ Vx0 anda(v, v) = 1

}
,

λ∗
= − inf

{∫ L

0
(v′2

+ q(x)v2) dx : v ∈ Vy0 anda(v, v) = −1

}
.

Clearlyλ = λ
∗
, λ = λ∗. Hence the following Euler equations hold:

〈u, φ〉 = λa(u, φ) for all φ ∈ Vx0, 〈u,ψ〉 = λa(u,ψ) for all ψ ∈ Vy0,

and standard regularity implies thatu satisfies

−u′′
+ q(x)u = λu in (0, x0) ∪ (x0, L),

−u′(0) = σ1λu(0), u(x0) = 0, u′(L) = σ2λu(L),

andu satisfies

−u′′
+ q(x)u = λu in (0, y0) ∪ (y0, L),

−u′(0) = σ1λu(0), u(y0) = 0, u′(L) = σ2λu(L).

Note that in the casex0 ∈ {0, L} or y0 ∈ {0, L} the Dirichlet boundary condition replaces
the mixed boundary condition. Let us show thatu has exactly one zero. The proof foru
is the same. So assumeu ∈ Vx0 ∩ Vx1 for x0, x1 ∈ [0, L] with x0 6= x1. Then

〈u, φ〉 = λa(u, φ) for all φ ∈ Vx0 ⊕ Vx1.

But Vx0 ⊕ Vx1 = H 1(0, L), i.e.,u is a classical solution on the entire interval [0, L] of
the eigenvalue problem

−u′′
+ q(x)u = λu in (0, L),

−u′(0) = σ1λu(0), u′(L) = σ2λu(L).

The same is true for|u|, which is also a minimizer forλ. Henceu(x0) = u′(x0) = 0 and
the same holds atx1. Thusu ≡ 0, which is impossible. Hence we have shown that every
extremal function forλ has exactly one zero in [0, L]. The same holds for minimizers
of λ.

It remains to show the estimatesλ1 < λ < λ2 andλ−2 < λ < λ−1, providedλ is
finite. Let us show the inequalities forλ. The inequalities forλ follow similarly. First, it
is clear thatλ1 ≤ λ. Since every minimizer forλ has a zero, whereas the minimizers for
λ1 have no zero, it follows thatλ1 < λ. Likewise, since the second eigenfunctionϕ2 has



88 C. Bandle et al.

a zero we see immediately thatλ ≤ λ2. Let us suppose for contradiction thatλ = λ2.
Testing the equation forϕ2 with ϕ+

2 we obtain∫ L

0
((ϕ+′

2 )
2
+ q(x)(ϕ+

2 )
2) dx = λ2a(ϕ

+

2 , ϕ
+

2 )

and sinceλ = λ2 andϕ+

2 has at least one zero (in fact infinitely many) in [0, L] we find
thatϕ+

2 is a minimizer forλ, so it has a unique zero. This contradiction finishes the proof.
ut

Lemma 9. Let 0 ≤ q ∈ L∞(0, L) with
∫ L

0 q dx > 0. Thenλ = min{λL1 , λ
0
1} and

λ = max{λL
−1, λ

0
−1}.

Proof. The claim follows if we show that minimizersu, u for λ, λ have no zero in(0, L).
Let us show this foru. Suppose for contradiction thatu(y0) = 0 for somey0 ∈ (0, L).
Thenu is a piecewiseW2,∞-solution of

−u′′
+ q(x)u = λu in (0, y0) ∪ (y0, L),

−u′(0) = σ1λu(0), u(y0) = 0, u′(L) = σ2λu(L).

By rescalingu on [0, y0] appropriately we can achieve that the rescaled functionu is a
C1-function on the entire interval [0, L]. The differential equation then implies that in
fact u is aW2,∞-function on [0, L] solving the above equation pointwise a.e. on(0, L).
Henceu must be an eigenfunction, but this is impossible sinceλ−2 < λ < λ−1. ut

Proof of Theorem 7. Case 1:Let u be a solution of (4.1)–(4.2) withλ ∈ (λ1, λ] and
0 ≤ f ∈ L1(0, L) andg1, g2 ≥ 0. By Theorem 2(b) the solutionu cannot be≥ 0, i.e.,
u−

6≡ 0. Testing (4.1)–(4.2) withu− one obtains∫ L

0
((u−′)2 + q(x)(u−)2) dx = λa(u−, u−)−

∫ L

0
u−f dx − u−(0)g1 − u−(L)g2.

By the assumptions onf, g1, g2 this implies
∫ L

0 ((u
−′)2 + q(x)(u−)2) dx ≤ λa(u−, u−).

Assume for contradiction thatu− has a zero in [0, L]. Thenu− would be admissible
in the variational characterization ofλ andλ ≤ λ would follow. By the assumption onλ
this is only possible forλ = λ. Thenu− is a minimizer forλ and thusu− has exactly one
zero. Moreover,

0 =

∫ L

0
u−f dx + u−(0)g1 + u−(L)g2.

However, since eitherf 6≡ 0 or g1, g2 > 0 the last relation is impossible for a function
with only one zero. This contradiction shows thatu < 0 in [0, L].

It remains to prove that the uniform anti-maximum principle does not hold for any
λ > λ. Assume that it does for such aλ. Let u ≥ 0 be a minimizer forλ and define
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wε = (u − ε)+ for ε > 0. Thenwε → u in H 1(0, L) asε → 0. We may chooseε so
small that

λ <

∫ L
0 (w

′
ε

2
+ q(x)w2

ε ) dx

a(wε, wε)
< λ (4.3)

anda(wε, wε) → 1 asε → 0. Next we define 0≤ f ∈ L1(0, L) andg1, g2 ≥ 0 in the
following way: let suppf ∩ suppwε = ∅. If 0 ∈ suppwε then letg1 = 0 andg2 > 0. If
L ∈ suppwε then letg2 = 0 andg1 > 0. Note that sinceu has a unique zero at either 0 or
L the support ofwε cannot contain both 0 andL. Assume now that for the given choice
of f andg there is a solutionu of (4.1)–(4.2) such thatu < 0 in [0, L]. In this caseu can
be written asu = −e−v with a functionv ∈ H 1(0, L). Takingevw2

ε as a test function for
(4.1)–(4.2) we obtain∫ L

0
(v′wε + w′

ε)
2 dx −

∫ L

0
((w′

ε)
2
+ q(x)w2

ε ) dx

= −λ a(wε, wε)︸ ︷︷ ︸
>0

+

∫ L

0
fw2

εe
v dx + g1e

vw2
ε |x=0 + g2e

vw2
ε |x=L.

By the assumption onf, g1, g2 andwε the expression involving the product off, g1, g2
with w2

ε vanish. Thus

λ ≤

∫ L
0 ((w

′
ε)

2
+ q(x)w2

ε ) dx

a(wε, wε)
,

which contradicts (4.3).

Case 2: Forλ ∈ [λ, λ−1) the argument is analogous. Sinceu cannot be≥ 0, testing with
u− leads to

∫ L
0 ((u

−′)2 + q(x)(u−)2) dx ≤ λa(u−, u−). The assumption thatu− has a
zero leads toλ ≥ λ, which is only possible ifλ = λ. This is excluded as above. The
optimality proof for the interval [λ, λ−1) follows the same lines as in Case 1. ut

4.2. The caseq(x) ≡ 0

Again we recall from Bandle and Reichel [3] the picture of the existence of negative
eigenvalues:

Conditions onσ Negative eigenvalues

for (4.1)–(4.2) for (DL) for (D0)

σ > σ0: λ−2 < λ−1σ1, σ2 < 0
σ ≤ σ0: λ−1

λL
−1 λ0

−1

σ > σ0: λ−1σ1 < 0 ≤ σ2
σ ≤ σ0: no neg. ev

λL
−1 no neg. ev

0 ≤ σ1, σ2 no neg. ev no neg. ev no neg. ev

As before, the missing negative eigenvalues are defined as−∞.



90 C. Bandle et al.

Theorem 10. Letq ≡ 0. For λ assume the following:

(i) if σ ∈ (−∞, σ0) thenλ ∈ [max{λL
−1, λ

0
−1},0) ∪ (λ1,min{λL1 , λ

0
1}],

(ii) if σ ∈ (σ0,∞) thenλ ∈ [max{λL
−1, λ

0
−1}, λ−1) ∪ (0,min{λL1 , λ

0
1}],

(iii) if σ = σ0 thenλ ∈ [max{λL
−1, λ

0
−1},0) ∪ (0,min{λL1 , λ

0
1}].

If 0 ≤ f ∈ L1(0, L) and g1, g2 ≥ 0 and additionallyf 6≡ 0 or g1, g2 > 0 then the
solutionu of (4.1)–(4.2) satisfiesu < 0 in [0, L]. Moreover, the aboveλ-intervals are
optimal for the uniform anti-maximum principle.

Proof. The proof is similar to the proof of Theorem 7. Let us sketch where the differences
occur. First, the valuesλ andλ are defined exactly as in Lemma 8. The valueλ is always
finite, andλ is finite if at least one of the two valuesσ1, σ2 is negative. Both values are
attained if they are finite, since in the space ofH 1-functions with at least one zero in
[0, L] the expression(

∫ L
0 v′2 dx)1/2 is an equivalent norm. Next, one needs to show the

following estimates forλ, λ:

Case (i):σ ∈ (−∞, σ0) ⇒ λ−1 < λ < 0, λ1 < λ < λ2,

Case (ii):σ ∈ (σ0,∞) ⇒ λ−2 < λ < λ−1, 0< λ < λ1,

Case (iii):σ = σ0 ⇒ λ−1 < λ < 0, 0< λ < λ1.

With theses estimates at hand the proofs of the remaining statements of Lemma 8, Lem-
ma 9 and Theorem 10 are exactly the same as before. The variational characterization
of λ1, λ−1 (cf. beginning of Subsection 2.2) is valid in the space ofH 1(0, L) functions
with a(v,1) = 0, whereas the characterization ofλ, λ is valid inH 1(0, L) only. Thus, for
v ∈ H 1(0, L) let us define

w = v − Pv = v −

∫ L
0 v dx + σ1v(0)+ σ2v(L)

L+ 2σ
.

Thusa(w,1) = 0 and clearly
∫ L

0 v′2 dx =
∫ L

0 w′2 dx. Moreover

a(w,w) =

∫ L

0
w2 dx + σ1w(0)

2
+ σ2w(L)

2

=

∫ L

0
v2 dx + σ1v(0)

2
+ σ2v(L)

2
− (P v)2(L+ 2σ)

= a(v, v)− (P v)2(L+ 2σ).

Let us start with the estimates in case (i). In this casea(w,w) ≥ a(v, v). Hence
λ ≤ λ−1. The estimateλ ≥ λ−2 follows from the fact thatϕ−2 changes sign and can be
inserted into the variational characterization ofλ. Moreover it follows as in Lemma 8 that
λ cannot be equal to either of the two endpoints. The estimate 0< λ < λ1 is immediate
(ϕ1 is sign-changing and can be inserted into the variational characterization forλ).

In case (ii) we find thata(w,w) ≤ a(v, v). This is the basis for the estimateλ ≤ λ1.
The rest of the estimates in this case is similar to case (i).
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In the remaining case (iii) we finda(w,w) = a(v, v). Sinceϕ−1 andϕ1 are sign-
changing we obtain immediatelyλ−1 ≤ λ andλ ≤ λ1, where equality is excluded as
before. It remains to show thatλ, λ 6= 0, which follows from the fact thatλ = 0 orλ = 0
would imply that minimizers are constants, but this is incompatible with having a zero.
This completes the proof of the theorem. ut

4.3. Examples for constantq

In the case whereσ1 = σ2 = σ andq ≥ 0 is a constant one can determine the regions of
the positivity principle and the anti-maximum principle (almost) explicitly. The solution
to the differential equation−ϕ′′

+ qϕ = λϕ in (0, L) is

ϕ(x) =


A cos(

√
λ− q x)+ B sin(

√
λ− q x) if λ > q,

A cosh(
√
q − λ x)+ B sinh(

√
q − λ x) if λ < q,

Ax + B if λ = q.

Caseq > 0: The eigenvaluesλ−1, λ1 are given as the intersection of transcendental
functions as follows (cf. [2]). Letλ∗ be the negative root ofσ 2λ2

+ λ− q = 0. Then

λ−1 : tanh(
√
q − λL/2) = σλ/

√
q − λ, λ ∈ (λ∗,0),

λ1 :


tan(

√
λ− q L/2) = −σλ/

√
λ− q, σ < 0,

q, σ = 0,

tanh(
√
q − λL/2) = σλ/

√
q − λ, σ > 0.

Likewise the eigenvaluesλL
−1 = λ0

−1 andλL1 = λ0
1 are given by

λ0
−1 = λL

−1 : coth(
√
q − λL) = σλ/

√
q − λ,

λ0
1 = λL1 :


cot(

√
λ− q L) = λσ/

√
λ− q, σ < 1/(Lq),

q, σ = 1/(Lq),

coth(
√
q − λL) = λσ/

√
q − λ, σ > 1/(Lq).

The results produced by MAPLE are plotted in Figure 2.

Caseq = 0: Although the complete eigenvalue picture is more complicated, the deter-
mination is much simpler because according to Theorem 10 we only need to findλ−1 for
σ ≥ σ0 andλ1 for σ ≤ σ0.

λ−1 : tanh(
√

−λL/2) = −σ
√

−λ, λ ∈ (λ∗,0), if σ ≥ σ0,

λ1 : tan(
√
λL/2) = −σ

√
λ if σ ≤ σ0.

Likewise the eigenvaluesλL
−1 = λ0

−1 andλL1 = λ0
1 are given by

λ0
−1 = λL

−1 : coth(
√

−λL) = −σ
√

−λ,

λ0
1 = λL1 : cot(

√
λL) = σ

√
λ.

The results are plotted in Figure 3.
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5. Positivity regions for parameter dependent inhomogeneous boundary value
problems

In this section we consider the boundary value problem

−1u+ q(x)u = αu+ f in D, un = βu+ g on ∂D, α, β ∈ R. (5.1)

We shall use the previous results on theλ-dependent boundary value problem (1.1) to
determine the parameter region for(α, β) ∈ R2 for which the positivity principle holds.
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For this purpose we start with some auxiliary results concerning theσ -dependence of the
smallest positive eigenvalueλ1(σ ) and the largest negative eigenvalueλ−1(σ ) of (1.2).

Without loss of generality (by shiftingα if necessary) we may assume thatq(x) ≥

q0 > 0. Then

‖v‖ =

(∫
D

(|∇v|2 + q(x)v2) dx

)1/2

generates a norm inH 1(D) which is equivalent to the standard norm. Denote byλD1 the
smallest Dirichlet eigenvalue of

−1ϕ + q(x)ϕ = λϕ in D, ϕ = 0 on∂D (5.2)

and byλSt
1 the smallest Steklov eigenvalue of the problem

−1ϕ + q(x)ϕ = 0 inD, ϕn = λϕ on ∂D. (5.3)

Lemma 11. (i) The functionσ 7→ λ1(σ ) is continuous and strictly decreasing for
σ ∈ R. Moreover

lim
σ→−∞

λ1(σ ) = λD1 , lim
σ→∞

λ1(σ ) = 0.

(ii) Similarly the functionσ 7→ λ−1(σ ) is continuous and strictly decreasing for
σ ∈ (−∞,0) and

lim
σ→−∞

λ−1(σ ) = 0, lim
σ→0−

λ−1(σ ) = −∞.

Proof. Let Jσ [v] =
∫
D
v2 dx + σ

∮
∂D
v2 ds for v ∈ H 1(D). We have the variational

characterizations
1

λ1(σ )
= sup{Jσ [v] : ‖v‖ = 1},

1

λ−1(σ )
= inf{Jσ [v] : ‖v‖ = 1}. (5.4)

Let ϕσ be the eigenfunction corresponding toλ1(σ ). We shall assume that‖ϕσ‖ = 1.
Moreover, there exists a positive constantc independent ofσ such that

0<
∮
∂D

ϕ2
σ ds ≤ c‖ϕσ‖

2
= c, (5.5)

where the second inequality follows from the trace inequality and the first is a property
of eigenfunctions of constant sign (cf. [2], [3]). The variational characterization ofλ1(σ )

implies

1

λ1(τ )
+ (σ − τ)

∮
∂D

ϕ2
σ ds ≥ Jτ [ϕσ ] + (σ − τ)

∮
∂D

ϕ2
σ ds =

1

λ1(σ )

≥ Jσ [ϕτ ] = Jτ [ϕτ ] + (σ − τ)

∮
∂D

ϕ2
τ ds

=
1

λ1(τ )
+ (σ − τ)

∮
∂D

ϕ2
τ ds. (5.6)

Letting σ → τ in (5.6) and using the boundedness of the traces from (5.5) we obtain
limσ→τ λ1(σ ) = λ1(τ ). For σ > τ the strict monotonicity also follows from (5.6) and
from the strict positivity of the boundary integrals as stated in (5.5).
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By introducing the eigenfunction corresponding toλD1 as a test function in (5.4) we
obtainλ1(σ ) ≤ λD1 and consequently

lim
σ→−∞

λ1(σ ) = α ≤ λD1 .

Forσ < 0 one gets

1 = λ1(σ )

(∫
D

ϕ2
σ dx + σ

∮
∂D

ϕ2
σ ds

)
≤ λD1

∫
D

ϕ2
σ dx. (5.7)

Since‖ϕσ‖ = 1 there exists a subsequence{ϕσk }
∞

k=1, σk → −∞, which converges tõϕ
weakly inH 1(D), strongly inL2(D) and inL2(∂D). Due to (5.7) we havẽϕ 6= 0. In the
weak form of the eigenvalue problem (1.2),∫

D

(∇ϕσk · ∇h+ q(x)ϕσkh) dx = λ1(σk)

(∫
D

ϕσkh dx + σk

∮
∂D

ϕσkh ds

)
(5.8)

for all h ∈ H 1(D), we can letk tend to∞. Since the left-hand side and the first term on
the right-hand side are bounded we get∮

∂D

ϕ̃h ds = lim
k→∞

∮
∂D

ϕσkh ds = 0 for all h ∈ L2(∂D).

Hence tracẽϕ = 0. By takingh ∈ H 1
0 (D) in (5.8) we see that̃ϕ is a non-trivial Dirichlet

eigenfunction with constant sign and with eigenvalueα. Henceα = λD1 . The last assertion
of (i) follows immediately from (5.6).

The continuity and monotonicity proof of the second part (ii) is very similar and
will therefore be omitted. To find the limit ofλ−1(σ ) asσ → −∞ take the function

v = 1/
√∫

D
q(x) dx as a test function in (5.4). This shows that

Jσ [v] = (|D| + σ |∂D|)/

∫
D

q(x) dx → −∞ asσ → −∞.

Therefore limσ→−∞ λ−1(σ ) = 0. For the limitσ → 0− one assumes for contradiction
limσ→0− λ−1(σ ) = β for some finiteβ < 0. Taking convergent subsequencesϕσk → ϕ̃

of eigenfunctions corresponding toλ−1(σk) one finds 0> 1/β = limk→∞ Jσk [ϕσk ] =∫
D
ϕ̃2 dx ≥ 0. This contradiction shows that limσ→0− λ−1(σ ) = −∞. ut

Lemma 12. The functionsσ 7→ σλ1(σ ), σ ∈ R, andσ 7→ σλ−1(σ ), σ ∈ R−, are
continuous and strictly increasing. In addition we have

lim
σ→−∞

σλ1(σ ) = −∞, lim
σ→∞

σλ1(σ ) = λSt
1 (5.9)

and

lim
σ→−∞

σλ−1(σ ) = λSt
1 , lim

σ→0−

σλ−1(σ ) = ∞. (5.10)
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Proof. Let σ1 < σ2 and letφ andψ be the corresponding positive eigenfunctions. Then

λ1(σ1)

(∫
D

φψ dx + σ1

∮
∂D

φψ ds

)
= λ1(σ2)

(∫
D

φψ dx + σ2

∮
∂D

φψ ds

)
.

Rearranging terms and using the monotonicity of Lemma 11 one finds

(λ1(σ1)− λ1(σ2))

∫
D

φψ dx︸ ︷︷ ︸
>0

= (λ1(σ2)σ2 − λ1(σ1)σ1)

∮
∂D

φψ ds︸ ︷︷ ︸
>0

.

The monotonicity ofσλ1(σ ) now follows. The same argument applies toσλ−1(σ ). The
first statement of (5.9) is obvious. Because of the monotonicity the limit limσ→∞ σλ1(σ )

exists and equalsγ ∈ (0,∞]. The test functionv = 1/
√∫

D
q(x) dx yields the estimate

λ1(σ ) ≤
∫
D
q(x) dx/(|D| + σ |∂D|). Henceγ = limσ→∞ σλ1(σ ) ≤

∫
q(x) dx/|∂D|,

i.e., γ is finite. As usual we can consider convergent subsequences of eigenfunctions
ϕσk → ϕ̃ with σk → ∞ ask → ∞. If we let k tend to∞ in (5.8) and keep in mind that
limk→∞ λ1(σk) = 0 we see that the limit functioñϕ solves∫

D

(∇ϕ̃ · ∇h+ q(x)ϕ̃h) dx = γ

∮
∂D

ϕ̃h ds for all h ∈ H 1(D), 1 = γ

∮
∂D

ϕ̃2 ds.

(5.11)

Henceϕ̃ is non-trivial and (5.11) is the weak form of (5.3). Sinceϕ̃ is of constant sign,
γ is the lowest Steklov eigenvalue, i.e.,γ = λSt

1 .
The same argument yields limσ→−∞ σλ−1(σ ) = λSt

1 . In order to establish the limit
σ → 0− in (5.10) consider a sequence{σk}∞k=1 such thatσk → 0− with eigenfunc-
tionsϕσk corresponding toλ−1(σk). This time let us assume the different normalization∮
∂D
ϕ2
σk
ds = 1. We have either

lim
σ→0−

σλ−1(σ ) = β < ∞ or lim
σ→0−

σλ−1(σ ) = ∞. (5.12)

Suppose for contradiction that the first case holds. Sinceλ−1(σk) → −∞ we find from
the weak form of the eigenvalue equation (5.8) that∫

D

|∇ϕσk |
2 dx ≤

∫
D

(|∇ϕσk |
2
+ (q(x)− λ−1(σk))ϕ

2
σk
) dx

= λ−1(σk)σk

∮
∂D

ϕ2
σk
ds ≤ β. (5.13)

Note that|||v||| := (
∫
D

|∇v|2 dx +
∮
∂D
v2 ds)1/2 is an equivalent norm inH 1(D) and

|||ϕσk ||| ≤ (1+β)1/2. Hence there exists a subsequence, say{ϕσk }
∞

k=1, such thatϕσk ⇀ ϕ̃

in H 1(D), ϕσk → ϕ̃ in L2(D) and inL2(∂D) ask → ∞. In particularϕ̃ 6= 0 since∮
∂D
ϕ̃2 ds = limk→∞

∮
∂D
ϕ2
σk
ds = 1. Sinceλ−1(σk) → −∞ ask → ∞ we see that

limk→∞

∫
D
ϕ2
σk
dx =

∫
D
ϕ̃2 dx = 0 since otherwise we get a contradiction in (5.13).

However, we have already seen thatϕ̃ 6= 0. This contradiction shows that the second
alternative in (5.12) must hold. This completes the proof. ut
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For the one-dimensional case withq = 1,D = (0,1) the functionsλ1(σ ), λ−1(σ ) as
well as the functionsσλ1(σ ), σλ−1(σ ) are plotted in Figure 4. Note that in this caseλD1 =

π2
+1 ≈ 10.8696 andλSt

1 is given as the smaller of the two roots ofλ2
−2λ/tanh 1+1 = 0,

λSt
1 ≈ 0.4621. Both values are depicted as horizontal lines.

Lemma 13. The functionB : (−∞, λD1 ) → R defined by

B(α) =


αλ−1

1 (α) if 0< α < λD1 ,

λSt
1 if α = 0,

αλ−1
−1(α) if α < 0,
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is continuous, strictly decreasing and satisfies

lim
α→−∞

B(α) = ∞, lim
α→λD1

B(α) = −∞.

Proof. For α > 0 we expressB(α) in terms ofσ , uniquely determined byα = λ1(σ ).
ThenB(α) = σλ1(σ ). By Lemma 12,σλ1(σ ) increases asσ increases andα is decreas-
ing in σ . ThereforeB decreases as a function ofα. By Lemma 11,α → λD1 implies
σ → −∞ and consequently

lim
α→λD1

B(α) = lim
σ→−∞

σλ1(σ ) = −∞.
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The relationB(0+) = λSt
1 follows from the fact thatσ → ∞ asα → 0 together with

(5.9). Similarly ifα is negative we setα = λ−1(σ ). The assertions then follow as before
from Lemmas 11 and 12. In particular we haveB(0−) = λSt

1 , which shows thatB(α) is
continuous on the entire interval(−∞, λD1 ). ut

Theorem 14. Let 0 ≤ f ∈ L2(D) and0 ≤ g ∈ L2(∂D) not both identically zero. Then
a solution of(5.1) is positive if and only if(α, β) satisfiesα < λD1 andβ < B(α).

Proof. Suppose (5.1) has a solutionu > 0 inD. Then necessarilyα < λD1 , which can be
seen as follows. LetϕD1 be a positive copy of the first Dirichlet eigenfunction. We claim
that∫

D

(∇ϕD1 · ∇ψ + q(x)ϕD1 ψ) dx ≤

∫
D

λD1 ϕ
D
1 ψ dx ∀ψ ∈ H 1(D) with ψ ≥ 0 inD.

(5.14)
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This inequality amounts to the weak form of∂ϕD1 /∂n ≤ 0 on ∂D. The proof may be
folklore or not—we give a short proof in Lemma 18 of the Appendix. Takingψ = u in
(5.14) and usingϕD1 as a test function in the weak form of (5.1) we find∫

D

(αuϕD1 + f ϕD1 ) dx =

∫
D

(∇u · ∇ϕD1 + q(x)uϕD1 ) dx ≤

∫
D

λD1 ϕ
D
1 u dx.

Henceα ≤ λD1 and if f ≥ 0, 6≡ 0 then we obtainα < λD1 . It remains to show that it is
impossible to haveα = λD1 , f ≡ 0 andg ≥ 0, 6≡ 0. In this case we take the test function
ψ = (u− ϕD1 )

−
∈ H 1

0 (D) both in (5.14) and in the weak form of (5.1) and subtract:∫
D

(|∇(u− ϕD1 )
−
|
2
+ q(x)((u− ϕD1 )

−)2) dx ≤ λD1

∫
D

((u− ϕD1 )
−)2 dx.

By the variational characterization ofλD1 we get(u − ϕD1 )
−

= tϕD1 for somet ≥ 0, i.e.,
u = sϕD1 for somes > 0. But this is impossible sinceu > 0 in D. Thus we know that
α < λD1 . Next we consider the cases 0< α < λD1 , α < 0 andα = 0 separately.

(i) 0 < α < λD1 : Let α = λ1(σ ) for someσ ∈ R andβ = τα for someτ ∈ R. Note
that

β < B(α) ⇔ τα < B(α) = λ−1
1 (α)α = σα

⇔ τ < σ

⇔ λ1(τ ) > α.

From Theorem 2 and the assumption that eitherf or g is non-trivial we know that the
latter condition is a sharp condition for the existence of positive solutionsu of (5.1) with
β = τα.

(ii) α < 0: We setα = λ−1(σ ) andβ = τα. The argument of (i) can be repeated:

β < B(α) ⇔ τα < B(α) = λ−1
−1(α)α = σα

⇔ τ > σ

⇔ λ−1(τ ) < α,

and the latter condition is again sharp by Theorem 2.
(iii) α = 0: In this case the necessity/sufficiency of the conditionβ < λSt

1 = B(α)

for the existence of positive solutions is well known from the theory of Steklov problems.
ut

Appendix

Lemma 15. SupposeD ⊂ RN is a bounded Lipschitz domain. There exists a constant
C̃ = C̃(D) such that for everyε ∈ (0,1) we have∮

∂D

z2 ds ≤
C̃

ε

∫
D

z2 dx + C̃ε

∫
D

|∇z|2 dx for everyz ∈ H 1(D).
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Proof. Let ξ be a smooth vector field in a neighbourhood ofD such thatξ · n ≥ c0 > 0
a.e. on∂D. For the existence ofξ , cf. Lemma 30 in [2]. The inequality∮

∂D

c0z
2 ds ≤

∫
D

((div ξ)z2
+ 2zξ · ∇z) dx ≤

∫
D

C

(
z2

+
1

ε
z2

+ ε|∇z|2
)
dx

is equivalent to the claim. ut

Lemma 16. SupposeD ⊂ RN is a bounded Lipschitz domain. Let0 ≤ A ∈ Lp1(D),
0 ≤ B ∈ Lp2(∂D) with p1 > N/2 andp2 > N − 1. For z ∈ H 1(D) and t > 0 the
following inequalities hold:∫

D

A(x)z2 dx ≤ t1−2p1/N‖A‖
2p1/N

Lp1(D)

∫
D

|∇z|2 dx + t

∫
x∈D :A(x)≤t

z2 dx,∮
∂D

B(x)z2 ds ≤ t1−p2/(N+1)
‖B‖

p2/(N−1)
Lp2(∂D)

∫
D

|∇z|2 dx + t

∮
x∈∂D :B(x)≤t

z2 ds.

Proof. We give the proof of the first inequality and writep = p1 for simplicity. The proof
of the second is analogous. LetDt = {x ∈ D : A(x) ≥ t}. The inequality

tN/2 meas(Dt ) ≤

∫
Dt

A(x)N/2 dx ≤ ‖A‖
N/2
Lp(D) meas(Dt )

1−N/(2p)

implies

meas(Dt ) ≤ ‖A‖
p

Lp(D)t
−p,

∫
Dt

A(x)N/2 dx ≤ ‖A‖
p

Lp(D)t
N/2−p.

Hence ∫
D

A(x)z2 dx ≤

∫
Dt

A(x)z2 dx + t

∫
D\Dt

z2 dx

≤

(∫
Dt

A(x)N/2 dx

)2/N

‖z‖2
L2N/(N−2)(D)

+ t

∫
D\Dt

z2 dx

≤ ‖A‖
2p/N
Lp(D)t

1−2p/N
‖∇z‖2

L2(D)
+ t

∫
D\Dt

z2 dx,

which implies the claim. ut

Lemma 17. SupposeD ⊂ RN is a bounded Lipschitz domain and leta ∈ L∞(D),
b ∈ L∞(∂D).

(i) Let f ∈ Lp1(D) and g ∈ Lp2(∂D) with p1 > N/2 and p2 > N − 1. There
exists a constantC = C(‖a‖∞, ‖b‖∞,D,N, p1, p2) such that every weak solution
v ∈ H 1(D) of

−1v = a(x)v + f (x) in D, vn = b(x)v + g(x) on ∂D (5.15)

satisfies‖v‖L∞(D) ≤ C(‖v‖L2(D) + ‖f ‖Lp1(D) + ‖g‖Lp2(D)).
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(ii) For anyp ∈ [1, n/(n− 2)) there exists a constantC = C(‖a‖∞, ‖b‖∞,D,N, p)

such that every weak solution0 ≤ v ∈ H 1(D) of

−1v ≥ a(x)v in D, vn ≥ b(x)v on ∂D (5.16)

satisfiesinfD v(x) ≥ C‖v‖Lp(D). In particular, eitherv ≡ 0 or there existsδ > 0
such thatv ≥ δ > 0 a.e. inD andtracev ≥ δ > 0 a.e. on∂D.

Proof. The proof is based on Moser’s iteration method (cf. Gilbarg and Trudinger [9]).
(i) Let k = ‖f ‖Lp1(D) + ‖g‖Lp2(∂D) and definēv = v+

+ k. For fixedL > 0, s > 0
let

ϕ = v̄min{v̄2s, L2s
} − k2s+1, w = v̄min{v̄s, Ls}.

Then

∇ϕ = ∇v+(min{v̄2s, L2s
} + 2sv̄2sχ{v̄≤L}), ∇w = ∇v+(min{v̄s, Ls} + sv̄sχ{v̄≤L}),

and hence|∇w|
2

≤ (s + 1)∇v · ∇ϕ. Takingϕ as a test function in (5.15) and noting that
ϕ = 0 wheneverv ≤ 0 we obtain

1

s + 1

∫
D

|∇w|
2 dx

≤

∫
D

(|a|v+
+ |f |)ϕ dx +

∮
D

(|b|v+
+ |g|)ϕ ds

≤

∫
D

(|a|v+
+ |f |)v̄min{v̄2s, L2s

} dx +

∮
∂D

(|b|v+
+ |g|)v̄min{v̄2s, L2s

} ds.

By the inequalities(|a|v+
+ |f |) ≤ (|a| + |f |/k)v̄, (|b|v+

+ |g|) ≤ (|b| + |g|/k)v̄ we
obtain

1

s + 1

∫
D

|∇w|
2 dx ≤

∫
D

A(x)w2 dx +

∮
∂D

B(x)w2 ds, (5.17)

whereA(x) = |a(x)| + |f (x)|/k andB(x) = |b(x)| + |g(x)|/k. This choice ofA,B
implies in particular‖A‖Lp1(D), ‖B‖Lp2(∂D) ≤ C(‖a‖∞, ‖b‖∞). Here and in the fol-
lowing the same symbolC denotes different constants depending only on‖a‖∞, ‖b‖∞,

D,N, p1, p2. Next we apply Lemma 16 to (5.17) for the volume integral witht =

(2s + 2)1/(2p1/N−1)
‖A‖

γ1
Lp1(D)

, γ1 = p1/(p1 − N/2) and for the surface integral with

t = (2s + 2)1/(p2/(N+1)−1)
‖B‖

γ2
Lp2(∂D)

, γ2 = p2/(p2 −N + 1). Thus we obtain∫
D

|∇w|
2 dx ≤ C(2s + 2)p1/(p1−N/2)

∫
D

w2 dx + C(2s + 2)p2/(p2−(N+1))
∮
∂D

w2 ds.

(5.18)

Next we use Lemma 15 withε =
1

2C̃C
(2s + 2)−p2/(p2−(N+1)) and deduce from (5.18)

that∫
D

|∇w|
2 dx ≤ 2

(
C(2s + 2)p1/(p1−N/2) + 2CC̃2(2s + 2)p2/(p2−(N+1))) ∫

D

w2 dx



Positivity and anti-maximum principles 101

and by adding the square of theL2-norm ofw to both sides and using the Sobolev in-
equality we find

‖w‖2N/(N−2) ≤ C(s + 1)γ ‖w‖2, γ = max

{
p1

p1 −N/2
,

p2

p2 − (N + 1)

}
. (5.19)

If w∈L2(s+1)(D)we can letL tend to infinity in (5.19) and obtain̄v∈L(s+1)2N/(N−2)(D)

and
‖v̄‖(s+1)2N/(N−2) ≤ (C(s + 1))γ /(s+1)

‖v̄‖2(s+1). (5.20)

Hence, ifs0 = 0 andsk+1 + 1 = (sk + 1) N
N−2 then

‖v̄‖2(sk+1+1) ≤ (C(sk + 1))γ /(sk+1)
‖v̄‖2(sk+1).

Sincesk + 1 = ( N
N−2)

k, k ∈ N0, it follows that

‖v̄‖∞ = lim
k→∞

‖v̄‖2(sk+1+1) ≤

∞∏
k=0

(C(sk + 1))γ /(sk+1)
‖v̄‖2

= exp

( ∞∑
k=0

γ lnC(sk + 1)

sk + 1

)
‖v̄‖2

≤ C exp

( ∞∑
k=0

γ k

(
N − 2

N

)k)
‖v̄‖2,

where the last sum converges. Recalling the definition ofv̄=v+
+‖f ‖Lp1(D)+‖g‖Lp2(∂D)

we have obtained the upper estimate in statement (i) of the lemma forv+. The estimate
for v− follows fromv−

= (−v)+.
(ii) Now we turn to the lower estimate of the lemma. Letϕ = v̄s with s < 0 where

v̄ = v + L with L > 0. Then∇v · ∇ϕ = sv̄s−1
|∇v̄|2 and takingϕ as a test function in

(5.16), we find

s

∫
D

v̄s−1
|∇v̄|2 dx ≥

∫
D

a−(x)v̄s+1 dx +

∮
∂D

b−(x)v̄s+1 ds

≥ −C

(∫
D

v̄s+1 dx +

∮
∂D

v̄s+1 ds

)
. (5.21)

If s 6= −1 we setV = v̄(s+1)/2 and obtain|∇V |
2

= ( s+1
2 )2|∇v̄|2v̄s−1. If s = −1 then

we setV = log v̄ and obtain|∇V |
2

= v̄−2
|∇v̄|2. Together with (5.21) this implies

∫
D

|∇V |
2 dx ≤

C|s + 1|

(∫
D

V 2 dx +

∮
∂D

V 2 ds

)
if s 6= −1,

C if s = −1,
(5.22)

with C=C(‖a‖∞, ‖b‖∞). By Lemma 15 withε=1/(2CC̃|s + 1|) this implies∫
D

|∇V |
2 dx ≤ C|s + 1|

2
∫
D

V 2 dx,
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provided|s + 1| ≥ |s0 + 1| > 0. Adding the square of theL2-norm ofV to both sides
and using the Sobolev inequality we get

‖V ‖2N/(N−2) ≤ C|s + 1| ‖V ‖2. (5.23)

For anyp ∈ R let

8(p) =

(∫
D

v̄p dx

)1/p

.

Then (5.23) implies8((s + 1) N
N−2)

(s+1)/2
≤ C|s + 1|8(s + 1)(s+1)/2, i.e.,

8

(
(s + 1)

N

N − 2

)
≥

≤
(C|s + 1|)−2/|s+1|8(s + 1) if

{
s < −1

−1< s < 0.
(5.24)

This estimate will be iterated. Setsk+1+1 = (sk+1) N
N−2. Thensk+1 = (s1+1)( N

N−2)
k−1

and if s1 < −1 then

8(sk+1 + 1) ≥ (C|sk + 1|)−2/|sk+1|8(sk + 1).

Solving this difference inequality we find that

inf
D
v̄ ≥ lim

k→∞
8(sk+1 + 1) ≥

∞∏
k=1

(C|sk + 1|)−2/|sk+1|8(s1 + 1)

= exp

( ∞∑
k=1

−2 lnC|sk + 1|

|sk + 1|

)
8(s1 + 1)

≥
C

exp(
∑

∞

k=1(k − 1)(N−2
N
)k−1)

8(s1 + 1),

and since the last sum converges we have obtained

inf
D
v̄ ≥ C8(s1 + 1) (5.25)

for some initial numbers1 < −1, which we can still choose. Similarly, if we choose
s1 ∈ (−1,0) we can iterate (5.24) as long assk ∈ (−1,0) and obtain8( N

N−2(sk + 1)) ≤

C8(sk + 1) ≤ C8(s1 + 1). In other words, we have

8(p) ≤ C8(p0) whenever 0< p0 < p <
N

N − 2
. (5.26)

It remains to give a lower bound for8(s) for somes < 0. For this purpose recall the John–
Nirenberg inequality (cf. Gilbarg and Trudinger [9]):supposeV ∈ W1,1(D) is such that
there existsC > 0 with

∫
Br

|∇V | dx ≤ CrN−1 for every ballBr ⊂ D. Then there exists

a numberp0 > 0 such that
∫
D
ep0|V−Ṽ | dx < C whereṼ = |D|

−1
∫
D
V dx. We apply

this for V = log v̄. Then the second inequality of (5.22) shows thatV ∈ W1,2(D) and
hence

∫
Br

|∇V | dx ≤ CrN/2(
∫
Br

|∇V |
2 dx)1/2 ≤ CrN−1. The last inequality is obtained
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similarly to (5.22) by testing (5.16) withϕ = v̄−1η2 whereη is a suitable cutoff function
in a ballB2r . Thus, the John–Nirenberg inequality applies and together with the trivial
estimate±(V − Ṽ ) ≤ |V − Ṽ | we obtain∫

D

ep0V dx ≤ Cep0Ṽ ,

∫
D

e−p0V dx ≤ Ce−p0Ṽ , i.e.,∫
D

ep0V dx

∫
D

e−p0V dx ≤ C2.

Recalling the definition ofV = log v̄ this shows that
∫
D
v̄p0 dx

∫
D
v̄−p0 dx ≤ C2 and

hence (∫
D

v̄p0 dx

)1/p0

≤ C2/p0

(∫
D

v̄−p0 dx

)−1/p0

.

Together with (5.25) this shows that

inf
D
v̄ ≥ C8(−p0) ≥ C′8(p0) ≥ C′′8(p),

wherep ∈ [1, N
N−2). The last part of this inequality follows either from Hölder’s inequal-

ity if p0 ≥
N
N−2 or from (5.26) ifp0 ∈ (0, N

N−2). LettingL → 0 we obtain the claim of
statement (ii) of the lemma. ut

Lemma 18. LetD be a bounded Lipschitz domain,0 ≤ q ∈ L∞(D), 0 ≤ h ∈ L2(D)

and0 ≤ v ∈ H 1
0 (D) a weak solution of

−1v + q(x)v = h in D, v = 0 on ∂D. (5.27)

Then∫
D

(∇v · ∇ψ + q(x)vψ) dx ≤

∫
D

hψ dx ∀ψ ∈ H 1(D) withψ ≥ 0. (5.28)

Proof. Let us first prove the result forh ∈ C∞(D) andq ∈ C∞(D). Thenv ∈ C∞(D)

and (5.27) holds pointwise inD. By Sard’s lemma for almost every 0< s < ‖v‖∞ the
super-level setDs = {x ∈ D : v(x) > s} has a smooth boundary. Thus we obtain for
almost everys ∈ (0, ‖v‖∞) and everyψ ∈ H 1(D) with ψ ≥ 0,∫

Ds

(∇v · ∇ψ + q(x)vψ) dx =

∫
Ds

hψ ds +

∮
∂Ds

ψ ∂nv︸︷︷︸
≤0

ds ≤

∫
Ds

hψ ds.

Choosing an appropriate sequences → 0 we obtain (5.28). For the general case we can
approximateh ∈ L2(D), q ∈ L∞(D) by sequenceshk, qk ∈ C∞(D) with hk → h and
qk → q in L2(D). Letvk ∈ H 1

0 (D)∩C
∞(D) be the corresponding solution. Then (5.28)

holds forvk, qk, hk and every test functionψ ∈ C∞(D) with ψ ≥ 0. Lettingk → ∞ we
retrieve the result forv, q, h. ut
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