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Abstract. We construct a version of rational symplectic field theory for pairs (X,L), where X is
an exact symplectic manifold, where L ⊂ X is an exact Lagrangian submanifold with components
subdivided into k subsets, and where both X and L have cylindrical ends. The theory associates
to (X,L) a Z-graded chain complex of vector spaces over Z2, filtered with k filtration levels. The
corresponding k-level spectral sequence is invariant under deformations of (X,L) and has the fol-
lowing property: if (X,L) is obtained by joining a negative end of a pair (X′, L′) to a positive end
of a pair (X′′, L′′), then there are natural morphisms from the spectral sequences of (X′, L′) and of
(X′′, L′′) to the spectral sequence of (X,L). As an application, we show that if 3 ⊂ Y is a Legen-
drian submanifold of a contact manifold then the spectral sequences associated to (Y ×R,3s

k
×R),

where Y × R is the symplectization of Y and where 3s
k
⊂ Y is the Legendrian submanifold con-

sisting of s parallel copies of 3 subdivided into k subsets, give Legendrian isotopy invariants of 3.

1. Introduction

Let Y be a contact (2n − 1)-manifold with contact 1-form λ (i.e., λ ∧ (dλ)n−1 is a vol-
ume form on Y ). The Reeb vector field Rλ of λ is the unique vector field which satisfies
λ(Rλ) = 1 and ιRλdλ = 0, where ι denotes contraction. The symplectization of Y is the
symplectic manifold Y ×R with symplectic form d(etλ) where t is a coordinate in the R-
factor. A symplectic manifold with cylindrical ends is a symplectic 2n-manifold X which
contains a compact subset K such that X−K is symplectomorphic to a disjoint union of
two half-symplectizations Y+ × R+ ∪ Y− × R−, for some contact (2n − 1)-manifolds
Y±, where R+ = [0,∞) and R− = (−∞, 0]. We will call (unions of) connected com-
ponents of Y+ × R+ and of Y− × R− positive and negative ends of X, respectively, and
(unions of) connected components of Y+ and of Y−, (+∞)- and (−∞)-boundaries ofX,
respectively.

Symplectic field theory (SFT) was introduced in [15]. It is a framework for extract-
ing invariants in contact and symplectic geometry by counting punctured J -holomorphic
curves in symplectic manifolds with cylindrical ends, where J is an almost complex struc-
ture adjusted to the symplectic form. The notion of adjusted is borrowed from [3] where
it is shown that if J is adjusted to the symplectic form of a symplectic manifold X with
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cylindrical ends, then J -holomorphic curves are asymptotic to Reeb orbit cylinders in
either the positive or the negative end of X near their punctures and a version of Gromov
compactness holds for the moduli space of J -holomorphic curves. The SFT of a sym-
plectic manifold with cylindrical ends can be thought of as a theory with several levels.
The first level is contact homology where one counts rational curves with one positive
puncture, the second level is rational SFT where one counts all rational curves, also those
with more than one positive puncture, and the third level is the full SFT where all curves
of all genera are taken into account.

The relative counterpart of a symplectic manifold with cylindrical ends is a sym-
plectic 2n-manifold X with a Lagrangian n-submanifold L (i.e., the restriction of the
symplectic form in X to any tangent space of L vanishes) such that outside a compact
subset, (X,L) is symplectomorphic to the disjoint union of (Y+ × R+,3+ × R+) and
(Y− × R−,3− × R−), where 3± ⊂ Y± is a Legendrian (n− 1)-submanifold (i.e., 3±

is everywhere tangent to the kernel of the contact form on Y±). To define the counterpart
of SFT in this setting one should count J -holomorphic curves in X with boundary on
L asymptotic to Reeb orbit cylinders at interior punctures and to Reeb chord strips of L
at boundary punctures. (A Reeb chord is a flow segment of the Reeb vector field in Y±

which begins and ends on 3±.) Turning such curve counts into algebra is however not
straightforward because of a phenomenon often called boundary bubbling. For holomor-
phic curves without boundary in a symplectic manifold, generic bubbling off is described
by the following local model: {(z, w) ∈ C2 : z2

± w2
= ε}, where ε ∈ C, ε → 0.

Hence it is a codimension two phenomenon and can often be disregarded when setting
up homology theories. Boundary bubbling for holomorphic curves with boundary on a
Lagrangian submanifold can be modeled by a restricted version of this local model as
follows. The Lagrangian submanifold corresponds to R2

⊂ C2, the deformation parame-
ter is constrained to be real, ε ∈ R ⊂ C, and the curve is half of the curve in the model for
curves without boundary. Thus, bubbling off at the boundary is a codimension one phe-
nomenon which cannot be disregarded when setting up homology theories. In Lagrangian
Floer homology, techniques for dealing with boundary bubbling have been developed in
[17] and in [6] (see the discussion after Theorem 1.2).

Let (X,L) be a pair with properties as described above. If the symplectic manifold X
is exact (i.e., if the symplectic form ω onX satisfies ω = dβ for some 1-form β) and if the
Lagrangian submanifold L is exact as well (i.e., if the restriction β|L satisfies β|L = df
for some function f ), then Stokes’s theorem implies that every J -holomorphic curve in
X with boundary on L must have at least one positive puncture. For simpler notation, we
call such a pair (X,L) of exact manifolds an exact cobordism. For exact cobordisms, the
extension of the first level of SFT to the relative case meets with no conceptual difficulties
because boundary bubbling cannot appear: one of the holomorphic pieces after boundary
bubbling would not have any positive puncture. The resulting theory gives a rich set of
invariants (see e.g. [5, 14, 10, 12, 23, 24, 21]). The aim of the present paper is to provide
a generalization of the second level of SFT to the relative case of exact cobordisms with
cylindrical ends.

In order to formulate our main results we introduce the following notation. Let (X,L)
be an exact cobordism. Let (Y±×R±,3±×R±) be the ends of (X,L) and write (X̄, L̄)
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for the compact part of (X,L) obtained by cutting the infinite parts of the cylindrical
ends off at Y±×{0}. We will sometimes think of Reeb chords of3± ⊂ Y± in the (±∞)-
boundary of (X,L) as lying in ∂X̄ with endpoints on ∂L̄. A formal disk in (X,L) is a
homotopy class of maps of the 2-disk D, with m marked disjoint closed subintervals in
∂D, into X̄, where themmarked intervals are required to map in an orientation preserving
(reversing) manner to Reeb chords of ∂L̄ in the (+∞)-boundary (in the (−∞)-boundary)
and where remaining parts of the boundary ∂D map to L̄. The action of a Reeb chord is
the integral of the contact form in the (±∞)-boundary along it and the (+)-action of a
formal disk is the sum of the actions of its Reeb chords in the (+∞)-boundary. Assume
that the set of connected components of L has been subdivided into subsets (we call such
subsets pieces). In Subsection 2.1, we define the notion of an admissible formal disk in
(X,L) in this situation. A J -holomorphic disk in X with boundary on L determines a
formal disk and if this formal disk is admissible then boundary bubbling is impossible for
topological reasons.

Let V(X,L) denote the Z-graded vector space over Z2 consisting of all formal sums
of admissible formal disks of (X,L) which contain only a finite number of summands of
(+)-action below any given number and with grading as follows: the degree of a formal
disk is the formal dimension of the moduli space of J -holomorphic disks homotopic to
the formal disk. The degree of a formal disk is thus computed in terms of the Maslov
index of the boundary condition it determines and the number of Reeb chords it has
(see Subsection 3.1). We use the filtration 0 ⊂ F kV(X,L) ⊂ · · · ⊂ F 2V(X,L) ⊂
F 1V(X,L) = V(X,L), where k is the number of pieces of L and where the filtration
level is determined by the number of Reeb chords of a formal disk which are in the
(+∞)-boundary of (X,L) (see Subsection 3.2). In Subsection 3.7 we define a differen-
tial df : V(X,L) → V(X,L) which, when acting on an admissible formal disk, counts
all admissible formal disks which are built from the following disks by gluing at punc-
tures: one admissible J -holomorphic disk in the symplectization of the (±∞)-boundary
of (X,L) of degree 1, one copy of the admissible formal disk, and any number of admis-
sible J -holomorphic disks in (X,L) of degree 0. Thus, the differential increases grading
by 1, respects the filtration, and is (+)-action non-decreasing. That df is a differential
(df ◦ df = 0) follows since admissibility excludes boundary bubbling and therefore
the boundary of the 1-dimensional moduli space of admissible J -holomorphic disks in
(X,L) consists of broken disks with pieces which are admissible J -holomorphic disks in
(X,L) and in its symplectization ends of degrees which add to 1.

Let α > 0. The finite (+)-action subspace V[α](X,L) ⊂ V(X,L) is the subspace of
formal sums of admissible disks of (+)-action at most α. It inherits a filtration from the
filtration on V(X,L). Since df does not decrease (+)-action, it induces filtration preserv-
ing differentials dfα on V[α](X,L) and the natural projection maps παβ : V[α](X,L) →

V[β](X,L), α > β, are filtration preserving chain maps. Define the rational admissible
SFT spectral sequence {Ep,q

r ;[α](X,L)}
k
r=1 as the spectral sequence induced by the filtra-

tion preserving differentials dfα : V[α](X,L)→ V[α](X,L) (see Subsection 3.6).
Throughout the paper we will assume that all exact cobordisms have good ends.

The details of this technical condition are specified in Subsection B.2 of Appendix B.
It restricts the contact forms on the contact manifolds at the (±∞)-boundaries of exact
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cobordisms, but allows for certain non-compact manifolds as ends, in particular 1-jet
spaces.

Theorem 1.1. Let (X,L) be an exact cobordism with good ends and with a subdivision
L = L1∪· · ·∪Lk of L into pieces and let α > 0. Then {Ep,q

r ;[α](X,L)} does not depend on
the choice of the adjusted almost complex structure J , and is invariant under compactly
supported exact deformations of (X,L).

Theorem 1.1 is proved in Section 5 by studying how the moduli spaces of admissible J -
holomorphic disks in (X,L) change under deformations. Admissibility precludes bound-
ary bubbling and hence the parameterized moduli space of degree 0 disks correspond-
ing to a 1-parameter family of deformations form a 1-manifold, the boundary of which
consists of degree 0 disks at the boundary of the family and broken disks with pieces
which are admissible disks of degrees which add up to 0 at interior instances of the
1-parameter family. This allows us to show that the deformation induces a chain ho-
motopy between the E1-terms of spectral sequences at the endpoints of a 1-parameter
family.

The spectral sequence in Theorem 1.1 shares many of the familiar properties of ratio-
nal SFT in the non-relative case (see [15]). For example, if a pair (Y,3) of a contact mani-
fold with a Legendrian submanifold is a (+∞)-boundary of an exact cobordism (Xb, Lb)

and a (−∞)-boundary of another exact cobordism (Xa, La) then the two cobordisms can
be joined along (Y,3) to form a new exact cobordism (Xba, Lba), and there are filtra-
tion preserving chain maps V(Xb, Lb)→ V(Xba, Lba) and V(Xa, La)→ V(Xba, Lba)
which induce morphisms of spectral sequences (see Lemma 3.15).

If3 ⊂ Y is a Legendrian submanifold of a contact manifold Y and if3 is subdivided
into pieces 3 = 31 ∪ · · · ∪ 3k ⊂ Y then (Y × R,3 × R) is an exact cobordism with
3×R subdivided into pieces. In Subsection 3.12 we define the rational admissible SFT-
invariant of (Y,3). In general, this invariant is the graded vector space {Ep,qr (Y,3)}kr=1
which is the inverse limit of the inverse system

{E
p,q

r;[β](Y × R,3× R)}
παβ ∗
←−−−− {E

p,q

r;[α](Y × R,3× R)}, 0 < β < α.

In the special case where 3 ⊂ Y has only finitely many Reeb chords (e.g., if Y =
J 1(M) is the 1-jet space of some smooth manifold M) then the limit {Ep,qr (Y,3)} has a
naturally induced structure as a spectral sequence which is also part of the invariant (see
Subsection 3.6).

Theorem 1.2. If 3 ⊂ Y is a Legendrian submanifold of a contact manifold Y , with a
good contact form, and if 3 is subdivided into pieces then {Ep,qr (Y,3)} is independent
of the good contact form and invariant under contact isotopies of the pair (Y,3) (in
particular under Legendrian isotopies of 3).

Theorem 1.2 is proved in Section 5 by using Theorem 1.1 in combination with chain maps
of vector spaces of admissible formal disks, corresponding to gluing of exact cobordisms,
applied to the reversible cobordisms induced by isotopies. Much as in the argument for
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df ◦ df = 0 described above, the fact that admissibility rules out boundary bubbling and
thereby allows us to control the boundaries of moduli spaces is an essential ingredient in
the proof of the chain map equation.

We give a brief description of how Theorem 1.2 can be applied. This also demon-
strates that although the strategy for dealing with boundary bubbling in this paper is
different from that of [17] and that of [6], the constructions are related. If 3 ⊂ Y is a
Legendrian submanifold (possibly connected) of a contact manifold, then we consider
the many component Legendrian submanifold 3̃ consisting of finitely many nearby par-
allel (i.e., parallel along the Reeb flow) copies of3. Partitioning the collection of parallel
copies into pieces we can apply the rational admissible SFT invariant. In fact, much as
in [9], the differential on V(Y ×R, 3̃×R) can in this case be computed in terms of (all)
moduli spaces of holomorphic disks in Y × R with boundary on 3 × R in combination
with the spaces of Morse flow trees in 3 (see [16, 7], determined by a finite collection of
Morse functions on 3). In this sense, the method for dealing with boundary bubbling in
the present paper is related to [17] and to [6], though in [6], only one Morse function and
flow lines appears, while here and in [17], there are many Morse functions and flow trees.
We will address the exact expression of the rational admissible SFT invariant in terms of
Morse flow trees elsewhere.

In [8], we give an application of Theorem 1.2. It is used to show that the members of
a basic family of 2n-dimensional Legendrian spheres in J 1(R2n), all with the same clas-
sical invariants, and all with vanishing contact homology, are pairwise non-Legendrian
isotopic. We plan to describe a more complete version of admissible rational SFT for
exact cobordisms, removing the condition of ends being good, including oriented moduli
spaces (which requires relatively spin Legendrian submanifolds) and working with vector
spaces over Q, in a future paper.

The paper is organized as follows. In Section 2, the vector space underlying the chain
complex associated to an exact cobordism is defined and some operations on this vec-
tor space are discussed. In Section 3, the grading, the filtration, and the differential of
the chain complex are introduced, the corresponding spectral sequences are defined, and
induced chain maps are studied. In Section 4, lemmas necessary to demonstrate invari-
ance properties of the spectral sequences are proved, and in Section 5, these results are
collected into proofs of the main results. In Appendix A, a basic construction in symplec-
tic geometry is discussed, and in Appendix B, properties of holomorphic disks in exact
cobordisms are described and a perturbation scheme for transversality is constructed us-
ing the polyfold language developed in [19, 20].

2. The vector space of an exact cobordism

In this section we introduce admissible formal disks. Using them, we associate a graded
filtered vector space to an exact cobordism. The section is organized as follows. In Sub-
section 2.1, admissible formal disks are defined and in Subsection 2.2, gluings of such
disks in two exact cobordisms joined at a common end are studied. In Subsection 2.3, the
vector space of an exact cobordism is defined and gluings of formal disks are interpreted
as operations on such vector spaces.
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2.1. Admissible formal disks

Let (X,L) be an exact cobordism with (±∞)-boundary (Y±,3±). Recall the subdivision
(X,L) = (X̄, L̄)∪(Y+×R+,3+×R+)∪(Y−×R−,3−×R−) into a compact part and
ends. Make the identification (∂X̄, ∂L̄) = (Y+,3+) ∪ (Y−,3−). Assume that L comes
equipped with a subdivision L = L1 ∪ · · · ∪ Lk into pieces where each piece Lj is a
union of connected components of L. This subdivision induces a subdivision of the ends,
3± = 3±1 ∪ · · · ∪ 3

±

k . Let R+ and R− denote the sets of Reeb chords of 3+ and 3−,
respectively. We write R± = R±pu ∪R

±

mi. Here R±pu contains all pure Reeb chords with
both endpoints on the same piece in the subdivision of 3±, and R±mi contains all mixed
Reeb chords with endpoints on distinct pieces. Note that a Reeb chord is oriented (by the
Reeb flow).

A formal disk map is a map from a 2-disk D with m marked disjoint boundary seg-
ments into X̄ with the following properties. Each marked boundary segment either maps
in an orientation preserving way to a Reeb chord of 3+ ⊂ ∂L̄ in Y+ ⊂ ∂X̄, or maps
in an orientation reversing way to a Reeb chord of 3− ⊂ ∂L̄ in Y− ⊂ ∂X̄. Each un-
marked boundary segment maps to L̄. We say that two formal disk maps are homotopic
if they are homotopic through formal disk maps. In particular, two formal disk maps are
homotopic only if they have the same Reeb chords and the respective induced cyclic or-
derings on these Reeb chords agree. Furthermore, if two formal disk maps have the same
Reeb chords in the same cyclic order then their unmarked boundary arcs which connect
corresponding Reeb chord endpoints form difference-loops (i.e., the path of one disk fol-
lowed by the inverse path of the other) in L̄ and the two formal disk maps are homotopic
only if all these difference-loops are contractible. Finally, in case all the difference-loops
are contractible, choosing homotopies between the boundary loops, the two formal disk
maps together with these homotopies give a difference-map of a 2-sphere into X̄, and the
formal disk maps are homotopic if and only if the homotopy class of this difference-map
lies in the image of π2(L̄

′)→ π2(X̄), where L̄′ = L̄′1 ∪ · · · ∪ L̄
′
m ⊂ L̄ is the union of the

connected components of L̄ which contain some boundary component of the formal disk.
In conclusion, if for a fixed cyclic word of Reeb chords there is a formal disk map

which realizes this word then the homotopy classes of formal disk maps form a principal
homogeneous space over the product of the kernel of a map π1(L̄

′

1) × · · · × π1(L̄
′
m)→

π1(X̄) determined by the Reeb chord endpoints and the quotient π2(X̄)/im(π2(L̄
′) →

π2(X̄)). A formal disk is a homotopy class of formal disk maps.
We call the Reeb chords of the formal disk its punctures. When speaking of formal

disks we will contract the marked intervals which map to the Reeb chords to points and
call them punctures as well. A component of the complement of the punctures in the
boundary of a formal disk will be called a boundary component. We say that a puncture
of a formal disk is positive if it maps to a chord in R+, and negative if it maps to a chord
in R−. We say that a puncture of a formal disk is mixed if it maps to a chord in R±mi, and
pure if it maps to a chord in R±pu.

Let D be the source of a formal disk. A neat arc in D (i.e., an arc which intersects the
boundary of D only in its boundary points) which connects two of its boundary compo-
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nents (and which is transverse to the boundary at the boundary) will be called a collapsing
arc. Note that a collapsing arc a subdivides D into two components D1(a) and D2(a).

Definition 2.1. A formal disk parameterized by D is admissible if it meets the following
two conditions.

(a1) D has at least one puncture which is positive.
(a2) For every collapsing arc a in D with endpoints on boundary components mapping

to the same piece of L̄, one component D1(a) or D2(a) has either no punctures or
only pure negative punctures.

Remark 2.2. Definition 2.1 is not the only possible choice. All technical results proved
below hold true if one uses the following alternative definition instead: keep (a2) and
change (a1) to

(a1′) D has at least one puncture which is positive or mixed.

This gives rise to a somewhat different theory discussed in [8].

Remark 2.3. Another possibility for an alternative definition of admissibility is as fol-
lows. Keep (a1) and change (a2) to

(a2 ′) For every collapsing arc a in D with endpoints on boundary components mapping
to the same piece of 3, one component D1(a) or D2(a) has either no punctures or
only negative punctures.

However, to prove the invariance of the theory which arises from this definition, it seems
that, because of problems with ordering of punctures, one must introduce a distinguished
puncture in each disk and average, and hence work over Q (instead of over Z2) and
consider orientations. It would be interesting to understand the relation between the Leg-
endrian isotopy invariants which arise from (a2 ′) and the collection of such invariants
which arises from Definition 2.1, when the connected components of a given Legendrian
submanifold are reorganized into pieces in all possible ways.

Lemma 2.4. An admissible disk with a pure positive puncture can have neither mixed
punctures nor other positive punctures.

Proof. If it did, a small collapsing arc cutting the pure positive puncture off from the rest
of the disk contradicts (a2). ut

2.2. Joining exact cobordisms and gluing formal disks

Let (Xb, Lb) be an exact cobordism with a (+∞)-boundary equal to (Y,3) and let
(Xa, La) be an exact cobordism with a (−∞)-boundary equal to (Y,3). Then we can
join the exact cobordisms over (Y,3) to an exact cobordism (Xba, Lba). Since 3 ⊂ ∂L̄b

and 3 ⊂ ∂L̄a , we may view 3 as a submanifold of Lba ⊂ Xba . A partial formal disk of
(Xba, Lba) is defined as a formal disk except that it is allowed to have punctures also at
Reeb chords of 3 ⊂ L̄ba ⊂ X̄ba .
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Fig. 1. A disk in (Xba, Lba) with factors v1, v2 in (Xa, La) and u1, . . . , u4 in (Xb, Lb).

Let R denote the set of Reeb chords of 3. Let gb be a formal disk in (Xb, Lb) with
one of its positive punctures at a Reeb chord c ∈ R. Let ga be a formal disk in (Xa, La)
with one of its negative punctures at c. Then we can attach gb to ga at c in an obvious
way, to form a partial formal disk gba1 in (Xba, Lba). This construction can be repeated:
at a positive or negative puncture of gba1 which lies in R, a formal disk of (Xa, La) or
(Xb, Lb), respectively, can be attached to gba1 to form a new partial formal disk gba2 , etc.
We say that the formal disks in (Xa, La) and (Xb, Lb) used to build a partial formal disk
in (Xba, Lba) in this way are its factors (see Figure 1).

Lemma 2.5. Let w be a formal disk in (Xba, Lba) with factors which are formal disks in
(Xa, La) and (Xb, Lb), all with at least one mixed or positive puncture. If some partial
formal subdisk of w is non-admissible then so is w.

Proof. No formal disk has only one mixed puncture. Consider a collapsing arc of the sub-
disk with mixed or positive punctures on both sides. Attaching at a mixed puncture leaves
a mixed puncture and attaching at a positive puncture leaves a positive puncture. Thus, the
collapsing arc of the subdisk also shows that the final formal disk is non-admissible. ut

2.3. The vector space of formal disks and operations

If γ is a curve in a contact manifold Y with contact form λ, then the action of γ is

A(γ ) =
∫
γ

λ.

Let 3 ⊂ Y be a Legendrian submanifold. Reeb chords of 3 are critical points for the
action functional acting on curves with endpoints on 3. If the contact form λ is chosen
sufficiently generic then the Reeb chords of 3 are isolated and, if R is the set of Reeb
chords of3, then the set {A(c) : c ∈ R} is a discrete subset of R which is bounded below
by some number A0(Y,3) > 0. (The existence of a lower bound is true in greater gener-
ality and holds since the Reeb vector field is never tangent to a Legendrian submanifold.)

Let (X,L) be an exact cobordism with (±∞)-boundary (Y±,3±). If g is a formal
disk in (X,L) with positive punctures at Reeb chords a1, . . . , ap and negative punctures
at Reeb chords b1, . . . , bq then define the (+)-action of g as

A+(g) =
p∑
j=1

A(aj ), (2.1)
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the (−)-action of g as

A−(g) =
q∑
j=1

A(bj ), (2.2)

and the action of g as
A(g) = A+(g)−A−(g). (2.3)

Recall from Section 1 that V(X,L) was defined as the Z2-vector space consisting of
all formal sums of admissible formal disks of (X,L) satisfying an additional (+)-action
condition. We next consider a slight generalization. Let τ = (τ1, . . . , τn) be a vector
of formal variables. Define the module V(X,L; τ) over the polynomial ring Z2[τ ] as the
vector space over Z2 of all formal Z2[τ ]-sums of admissible formal disks of (X,L)which
satisfy the following finiteness condition: for any α > 0, the number of formal disks
in a formal sum of (+)-action at most α is finite. Thus, V(X,L) is the special case of
V(X,L; τ) when the ground ring is simply Z2 (corresponding to no formal variables τj ).

Using formulas, V(X,L; τ) can be described as follows. Let G denote the set of
formal disks in (X,L). An element v ∈ V(X,L; τ) can be written as

v =
∑
g∈G

pg(τ )g, (2.4)

where pg(τ ) ∈ Z2[τ ] and where for any α > 0 the set

{g ∈ G : A+(g) ≤ α, pg(τ ) 6= 0}

is finite. As indicated in (2.4), we think of a vector v ∈ V(X,L; τ) as a collection of
basis elements (denoted g) with non-zero weights in Z2[τ ] (denoted pg(τ )). Addition in
V(X,L; τ) is defined by componentwise addition: if

v =
∑
g∈G

pg(τ )g and w =
∑
g∈G

qg(τ )g

then
v + w =

∑
g∈G

(pg(τ )+ qg(τ ))g.

Multiplication with a polynomial is also defined componentwise: if q(τ) ∈ Z2[τ ] then

q(τ) v = q(τ)
(∑
g∈G

pg(τ )g
)
=

∑
g∈G

q(τ)pg(τ )g.

Define V+(X,L; τ) ⊂ V(X,L; τ) as the submodule of formal sums in which all formal
disks have positive action.

Let α > 0. Define the finite (+)-action submodules V[α](X,L) ⊂ V(X,L) as the
Z2[τ ]-module generated by all formal disks g with A+(g) ≤ α.
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Remark 2.6. If α > β > 0 then there are natural projection maps

V[β](X,L; τ)
παβ
←−−−− V[α](X,L; τ)

where παβ : V[α](X,L) → V[α](X,L)/K
α
β ≈ V[β](X,L), with Kα

β the submodule of
V[α](X,L) generated by all formal disks g with A+(g) > β, and V(X,L; τ) is express-
ible as the inverse limit

V(X,L; τ) = lim
←−
α

V[α](X,L; τ).

2.4. Gluing pairing

As in Subsection 2.2, let (Xb, Lb) and (Xa, La) be exact cobordisms such that (Y,3) is
a (+∞)-boundary of (Xb, Lb) and a (−∞)-boundary of (Xa, La), and let (Xba, Lba) be
the joined cobordism. We define gluing pairings

V(Xb, Lb; τ b)× V(Xa, La; τ a)→ V(Xba, Lba; τ a, τ b)

(see Subsection 2.3 for notation) as follows. If vb ∈ V(Xb, Lb; τ b) and va ∈

V(Xa, La; τ a) then the gluing pairing of vb and va ,

(vb|va) ∈ V(Xba, Lba; τ a, τ b), (2.5)

is the vector of all admissible formal disks, with factors from va and vb, weighted by the
product of the weights of its factors (see Figure 2). In order to make this definition precise
we discuss properties of the gluing operation and explain how to count glued disks.

τ

τ

1+τ

1

a a

b( )2

Fig. 2. A disk contributing to (vb|va) with total weight τa(τb)2(1+ τa).

Lemma 2.7. If u and v are partial formal disks in (Xab, Lab) and if w is the partial
formal disk obtained by joining u and v at a Reeb chord of (Y,3) then

A+(w) ≥ min{A+(u),A+(v)}.

It follows that if gab is a formal disk in (Xba, Lba) with factors {gaj }
s
j=1 and {gbk }

t
k=1,

formal disks in (Xa, La) and in (Xb, Lb), respectively, then

A+(gba) ≥ min{A+(gaj ),A
+(gbk )}1≤j≤s, 1≤k≤t .
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Proof. Either all Reeb chords at the positive punctures of u or all Reeb chords at the
positive punctures of v are Reeb chords at the positive punctures of w as well. ut

Lemma 2.8. Let u be a mixed formal disk (i.e., a disk with at least one mixed puncture)
in (Xb, Lb) or in (Xa, La) with at least one positive puncture. Consider a formal disk
w in (Xba, Lba) with factors which are formal disks in (Xb, Lb) or in (Xa, La). Assume
that all factors ofw have at least one positive puncture and thatw has at least two factors
which both equal u. Then w is non-admissible.

Proof. The formal disk w has a tree structure where its factors are the nodes and glued
punctures are edges. Pick the shortest path in the tree of w which connects two distinct
u-factors and consider the corresponding subdisk w′ of w. Lemma 2.5 implies that it is
enough to show that w′ is non-admissible. We write w′ = w′′] u1] u2, where w′′ is the
subdisk of w′ obtained by removing the two u-factors u1 and u2.

If there exists some mixed puncture p of u such that the corresponding punctures p1
in u1 and p2 in u2 are both punctures of w′, then an arc in w′ starting on the incoming
boundary component near p1 and ending at the incoming boundary component near p2
gives a collapsing arc separating p1 from p2 and hence w′ is non-admissible. If u is
a formal disk in (Xa, La) then such a puncture always exists: take p equal to any of
the positive punctures of u. If u is a formal disk in (Xb, Lb) and if there is no such
puncture p, then umust have two mixed positive punctures and no other mixed punctures.
Since w′′ must contain some (Xa, La)-disk, w′ has at least one more mixed positive
puncture (for example, the positive puncture of an (Xa, La)-factor, which must be mixed
since it connects to mixed disks; see Lemmas 2.4 and 2.5). At least one of the arcs in
w′ connecting matching boundary components of u1 and u2 is then a collapsing arc with
mixed punctures on both sides showing that w′ is non-admissible (see Figure 3). ut

1
u

2u
I

II

I

II

Fig. 3. I and II label pieces of Lba . If a collapsing arc connecting I to I does not have mixed
punctures on both sides then a collapsing arc connecting II to II does.

Lemma 2.9. Let va ∈ V(Xa, La) and vb ∈ V(Xb, Lb). For any α > 0, there are only
finitely many admissible formal disks gba in (Xba, Lba) with A+(gba) ≤ α and with
factors from va and vb. Furthermore, each such admissible formal disk gba has only
finitely many factorizations into factors from va and vb.

Proof. Lemma 2.7 implies that for any factor g of gba as above, A+(g) ≤ α. Thus there
are only finitely many formal disks from va and vb which can arise as factors of gba .
Lemma 2.8 implies that any mixed formal disk in va or vb can only appear once as a
factor in gba . If a factor from va is pure then all factors of gba are pure by admissibility.
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Hence the total number of negative punctures of disks in va where pure factors from vb

can be attached is finite. The lemma follows. ut

We use Lemmas 2.7 and 2.9 to define the gluing pairing (2.5) as follows. Let vb ∈
V(Xb, Lb; τ b) and va ∈ V(Xa, La; τ a). In order to find the coefficient of one of the
finitely many formal disks gba of (+)-action below α > 0 which may contribute to
(vb|va) we need only check the finite parts v̄a of va and v̄b of vb which are sums of
formal disks of (+)-action below α. We count disks as follows. Each formal admissi-
ble disk in (Xba, Lba) with factors in v̄a and v̄b has a tree structure: vertices correspond
to disk factors and edges to glued Reeb chords. Label the vertices in the tree of a for-
mal disk in (Xba, Lba) by the corresponding formal disk from v̄a or v̄b and weight the
formal admissible disk in (Xba, Lba) by the product over the vertices in the tree of the
polynomials which are the weights at its vertices. Summing the weighted disks corre-
sponding to all such trees with vertices from v̄a and v̄b (there are only finitely many) in
V(Xba, Lba; τ b, τ a) gives an element ξ ∈ V(Xba, Lba; τ b, τ a). Let p̄gba (τ

b, τ a) denote
the polynomial coefficient of the formal disk gba in the (finite) expansion of ξ . We define
the polynomial coefficient pgba (τ

b, τ a) of the formal disk gba with A+(gba) < α in the
(possibly infinite) expansion of (vb|va) as pgba (τ

b, τ a) = p̄gba (τ
b, τ a).

We next consider compositions of gluing pairings. Let (Xc, Lc) be an exact cobor-
dism with a (+∞)-boundary (Y 0,30), let (Xb, Lb) an exact cobordism with a (−∞)-
boundary (Y 0,30) and a (+∞)-boundary (Y 1,31), and (Xa, La) an exact cobordism
with a (−∞)-boundary (Y 1,31). Let v∗∈V(X∗, L∗; τ ∗), ∗∈{c, b, a}. Let (Xcba, Lcba)
denote the exact cobordism obtained by joining these three cobordisms.

Lemma 2.10. The following equation holds:

(vc|(vb|va)) = ((vc|vb)|va) ∈ V(Xcba, Lcba; τ),

where τ = (τ a, τ b, τ c).

Proof. Consider any formal disk in (Xcba, Lcba) which arises after gluing according to
the prescription on the left hand side. By subdividing it differently we see that it also
arises after gluing as prescribed on the right hand side. Moreover, the weights are in both
cases the product of the weights of all the factors. The same argument shows that any
formal disk contributing to the right hand side also contributes to the left hand side. The
lemma follows. ut

We will often use linearized versions of the gluing pairing (2.5) defined as follows.
Let (Xb, Lb) and (Xa, La) be as above. Fix f b ∈ V(Xb, Lb) and consider for va ∈
V(Xa, La), va 7→ (f b|va) as a function V(Xa, La) → V(Xba, Lba). We define the
linearization of this function at f a ∈ V(Xa, La),

[∂f a (f b|] : V(Xa, La)→ V(Xba, Lba), (2.6)

through the following equation:

(f b|f a + εwa) = (f a|f b)+ ε[∂f a (f b|](wa)+O(ε2) ∈ V(Xba, Lba; ε),

where ε is a formal variable and where wa ∈ V(Xa, La) (see Figure 4).
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f a
f a

f b f b f b f b

wa

Fig. 4. A disk contributing to [∂f a (f b|](wa).

In a similar way, fixing f a ∈ V(Xa, La)we consider (vb|f a) as a function V(Xb, Lb)
→ V(Xba, Lba). Its linearization at f b ∈ V(Xb, Lb),

[∂f b |f
a)] : V(Xb, Lb)→ V(Xba, Lba), (2.7)

is defined through

(f b + εwb|f a) = (f a|f b)+ ε[∂f b |f
a)](wb)+O(ε2) ∈ V(Xba, Lba; ε),

where ε is a formal variable and where wb ∈ V(Xb, Lb).

Lemma 2.11. Let (X∗, L∗), ∗ ∈ {c, b, a}, be exact cobordisms as in Lemma 2.10 and let
f ∗ ∈ V(X∗,3∗). Then

[∂f c |(f b|f a))](wc) = [∂(f c|f b)|f
a)]([∂f c |f b)](wc)), wc ∈ V(Xc,3c),

[∂f a ((f c|f b)|](wa) = [∂(f b|f a)(f
c
|]([∂f a (f b|](wa)), wa ∈ V(Xa,3a).

Proof. Let wc ∈ V(Xc, Lc). Lemma 2.10 implies that

((f c + εwc|f b)|f a) = (f c + εwc|(f b|f a)).

The left hand side of this equation can be rewritten as

((f c|f b)+ ε[∂f c |f b)](wc)+O(ε2)|f a)

= (f c|f b)|f a)+ ε[∂(f c|f b)|f
a)]([∂f c |f b)](wc))+O(ε2)

and the right hand side as

(f c|(f b|f a))+ ε[∂f c |(f b|f a))](wc)+O(ε).

The first equation follows. The second equation is proved in a similar way. ut

3. Grading, filtration, and differential

In this section we introduce grading and filtration on the vector space of an exact cobor-
dism. We also define a grading preserving differential on this space using the gluing
pairing in combination with properties of moduli spaces of J -holomorphic disks. The
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grading preserving differential determines a spectral sequence and we show that if two
exact cobordisms are joined at a common end then there are induced filtration preserving
chain maps and hence morphisms of spectral sequences. We refer to Appendix B for a
more detailed discussion of moduli spaces of J -holomorphic disks in exact cobordisms.
We assume throughout this section that every exact cobordism comes equipped with a
sufficiently generic almost complex structure J which is adjusted to its symplectic form.
For simplicity and to conform with the notation in more general situations (see Subsection
B.3, last paragraph) we will leave out J from the notation, writing “holomorphic disk”
instead of “J -holomorphic disk”. The section is organized as follows. In Subsection 3.1,
the grading is introduced, and in Subsection 3.2, the filtration. In Subsections 3.3 and 3.4,
distinguished vectors in the vector space of an exact cobordism and in the vector space
of a symplectization are defined. (They are called the potential and the Hamiltonian vec-
tor, respectively, to conform with notation in [15].) In Subsection 3.5, the differential is
introduced and in Subsection 3.6, the spectral sequence. Finally, in Subsection 3.7, chain
maps induced by joining cobordisms are discussed.

3.1. Grading

Let (X,L) be an exact cobordism and let g be a formal disk in (X,L). The moduli space
M(g) of holomorphic disks in (X,L)which determines the formal disk g (i.e., the formal
disk map associated to the holomorphic disks in M(g) belongs to the homotopy class g,
see Remark B.2) has formal dimension dim(M(g)); we explain how to compute it below.

Definition 3.1. The Z-grading on the vector space V(X,L) is induced by the following
grading of formal disks: the grading of a formal disk g ∈ V(X,L) is

|g| = dim(M(g)).

We say that an element v ∈ V(X,L) is homogeneous if it is a formal sum of admissible
formal disks which all have the same degree.

Remark 3.2. The grading on V(X,L) induces gradings of the finite (+)-action sub-
spaces V[α](X,L) ⊂ V(X,L), α > 0.

If g is a formal disk then dim(M(g)) equals the Fredholm index of the linearized
∂̄J -operator at a map u : Dm → X which is asymptotic to Reeb chord strips of the Reeb
chords c1, . . . , cm at the m boundary punctures of the punctured disk Dm, and which
induces a formal disk map representing g. The source space of this linearized operator
splits into a sum of the tangent space of the space of conformal structures on Dm, which
is (m−3)-dimensional, and an infinite-dimensional functional-analytic space U of vector
fields along u which are tangent to L along the boundary. The Fredholm index of the lin-
earized ∂̄J -operator restricted to U can be computed by relating it to the Riemann–Hilbert
problem (see e.g. [11, 12]), as follows. Pick a symplectic trivialization of the tangent bun-
dle ofX along u such that the linearized Reeb flow in this trivialization equals the identity



Rational symplectic field theory 655

along all Reeb chords. The tangent planes of L along u(∂Dm) give m paths γ1, . . . , γm
of a Lagrangian subspaces of Cn (where Cn is determined by the trivialization) where γj
connects the tangent space Te1

j
L of L at the Reeb chord endpoint e1

j where the formal
disk leaves the Reeb chord cj to the tangent space Te0

j+1
L at the Reeb chord endpoint

e0
j+1 where the formal disk enters the Reeb chord cj+1. (Here we use the convention
m + 1 = 1). The tangent space of L at a Reeb chord endpoint eσj , σ = 0, 1, splits as
Teσj 3

±
× R, where (Y±,3±) is the (±∞)-boundary of (X,L). Our genericity assump-

tions on the contact forms λ± on Y± imply that the linearized Reeb flow ρ along cj takes
the tangent space Teσj 3

± at the Reeb chord endpoint eσj , where the Reeb field Rλ± points
into cj , to a Lagrangian subspace ρ(Teσj 3

±) ⊂ (ker(λ±), dλ±) ⊂ Teτj Y which is trans-
verse to the tangent space Teτj 3

± at the other endpoint eτj of cj (σ 6= τ ∈ {0, 1}). We close
the paths γ1, . . . , γm to a loop using paths γ̂1, . . . , γ̂m, where γ̂j−1 connects the endpoint
Te0
j
3±×R of γj−1 to the start-point Te1

j
3±×R of γj , as follows. The path γ̂j−1 leaves the

R-factor fixed. If e0
j is the endpoint of a Reeb chord in the (+∞)-boundary, then rotate

ρ(Te0
j
3+) in the negative direction to Te1

j
3+ in ker(λ+) ⊂ Te1

j
Y+. If e0

j is the endpoint

of a Reeb chord in the (−∞)-boundary, then rotate ρ−1(Te0
j
3−) in the negative direction

to Te1
j
3− in ker(λ−) ⊂ Te1

j
Y−. (Here we use the following notation: ifW is a symplectic

vector space then a negative rotation of a Lagrangian subspace V0 ⊂ W to a Lagrangian
subspace V1 ⊂ W transverse to V0, is a path of the form e−s

π
2 IV0, 0 ≤ s ≤ 1, where I

is a complex structure compatible with the symplectic structure and such that IV0 = V1.)
The concatenation γ = γ1 ∗ γ̂1 ∗ · · · ∗ γm ∗ γ̂m is a loop of Lagrangian subspaces of Cn.
The index of the restriction of the linearized ∂̄J -operator to U is n+µ(γ ) and the formal
dimension is consequently

|g| = dim(M(g)) = n− 3+ µ(γ )+m,

where 2n = dim(X), µ denotes the Maslov index, and m is the number of punctures (see
[10, 13]).

The dimension is additive in the following sense. With notation as in Section 2.3, if
va ∈ V(Xa,3a) and vb ∈ V(Xb,3b) then the dimension of a formal disk contributing to
(vb|va) equals the sum of the dimensions of its factors. To see this one uses the following
fact: at each Reeb chord where disks are glued, n − 1 negative half-turns are lost (since
the closing up rotations at the punctures were erased by the gluing operation) and two
punctures are erased.

3.2. Filtration

Let (X,L) be an exact cobordism and assume that L = L1 ∪ · · · ∪ Lk is subdivided into
k pieces.

Lemma 3.3. No admissible formal disk in (X,L) has more than k mixed punctures and
consequently no more than k positive punctures.
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Proof. Assume that D is the source of a formal disk with more than k mixed punctures.
Then there exists a pair of boundary components ofD which map to the same piece Lj of
L and such that both complementary arcs in ∂D of these two boundary components must
contain boundary components mapping to some piece of L other than Lj . An arc con-
necting the two boundary components in the pair then contradicts (a2) of Definition 2.1.
Lemma 2.4 implies that any admissible formal disk either has one pure positive puncture
or all its positive punctures are mixed. The lemma follows. ut

If g is a formal disk then let pos(g) denote the number of positive punctures of g.

Definition 3.4. For 1 ≤ p ≤ k, let FpV(X,L) denote the subspace of V(X,L) which
contains all elements v of the form

v =
∑

g∈G, pos(g)≥p

δgg, δg ∈ Z2.

The filtration of V(X,L) is

0 ⊂ F kV(X,L) ⊂ F k−1V(X,L) ⊂ · · · ⊂ F 1V(X,L) = V(X,L).

Remark 3.5. The number of positive punctures induces filtrations also on the finite (+)-
action parts of V(X,L). Using the notation in Remark 2.6 we have

0 ⊂ F kV[α](X,L) ⊂ F
k−1V[α](X,L) ⊂ · · · ⊂ F

1V[α](X,L) = V[α](X,L)

for all α > 0.

3.3. The potential vector

Let (X,L) be an exact cobordism. The moduli space of 0-dimensional admissible holo-
morphic disks in (X,L) with action (or which is the same, ω-energy) bounded above is a
0-dimensional compact manifold (see Lemmas B.8 and B.6). In other words, it is a finite
collection of points and to each point is associated a formal disk g. In particular, the num-
ber of 0-dimensional admissible holomorphic disks in (X,L) with bounded (+)-action is
finite. Furthermore, if a formal disk g has a holomorphic representative then A(g) ≥ 0
(see Lemma B.3). Define the potential vector f ∈ V+(X,L) as

f =
∑

dim(M(g))=0

|M(g)|g,

where |M(g)| denotes the modulo 2 number of points in the 0-dimensional moduli space
M(g). Note that f ∈ V+(X,L) is a homogeneous element of grading 0.

In the special case when the cobordism is trivial, because of the translational invari-
ance in symplectizations, for generic adjusted almost complex structure, the only holo-
morphic disks of formal dimension 0 are Reeb chord strips (see Appendix B), with one



Rational symplectic field theory 657

positive and one negative puncture (at the same Reeb chord). Thus for a trivial cobordism
the potential vector f is extremely simple: if 3 ⊂ Y is a Legendrian submanifold then

f =
∑
c∈R

gc ∈ V(Y × R,3× R),

where gc is the formal disk represented by the Reeb chord strip of the Reeb chord c.

3.4. The Hamiltonian vector of a symplectization

Consider the trivial cobordism (Y × R,3 × R) associated to a Legendrian submanifold
3 ⊂ Y . Using the fact, pointed out above, that R acts on the moduli spaces of holomor-
phic disks and that for generic adjusted almost complex structure, the only 0-dimensional
holomorphic disks are Reeb chord strips, we conclude that the moduli space M of holo-
morphic disks of action bounded above of formal dimension 1, when divided out by this
R-action, forms a compact 0-dimensional manifold. Write M̂ = M/R and call M̂ the
reduced moduli space. Define the Hamiltonian vector h ∈ V(Y × R,3 × R) of a trivial
cobordism as

h =
∑

dim(M̂(g))=0

|M̂(g)|g,

where the sum ranges over admissible formal disks g. Note that h ∈ V(Y × R,3 × R)
is a homogeneous element of grading 1 and that A(g) > 0 for any g for which M̂(g) is
non-empty and hence h ∈ V+(Y × R,3× R).

3.5. The differential

Let (X,L) be an exact cobordism with ends (Y± × R±,3± × R±). Gluing the trivial
cobordisms (Y± × R,3± × R) to (X,L) does not change the cobordism. In particular,
if σ is a formal variable, if v± ∈ V(Y± × R,3± × R; σ), and if w ∈ V(X,L; σ) then
(v−|w) ∈ V(X,L; σ) and (w|v+) ∈ V(X,L; σ) (see Subsection 2.4 for notation).

Let f ∈ V+(X,L) and f± ∈ V+(Y± × R,3± × R) be the potential vectors and
let h± ∈ V+(Y± × R,3± × R) be the Hamiltonian vectors. We associate operators
h± : V(L,X; ε)→ V(L,X; ε), where ε is a formal variable, to the Hamiltonian vectors
(for simplicity, we denote these operators by the same symbols as the vectors themselves)
through the following equations:

(v|f+ + σh+) = v + σh+(v)+O(σ 2) ∈ V(X,L; σ, ε),

(f− + σh−|v) = v + σh−(v)+O(σ 2) ∈ V(X,L; σ, ε),

where v ∈ V(X,L; ε) ⊂ V(X;L; σ, ε) and f± + σh± ∈ V+(Y± × R,3± × R; σ) ⊂
V(Y± × R,3± × R; σ, ε). Define

h = h+ + h− : V(X,L; ε)→ V(X,L; ε).
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Lemma 3.6. If f ∈ V+(X,L) is the potential vector then h(f ) = 0.

Proof. To see this we note that any admissible formal disk contributing to h(f ) can be
viewed as a broken disk which is an endpoint of a 1-dimensional moduli space of holo-
morphic disks in (X,L). By Lemma B.6, and uniqueness of gluing, the other endpoint of
this 1-dimensional moduli space corresponds to some other broken admissible disk with
one factor from h+ or h− and remaining factors from f . Hence also the other endpoint
contributes to h(f ). The lemma follows. ut

We next consider the linearization of the Hamiltonian operator h at the potential vector f .
This linearization is a map df : V(X,L)→ V(X,L) defined through the following equa-
tion for v ∈ V(X,L):

h(f + εv) = εdf (v)+O(ε2) ∈ V(X,L; ε)

(see Figure 5).

h

h

+

−vf f

f f v

Fig. 5. Two disks contributing to df (v).

Lemma 3.7. The map df : V(X,L)→ V(X,L) is a filtration preserving differential of
degree 1. That is, df ◦ df = 0, df (FpV(X,L)) ⊂ FpV(X,L), and if v ∈ V(X,L) is
homogeneous of degree k then df (v) is homogeneous of degree k+1. Furthermore, df is
(+)-action non-decreasing: if v ∈ V(X,L) is a formal disk then the (+)-action A+(w)
of any formal disk w contributing to df (v) satisfies A+(w) ≥ A+(v).

Proof. Let v ∈ V(X,L) and let h+ and h− denote the Hamiltonian vectors at the positive
and negative ends of (X,L), respectively. We first show df ◦ df = 0. By linearity of df

and since for each fixed formal disk g of (X,L) there are only a finite number of formal
disks in v, in f , and in h± which can contribute to the coefficient of g in df ◦ df (v) (see
Lemmas 2.7 and 2.9), it suffices to show that df ◦ df (v) = 0 in the case when v is a
single formal disk. In other words, we must show

h(f + h(f + εv)) = O(ε2) (3.1)

for formal disks v.
The constant term of the left hand side in (3.1) vanishes by Lemma 3.6. Consider the

linear term. Any formal disk contributing to the linear term in (3.1) has one v-factor, two
h±-factors, and all other factors f -factors. We distinguish the h±-factor corresponding to
the outer Hamiltonian operator h and call it charged. Note that the non-charged h±-factor
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is connected to v. Below we will make use of slightly more general disks. We therefore
define an LT-disk (LT for “linear term”) as a formal disk with one v-factor, two h±-factors
one of which is connected to v and the other one distinguished as charged, and remaining
factors f -factors.

Consider the positive or negative end (i.e., all positive or negative punctures) of the
charged h±-factor of an LT-disk. We say that this end is unobstructed if either there is
some h±-factor attached at the end, or there are only f -factors attached at the end. An
end which is not unobstructed is called obstructed. We say that an LT-disk is isolated,
boundary, or interior if its charged h±-factor has two, one, or zero obstructed ends, re-
spectively.

We first show that the contribution to (3.1) from isolated LT-disks vanishes. Both h±-
factors of an isolated LT-disk are connected to v. Changing the factorization by moving
the charge from one h±-factor to the other we see that the formal disk appears in two
ways as an LT-disk in (3.1). Thus the contribution from isolated LT-disks vanishes.

Consider a non-isolated LT-disk with an unobstructed end of its charged h±-factor
distinguished and called active. We define the following propagation law for such an LT-
disk.

• If there are only f -factors attached at the active end of the charged h±-factor, then
view the broken disk consisting of the charged h±-factor and all these f -factors as the
boundary of a 1-dimensional moduli space of holomorphic disks in (X,L). Moving to
the other end of this moduli space we get another broken disk with f -factors and one
h±-factor. Charge the new h±-factor and activate the end of it where the new f -factors
are not attached.
• If there is an h±-factor attached at the active end of the charged h±-factor, then one of

these two h±-factors is attached to v. View the broken disk consisting of the two h±-
factors as the boundary of a 1-dimensional reduced moduli space in the symplectization
of the (±∞)-boundary. Moving to the other end of the reduced moduli space we get
another broken disk with two h±-factors. Charge the one of them which is not attached
to v and activate the end of it where the other h±-factor is not attached.

This propagation law associates to an LT-disk with an unobstructed end of its charged
h±-factor activated a unique non-isolated LT-disk with an end of its charged h±-factor
activated. In particular, using this propagation law repeatedly starting at a boundary LT-
disk the process stops at some other uniquely determined boundary LT-disk (see Figure 6).
Noting that every non-isolated LT-disk which contributes to (3.1) is a boundary LT-disk
and that any boundary LT-disk contributes to (3.1) it follows that also the contribution
from non-isolated LT-disks to (3.1) vanishes. We conclude that df ◦ df = 0.

The fact that df increases grading by 1 follows from Subsection 3.1 since f is ho-
mogenous of degree 0 and h± are homogeneous of degree 1. To see that df (FpV(X,L))
⊂ FpV(X,L), note that gluing operations of admissible disks never decreases the num-
ber of positive punctures: since each admissible disk has at least one positive puncture, a
positive puncture erased by gluing is compensated by at least one new positive puncture.

To see that df is (+)-action non-decreasing we argue as follows. Formal disks con-
tributing to df (v) have one v-factor and remaining factors from h± and from f . Formal
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Fig. 6. Applications of the propagation law, the charged h±-factor is shaded. At the left arrow the
first propagation law is applied; at the right arrow the second.

disks in h± and in f have holomorphic representatives and hence have non-negative ac-
tion. If g is a partial formal disk and some factor is added to it from below giving a new
formal disk g′ then obviously A+(g′) ≥ A+(g). If g is a partial formal disk and a disk
h is added to it from above giving a new disk g′ then A+(g′) ≥ A+(g) + A(h) so that
A+(g′) ≥ A+(g) if A(h) ≥ 0. It follows that df does not decrease (+)-action. ut

Remark 3.8. If (X,L) = (Y×R,3×R) is a trivial cobordism, the argument in the proof
of Lemma 3.7 shows that the first order terms d+ and d− in h+(f + εg) and h−(f + εg),
respectively are both differentials. Moreover, it is immediate that d+ ◦ d− = d− ◦ d+.
(In this case the vectors h+ = h and h− = h are identical. However, the operators h+

and h− are not: one corresponds to attaching h from above, the other to attaching h from
below.)

Remark 3.9. In this language, the contact homology differential in Legendrian contact
homology (see [5, 15, 10, 12]) can be described as h̃ acting on the algebra generated by
all negative Reeb chords, where h̃ is the Hamiltonian operator of the trivial cobordism as-
sociated to a Legendrian submanifold3 in a contact manifold Y corresponding to formal
disks with only one positive puncture.

Remark 3.10. The above construction also induces differentials on the finite action parts
of V(X,L). With notation as in Remark 2.6, for α > 0, define

dfα : V[α](X,L)→ V[α](X,L), dfα (v) = π[α](d
f (v)),

where π[α] : V(X,L)→ V[α](X,L) is the map which truncates a formal sum in V(X,L)
at action α. More precisely, if w ∈ V(X,L) then w can be written uniquely as w =
w[α] + w[α+], where w[α] is a linear combination of formal disks of (+)-action A+ ≤ α
and where w[α+] is a formal sum of disks of (+)-action A+ > α, and π[α](w) = w[α].
The fact that dfα is a differential (i.e., that dfα ◦d

f
α = 0) is a straightforward consequence of

the fact that df does not decrease (+)-action. This fact also implies that, for α > β > 0,
the projections παβ : V[α](X,L)→ V[β](X,L) (see Remark 2.6) are filtration preserving
chain maps. That is,

παβ ◦ d
f
α = d

f
β ◦ π

α
β , παβ (F

pV[α](X,L)) = F
pV[β](X,L), for α > β. (3.2)
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3.6. The rational admissible SFT spectral sequence

Let (X,L) be an exact cobordism where L = L1 ∪ · · · ∪ Lk is subdivided into k pieces
and let α > 0.

Definition 3.11. The (+)-action α rational admissible SFT spectral sequence of the exact
cobordism (X,L) is the cohomological spectral sequence

{E
p,q

r ;[α](X,L)}
k
r=1,

induced by the filtration respecting differential dfα : V[α](X,L) → V[α](X,L), where f
is the potential vector of (X,L), which has E1-term

E
p,q

1 ;[α](X,L) = H
p+q(FpV[α](X,L)/F

p+1V[α](X,L); d
f
α )

(see Remarks 2.6, 3.5, and 3.10).

For α > β > 0, (3.2) implies that the projection map παβ induces a morphism of
spectral sequences,

{E
p,q

r ;[β](X,L)}
παβ ∗
←−−−− {E

p,q

r ;[α](X,L)}
.

The collection {{Ep,q
r ;[α](X,L)}, π

α
β ∗
} is thus an inverse system of spectral sequences.

Since the inverse limit functor is not exact, the graded vector space defined by the in-
verse limit

{E
p,q
r (X,L)}kr=1 = lim

←−
α

{E
p,q

r ;[α](X,L)}
k
r=1, (3.3)

is in general not a spectral sequence. However, if there exists α0 such that for any α >
β > α0, παβ ∗ is an isomorphism of spectral sequences then

{E
p,q
r (X,L)}kr=1 = {E

p,q

r ;[α](X,L)}
k
r=1 (3.4)

for any α > α0 and the limit has the structure of a spectral sequence.
If the action of the Reeb chords at the (+∞)-boundary (Y+,3+) of (X,L) is uni-

formly bounded by α0 then (3.4) holds. We note that if there is such a bound, then our
genericity assumptions for the contact form λ+ on Y+ imply that 3+ has only a finite
number of Reeb chords as follows. If there are infinitely many then some subsequence
of Reeb chord endpoints converges. Since the action is uniformly bounded, it is straight-
forward to show that some subsequence of the corresponding Reeb chords converges to a
Reeb chord. Thus the Reeb chords are non-isolated contrary to our genericity assumption
that the linearized Reeb flow takes the tangent space of 3+ at the starting point of any
Reeb chord to a Lagrangian subspace of the contact hyperplane at the endpoint of the
Reeb chord which is transverse to the tangent space of 3+ at this end-point.

Let 3 = 31 ∪ · · · ∪3k ⊂ Y be a Legendrian submanifold subdivided into pieces.
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Definition 3.12. The rational admissible SFT invariant of (Y,3) is the inverse limit

{E
p,q
r (Y,3)}kr=1 = {E

p,q
r (Y × R,3× R)}kr=1

(see (3.3)). If 3 has only finitely many Reeb chords, then the rational SFT invariant is a
spectral sequence. If the number of Reeb chords of3 is unbounded then the rational SFT
invariant is a graded vector space.

Remark 3.13. Let (X,L) be an exact cobordism with infinitely many Reeb chords at
its (+∞)-boundary. The differential df : V(X,L)→ V(X,L) respects the filtration and
induces a spectral sequence

{Ẽ
p,q
r (X,L)}

with E1-term
Ẽ
p,q

1 (X,L) = Hp+q(FpV(X,L)/Fp+1V(X,L)).

To describe the relation between {Ẽp,qr (X,L)} and the inverse limit {Ep,qr (X,L)} of (3.3),
one must take into account the non-exactness of the inverse limit functor measured by the
functor lim1 (see [22]).

3.7. Joining cobordisms and filtration preserving chain maps

Let (Xb, Lb) and (Xa, La) be exact cobordisms and assume that (Y 0,30) is a (+∞)-
boundary of (Xb, Lb) and a (−∞)-boundary of (Xa, La). Consider the exact cobordism
(Xba, Lba) obtained by joining the ends corresponding to (Y 0,30). Write f a , f b, and
f ba for the potential vectors in V+(Xa, La), V+(Xb, Lb), and V+(Xba, Lba), respec-
tively.

Lemma 3.14. The potential vectors satisfy

f ba = (f b|f a).

Proof. Stretching (Xba, Lba) along (Y 0,30) it follows from Lemma B.6 that any admis-
sible rigid holomorphic disk in (Xba, Lba) breaks into admissible rigid disks in (Xa, La)
and (Xb, Lb). Conversely, any such broken configuration can be glued uniquely to an ad-
missible rigid disk in the joined cobordism. Thus the left and the right hand sides count
the same objects. ut

Consider the linearizations

[∂f a (f b|] : V(Xa, La)→ V(Xba, Lba) and [∂f b |f
a)] : V(Xb, Lb)→ V(Xba, Lba),

introduced in (2.6) and (2.7), respectively.

Lemma 3.15. The maps [∂f a (f b|] and [∂f b |f
a)] are (+)-action non-decreasing, filtra-

tion preserving chain maps,

[∂f a (f b|] ◦ df
a

= df
ba

◦ [∂f a (f b|], (3.5)

[∂f b |f
a)] ◦ df

b

= df
ba

◦ [∂f b |f
a)]. (3.6)
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Proof. We prove (3.5). The proof of (3.6) is similar. Write h and H for the Hamiltonian
operators on V(Xa, La; ε) and V(Xba, Lba; ε), respectively. It is enough to show that

(f b|f a + h(f a + εva))+ (f b|f a)+H((f b|f a + εva)) = O(ε2) (3.7)

for v ∈ V(Xa, La), since the coefficient of the linear term of (3.7) agrees with the sum
of the right and left hand sides of (3.5) evaluated at v. As in the proof of Lemma 3.7
we find that it suffices to demonstrate (3.7) in the case where v is a single formal disk.
Let h0 denote the Hamiltonian vector of (Y 0

× R,30
× R) and let h+ and h− denote

the Hamiltonian vectors of the positive and negative ends of (Xba, Lba), respectively.
A formal disk from h± or h0 will be called an h∗-disk.

Any formal disk contributing to the linear term in (3.7) is a formal disk with one v-
factor, one h∗-factor, and, by Lemma 3.14, with all other factors from the potential vectors
f a and f b. We say that a disk with these properties is an LT-disk.

Consider an end of the h∗-factor of an LT-disk. We say that such an end is unob-
structed if at all of its punctures f a- or f b-factors are attached. An end which is not
unobstructed is obstructed. An LT-disk is isolated, boundary, or interior if its h∗-factor
has two, one, or zero obstructed ends. The contribution to (3.7) from isolated LT-disks
vanishes: each such disk arises once in the first and once in the third term.

Consider a non-isolated LT-disk with an unobstructed end of its h∗-factor distin-
guished and called active. We define the following propagation law for such an LT-disk.

• The h∗-factor together with the f a- or f b-factors attached at its active end is a broken
disk which is the boundary of a 1-dimensional moduli space of holomorphic disks in
(Xa, La) or in (Xb, Lb). Moving to the other end of the moduli space we find a similar
broken disk with one h∗-factor and several f a- or f b-factors. Activate the end of the
new h∗-factor where the new f a- or f b-factors are not attached (see Figure 7).

vf a vf a

f b

f b f b
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Fig. 7. An instance of the propagation law.

Using this propagation law starting at a boundary LT-disk the process stops at some
other uniquely determined boundary LT-disk. Since every non-isolated LT-disk which
contributes to (3.7) is a boundary LT-disk and since any boundary LT-disk contributes
to (3.7), we conclude that (3.5) holds.
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The chain maps respect the filtration since the gluing operation does not decrease
the number of positive punctures. They do not decrease (+)-action since all formal disks
in the potential vectors have holomorphic representatives and hence non-negative action
(see Lemma 3.7). ut

Remark 3.16. Lemma 2.11 implies that the chain maps corresponding to several succes-
sively joined exact cobordisms have natural associativity properties.

4. Deformations and chain homotopies

In this section we show that the rational admissible SFT spectral sequence is invariant un-
der deformations of exact cobordisms and that morphisms induced by joining cobordisms
have similar invariance properties. The section is organized a follows. In Subsection 4.1,
an algebraic description of how the potential vector of an exact cobordism changes as
the cobordism is deformed is presented. In Subsection 4.2, it is shown that this change
leads to a chain isomorphism which induces isomorphisms between spectral sequences.
In Subsection 4.3, it is demonstrated that if a cobordism is joined to a 1-parameter family
of cobordisms then there is an induced chain homotopy connecting the composition of the
chain isomorphism of the joined 1-parameter family and the chain map at the beginning
of the original 1-parameter family to the chain map at the end of the original family.

4.1. Increment disks

Let (Xb, Lb) and (Xa, La) be exact cobordisms. Assume that (Y 0,30) is a (+∞)-
boundary of (Xb, Lb) and a (−∞)-boundary of (Xa, La). Let (Xba, Lba) denote the
cobordism obtained by joining (Xb, Lb) and (Xa, La) at (Y 0,30). Let 3̂0 be a piece of
30, let L̂a and L̂b be the corresponding pieces of La and Lb, respectively, and let L̂ba be
the corresponding piece of Lba . Let ha ∈ V(Xa, La), and let kb ∈ V(Xb, Lb) be such
that every formal disk in kb has some boundary component mapping to L̂b. We define the
{kb → ha} split gluing operation

{kb → ha} : V(Xb, Lb; ε)× V(Xb, Lb; ε)× V(Xa, La; ε)→ V(Xba, Lba; ε)

in the following way. The vector {kb → ha}(vb0 , v
b
1 , v

a) is the sum of all admissible disks
constructed as follows. First, pick a disk in ha and attach a disk in kb to it. If the resulting
(partial) disk is admissible then the L̂ba-component of its boundary induces an ordering
of its punctures (see Remark B.10). Second, attach vb0 -factors at the negative punctures
at Reeb chords in (Y 0,30) of the partial formal disk which lie after the kb-factor, and
attach vb1 -factors at such punctures which lie before the kb-factor. Third, attach va-factors
at punctures at Reeb chords in (Y 0,30). Continue like this, in each step attaching vb0
after the kb-factor and vb1 -factors before it (see Figure 8). As for the gluing pairing in
Subsection 2.3, we see that this is a finite process below any given (+)-action.
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Fig. 8. A disk contributing to {kb → ha}(vb0 , v
b
1 , v

a).

Similarly, if hb ∈ V(Xb, Lb) and if ka ∈ V(Xa, La) are such that every formal disk
in ka has some boundary component mapping to L̂a , then we define the {hb ← ka} split
gluing operation

{hb ← ka} : V(Xb, Lb; ε)× V(Xa, La; ε)× V(Xa, La; ε)→ V(Xba, Lba; ε)

as follows. The vector {hb ← ka}(vb, va0 , v
a
1 ) is the sum of all admissible disks con-

structed as follows. Pick a disk in hb and attach a disk in ka to it. If the resulting (partial)
disk is admissible then the L̂ba-component of its boundary induces an ordering of its
punctures. Attach va0 -factors at the positive punctures at Reeb chords in (Y 0,30) of the
partial formal disks which lie after the ka-factor, and attach va1 -factors at such punctures
which lie before the ka-factor. Then attach vb-factors at punctures at Reeb chords in
(Y 0,30). Continue like this, in each step attaching va0 after the ka-factor and va1 -factors
before it. Again this is a finite process below any given (+)-action.

Consider an exact cobordism (X,L), let L̂ be one of the pieces of L, let u, v ∈
V(X,L), and let k ∈ V(X,L) be a vector such that every formal disk in k has a boundary
component mapping to L̂. Let the (±∞)-boundary of (X,L) be (Y±,3±), with Hamil-
tonian vectors h± and potential vectors f± in V+(Y± ×R,3± ×R). Since the potential
vector of a trivial cobordism acts as the identity in gluing pairings we suppress it from the
notation for split gluing pairings, writing simply

{k→ h+}(u, v) := {k→ h+}(u, v, f+), {h−← k}(u, v) := {h−← k}(f−, u, v).

Define the k-increment of u inductively as follows. First let

ρ(1)(u) = du(k) = {k→ h+}(u, u)+ {h−← k}(u, u)

(where, as usual, du(k) is defined by h(u) + h(u + εk) = εdu(k) + O(ε2)). For j > 1,
define inductively,

ρ(j)(u) = {k→ h+}(u, u+ ρ(j−1)(u))+ {h−← k}(u, u+ ρ(j−1)(u)),

δ(j)(u, k) = ρ(j)(u)+ ρ(j−1)(u), j > 1,
(4.1)

where we take ρ(0)(u) = 0. Finally, the k-increment of u is

1(u, k) =

∞∑
j=1

δ(j)(u, k) (4.2)

(see Figure 9).
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Fig. 9. A disk contributing to δ(3)(u, k).

Remark 4.1. Consider a formal disk contributing to δ(j)(u, k). By construction, there
is an h±-factor to which one k-factor, and at least one formal disk from δ(j−1)(u, k) is
attached in the j th step of the construction. We say that this k-factor is the primary k-
factor of the h±-factor. It follows from the inductive construction of 1(u, k) that every
h±-factor in a formal disk contributing to 1(u, k) has a unique primary k-factor.

We next relate the above algebraic construction of increment disks to geometry. As
explained in Appendix B, in a generic 1-parameter family (Xs, Ls), 0 ≤ s ≤ 1, of exact
cobordisms there are a finite number of distinct moments ŝ ∈ [0, 1] for which there exists
a holomorphic disk k̂ of formal dimension −1 in (Xŝ, Lŝ) (we will call such a disk a
(−1)-disk below), and the potential vector of (Xs, Ls) changes only when s passes one
of these isolated moments. Below we describe algebraically how the passage of one such
(−1)-disk moment affects the potential vector. The analytical study of moduli spaces
behind this algebraic description involves solving transversality problems by introducing
so-called abstract perturbations. In particular, such perturbations give rise to new (−1)-
disks near the original one. The perturbation scheme is described in Subsections B.5 and
B.6.

Consider a 1-parameter family of exact cobordisms (Xs, Ls), 0 ≤ s ≤ 1, with a
(−1)-disk k̂ at s = 1/2 as in Subsection B.3 which maps some boundary component
to the piece L̂ of L. Let k ∈ V+(Xs, Ls) be the following vector. If k̂ is mixed, as in
Subsection B.5, then k = k̂, and if k̂ is pure then k is the vector of (−1)-disks which
arises from the perturbation described in Subsection B.6. Note that all formal disks in k
have some boundary component mapping to L̂ (see Remark B.13).

Lemma 4.2. The potential vectors fs ∈ V+(Xs, Ls), s = 0, 1, are related as follows:

f1 = f0 +1(f0, k) =: φ(f0).

Proof. This is a restatement of Lemmas B.9 and B.15. ut
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We next consider 1-parameter families obtained by joining stationary and moving cobor-
disms. Let (Xbs , L

b
s ), 0 ≤ s ≤ 1, be a 1-parameter family with a (−1)-disk k̂ as in Sub-

section B.3, with a (+∞)-boundary (Y 0,30), and let (Xa, La) be an exact cobordism
with a (−∞)-boundary (Y 0,30). Let (Xbas , L

ba
s ) be the 1-parameter family obtained by

joining the two, let f bs and f a denote the potential vectors of (Xbs , L
b
s ) and (Xa, La),

respectively, and let k ∈ V+(Xbs , Lbs ) be the vector of (−1)-disks as in Subsection B.5 if
k̂ is mixed or as in Subsection B.6 if k̂ is pure. Define the vector K ∈ V+(Xbas , Lbas ) as

K = {k→ f a}(f b0 , f
b
1 , f

a) = {k→ f a}(f b0 , f
b
0 +1(f

b
0 , k), f

a).

If k̂ has a boundary component mapping to the piece L̂bs of Lbs then every disk con-
tributing to k has one too (see Remark B.13). Consequently, if L̂bas is the piece of Lbas
corresponding to L̂b then every disk contributing to K has some boundary component
mapping to L̂bas .

Lemma 4.3. The potential vectors Fs of (Xbas , L
ba
s ), s = 0, 1, are related by

F1 = F0 +1(F0,K) =: 8(F0).

Proof. Consider first the case when k̂ is pure. It is straightforward to extend the order-
ing perturbation which originates in polyfold charts near holomorphic disks in (Y 0

×

R,30
× R) and continues to such charts of (broken) disks mapping into (Xbs , L

b
s ) as de-

scribed in Subsection B.6, to (broken) disks which map into (Xbas , L
ba
s ) in such a way

that the perturbation-order of the negative L̂a-punctures agrees with the induced order
described in Remark B.10. It follows that K counts (−1)-disks in the glued cobordism,
and an argument similar to the proof of Lemma B.14 shows that the glued 1-parameter
family is generic in the sense that all its parameterized moduli spaces of dimension ≤ 1
are transversally cut out. (The polyfold differential is onto also at broken disks, see Sub-
section B.6.) In this case, the lemma then follows by the proof of Lemma B.15. The case
when k̂ is mixed follows from a simpler argument along the same lines. ut

Similarly, let (Xb, Lb) be an exact cobordism with a (+∞)-boundary (Y 0,30) and let
(Xas , L

a
s ), 0 ≤ s ≤ 1, be a 1-parameter family of cobordisms with a (−1)-disk k̂ as in Sub-

section B.3, with a (−∞)-boundary (Y 0,30). Let (Xbas , L
ba
s ) be the 1-parameter family

obtained by joining the two, let f b and f as denote the potential vectors of (Xb, Lb) and
(Xas , L

a
s ), respectively, and let k ∈ V+(Xas , Las ) be the vector of (−1)-disks constructed

in Subsection B.5 or B.6 according to whether k̂ is mixed or pure. Define the vector
K ∈ V+(Xbas , Lbas ) as

K = {f b ← k}(f b, f a0 , f
a
1 ) = {f

b
← k}(f b, f a0 , f

a
0 +1(f

a
0 , k)).

If k̂ has a boundary component mapping to the piece L̂as of Las then every disk con-
tributing to k has one too (see Remark B.13). Consequently, if L̂bas is the piece of Lbas
corresponding to L̂b then every disk contributing to K has some boundary component
mapping to L̂bas .
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Lemma 4.4. The potential vectors Fs of (Xbas , L
ba
s ), s = 0, 1, are related by

F1 = F0 +1(F0,K) =: 9(F0).

Proof. Analogous to Lemma 4.3. ut

4.2. Chain isomorphisms

Consider a 1-parameter family (Xbs , L
b
s ), 0 ≤ s ≤ 1, with a (+∞)-boundary (Y 0,30)

and a stationary cobordism (Xa, La) with a (−∞)-boundary (Y 0,30) as in Lemma 4.3.
We use notation as there. Considering F0 in the definition of 8(F0) as a variable we
obtain a function 8 : V(Xba0 , L

ba
0 ; ε) → V(Xba1 , L

ba
1 ; ε). For F ∈ V(Xba0 , L

ba
0 ), let

[∂F8] : V(Xba0 , L
ba
0 ) → V(Xba1 , L

ba
1 ) denote the linearization of this function at F de-

fined by

8(F + εV ) = 8(F)+ ε[∂F8](V )+O(ε2) ∈ V(Xba1 , L
ba
1 ; ε)

for V ∈ V(Xba0 , L
ba
0 ).

Lemma 4.5. The map [∂F08] : V(Xba0 , L
ba
0 ) → V(Xba1 , L

ba
1 ) is a (+)-action non-de-

creasing, filtration preserving chain map,

dF1 ◦ [∂F08] = [∂F08] ◦ dF0 . (4.3)

Furthermore, [∂F08] induces an isomorphism of spectral sequences,

{E
p,q

r ;[α](X
ba
0 , L

ba
0 )}

[∂F08]∗
−−−−→
∼=

{E
p,q

r ;[α](X
ba
1 , L

ba
1 )}

for every α > 0.

Proof. For ordering purposes fix one piece L̂bas ⊂ Lbas to which the original (−1)-disk
k̂ maps some boundary component (if k̂ is pure then L̂bas is unique). Let h± denote the
Hamiltonian vectors at the ends of (Xbas , L

ba
s ) and letH denote the corresponding Hamil-

tonian operator. Let V ∈ V(Xba0 , L
ba
0 ). We rewrite the operators in (4.3), acting on V , as

ε dF1([∂F08](V )) = H((F0 + εV )+1((F0 + εV ),K))+O(ε2) (4.4)

and

ε[∂F08](dF0(V )) = H(F0+εV )+1(F0+H(F0+εV ),K)+1(F0,K)+O(ε2). (4.5)

As in the proof of Lemma 3.7 we find that (4.3) follows once we show that the order
ε terms on the right hand sides of (4.4) and (4.5) agree in the special case where V is a
single admissible formal disk. The order ε term of formal disks withoutK-factors in (4.4)
cancels with the corresponding term in (4.5). Thus, the lemma follows if we show that
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the formal disks of degree one in ε (i.e., with exactly one V -factor) and with at least one
K-factor in the expression

H((F0 + εV )+1((F0 + εV ),K))+1(F0 +H(F0 + εV ),K),

cancel out, or equivalently, that the corresponding disks in the expression

H((F0+εV )+1(F0,K))+H(F0+1((F0+εV ),K))+1(F0+H(F0+εV ),K), (4.6)

cancel out. In any formal disk with one V -factor and at least one K-factor from (4.6),
there is exactly one h±-factor which does not have a primary K-factor (see Remark 4.1).
(This is the h±-factor corresponding to H in all three summands.) We say that a formal
disk is an LT-disk if it has the following properties.

(i) The disk has one V -factor, n > 0 K-factors, (n + 1) h±-factors, and an arbitrary
number of F0-factors.

(ii) All h±-factors except one have a primary K-factor.
(iii) Any h±-factor h̃ with primary K-factor has the following property. Let q be a punc-

ture of h̃ at the end where the primaryK-factor is attached. If q lies after the primary
K-factor in the order described in Remark B.10, then either an F0-factor or V is at-
tached at q.

Note that all disks contributing to (4.6) are LT-disks. We distinguish the h±-factor without
primary K-factor in an LT-disk and call it charged. Consider an end (all positive or all
negative punctures) of the charged h±-factor of an LT-disk. We say that it is obstructed if
one of the following holds.

• There are no factors connected to the charged h±-factor at any puncture in the end.
• At one puncture in the end the V -factor is attached, at all other punctures in the end
F0-factors are attached.

We say that an LT-disk is isolated, boundary, or interior if its charged h±-factor has two,
one, or zero obstructed ends, respectively. We first show that the sum of all isolated LT-
disks in (4.6) vanishes. We distinguish four types of such disks.

(I) An isolated LT-disk of type (I) comes from the first term of (4.6).
(II) An isolated LT-disk of type (II) comes from the second term of (4.6).

(IIIa) An isolated LT-disk of type (IIIa) comes from the third term of (4.6) and its charged
h±-factor is the only h±-factor connecting to V .

(IIIb) An isolated LT-disk of type (IIIb) comes from the third term of (4.6) and its charged
h±-factor is not the only h±-factor connected to V .

It is straightforward to check that the isolated LT-disks cancel according to the following
rule, where X↔ Y means that disks of type X and disks of type Y cancel:

(I)↔ (IIIa), (II)↔ (IIIb).

We consider the following propagation law for a non-isolated disk with one of the
unobstructed ends of its charged h±-factor h active.
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• If there are only F0-factors attached at the active end of h, then consider the broken disk
consisting of h and all the attached F0-factors as one end of a 1-dimensional moduli
space of holomorphic disks in (Xba0 , L

ba
0 ). Move to the other end of the moduli space

and find a similar breaking. Charge the new h±-factor and activate the end of it where
the new F0-factors are not attached.
• If there are not only F0-factors attached at the end, then let q be the last puncture (in

the order described in Remark B.10) at the active end of h where an h±-factor or a
K-factor is attached.
– If there is an h±-factor h̃ attached at q, then h̃ has a primary K-factor K ′. View the

broken disk consisting of h and h̃ as one end of a 1-dimensional reduced moduli
space of holomorphic disks in (Y± × R,3± × R). Move to the other end of the
reduced moduli space and find a similar breaking into two h±-factors. Charge the
new h±-factor which is not connected to K ′ and let K ′ be the primary K-factor of
the new non-charged h±-factor. Activate the end of the charged h±-factor which is
not connected to the new non-charged h±-factor (see Figure 10).
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Fig. 10. An example of the propagation law, the charged h±-factor is shaded.

– If there is a K-factor K ′ attached at q, then K ′ is the primary K-factor of some
h±-factor h̃. Let the charge flow through K ′. Charge h̃ and let K ′ be the primary
K-factor of h. Activate the end of h̃ where K ′ is not attached (see Figure 11).
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Fig. 11. Another example of the propagation law, the charged h±-factor is shaded.

In all cases the result is a new non-isolated LT-disk. Using the propagation law starting
at any boundary LT-disk we propagate in a unique way until we meet another boundary
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LT-disk. It is easy to see that any non-isolated LT-disk which contributes to (4.6) is a
boundary LT-disk. We claim that the converse holds as well: any boundary LT-disk con-
tributes to (4.6). This in combination with the propagation law establishes (4.3).

To see that the claim is true, consider a factor W of an LT-disk and let p be one of
its punctures. If the subdisk cut off by cutting at p, which does not contain W , contains a
K-factor then we say that p is a K-connection. (If an LT-disk is admissible and W is one
of its factors then W can have at most two mixed K-connections: if it has more than two
we find a subdisk of the LT-disk which has at least three mixed L̂bas -punctures. This is
impossible by Remark B.11.) Define an LT′-disk to have properties as an LT-disk with the
following modifications. The number of h±-factors in (i) is n instead of n+1, the number
of V -factors is one or zero instead of one, and all h±-factors in (ii) have a primary K-
factor instead of all except one. We show that any LT′-disk contributes to the constant or
the linear term in

1(F0 + εV,K), (4.7)

as follows. Let K1 be the first K-factor in the LT′-disk in the order of Remark B.10. Let
h1 be the primary h±-factor of K1 with K1 attached at the end E of h1. Since K1 is the
first K-factor it follows that no puncture in E before the puncture where K1 is attached
is a K-connection. By definition there are only F0- and V -factors attached after K1.
Thus the subdisk D1 consisting of h1, K1, and all F0- and V -factors at E contributes
to 1(F0 + εV,K) and appears in ρ(1)(F0 + εV ) (see (4.1)). Let K2 be the K-factor
following K1 in the order. Assume that it is attached at the end E of the h±-factor h2. If
some puncture afterK2 in E is aK-connection thenD1 must be attached at this puncture,
and if that is the case then h2, K2, D1, and all F0- and V -factors attached at E consti-
tute a subdisk D2 which contributes to 1(F0 + εV,K) and appears in ρ(2)(F0 + εV ).
If no puncture after K2 in E is a K-connection then h2, K2, and all F0- and V -factors
attached at E constitute a subdisk D2 which contributes to 1(F0 + εV,K) and appears
in ρ(1)(F0 + εV ). Continuing in this manner until we reach the last K-factor we find that
any LT′-disk comes from (4.7).

Consider a boundary LT-disk with charged h±-factor h. Assume first that there are no
disks attached at the obstructed end of h. Cutting at all the punctures in the unobstructed
end of h we find that the subdisks which arise are either F0-factors, V -factors, or LT′-
disks. Such a boundary LT-disk contributes to first terms of (4.6) if h is the only h±-factor
attached to V , and to the second term of (4.6) otherwise. Assume second that the V -
factor and only F0-factors are attached at the obstructed end of h. Let W be the subdisk
consisting of h and all the factors attached at its obstructed end. ThenW contributes to the
linear term of H(F0 + εV ). Considering W as one factor of the formal disk, this formal
disk fulfills the requirements of an LT′-disk (if V in the definition is replaced by W ). It
follows that such a boundary LT-disk contributes to the third term in (4.6). This completes
the proof of (4.3).

The fact that [∂F08] respects the filtration follows, as usual, from the fact that the
gluing operation does not decrease the number of positive punctures. To see that [∂F08]
does not decrease (+)-action we note that all factors in 1(F0,K) have holomorphic rep-
resentatives and hence have positive action, and argue as in the proof of Lemma 3.7. It
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follows that [∂F08] induces a morphism of spectral sequences

[∂F08]∗ : {Ep,q
r ;[α](X

ba
0 , L

ba
0 )} → {E

p,q

r ;[α](X
ba
1 , L

ba
1 )}

for any α > 0.
It remains to show that these maps are isomorphisms. Fix α and let

[∂F08]α : V[α](X
ba
0 , L

ba
0 )→ V[α](X

ba
1 , L

ba
1 )

be the map induced by [∂F08]. We use a decomposition

[∂F08] = id+ B, (4.8)

where B : V(Xba0 , L
ba
0 ) → V(Xba1 , L

ba
1 ) strictly increases (+)-action. To see that there

is such a decomposition consider a formal disk W from δ(j)(F0 + εV ) contributing to
1(F0 + εV,K). We claim that if W ′ is a subdisk of W which arises when the last h±-
factor h̃ (i.e., the h±-factor used in the j th step in the construction of ρ(j)(F0 + εV )) is
cut off, then A+(W) > A+(W ′). To prove the claim assume first that h̃ is of type h+.
Then since h̃ is holomorphic, A(̃h) > A+(̃h) − A−(̃h) > 0, which immediately gives
A+(W) > A+(W ′). Assume second that h̃ is of type h−. Then the positive punctures
of W ′ is a strict subset of the positive punctures of W (since the positive puncture of the
primary K-factor of h̃ is a positive puncture of W but not of W ′). In either case the claim
follows. The claim implies that the (+)-action of any disk contributing to the first order
term in 1(F0 + εV,K) has strictly larger (+)-action than V . Defining B(V ) as the first
order term of 1(F0 + εV,K), (4.8) follows.

Our genericity assumptions imply that the actions of the Reeb chords of L form a
discrete subset of R. In particular, there exists α0 > 0 such that ifU is any admissible disk
withA+(U) ≤ α and ifW is any disk contributing to B(U) thenA+(W)−A+(U) > α0.
It follows that the map Bα : V[α](X

ba
0 , L

ba
0 ) → V[α](X

ba
1 , L

ba
1 ) induced by B increases

(+)-action by at least α0. Fix N = 2M such that Nα0 > α. We have (because of Z2-
coefficients)

(id+ B) ◦
N
· · · ◦ (id+ B) = id+ BN .

Since BNα increases (+)-action by at least Nα0 > α, we find that BNα = 0. We con-
clude that [∂F08]α = id + Bα satisfies [∂F08]Nα = id. In particular, the filtration pre-
serving chain map [∂F08]α : V[α](X

ba
0 , L

ba
0 ) → V[α](X

ba
1 , L

ba
1 ) has a filtration pre-

serving inverse [∂F08]N−1
α : V[α](X

ba
1 , L

ba
1 ) → V[α](X

ba
0 , L

ba
0 ) (we use the fact that

V[α](X
ba
0 , L

ba
0 ) and V[α](X

ba
1 , L

ba
1 ) are canonically isomorphic as vector spaces) which

is easily seen to be a chain map. It follows that [∂F08]α induces an isomorphism of spec-
tral sequences. ut

Consider a 1-parameter family (Xas , L
a
s ), 0 ≤ s ≤ 1, with a negative end at (Y 0,30) and

a stationary cobordism (Xb, Lb)with positive end at (Y 0,30). Considering F0 in the def-
inition of 9(F0) (see Lemma 4.4), as a variable we obtain a function 9 : V(Xba0 , L

ba
0 ; ε)

→ V(Xba1 , L
ba
1 ; ε). For F ∈ V(Xba0 , L

ba
0 ), let [∂F9] : V(Xba0 , L

ba
0 ) → V(Xba1 , L

ba
1 )

denote the linearization of this function at F defined by

9(F + εV ) = 9(F)+ ε [∂F9](V )+O(ε2) ∈ V(Xba1 , L
ba
1 ; ε).
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Lemma 4.6. The map [∂F09] is a (+)-action non-decreasing, filtration preserving chain
map,

dF1 ◦ [∂F09] = [∂F09] ◦ dF0 . (4.9)
Furthermore, [∂F09] induces an isomorphism of spectral sequences,

{E
p,q

r ;[α](X
ba
0 , L

ba
0 )}

[∂F09]∗
−−−−→
∼=

{E
p,q

r ;[α](X
ba
1 , L

ba
1 )}

for every α > 0.

Proof. Analogous to Lemma 4.5. ut

4.3. Chain homotopy

We consider the same situations as in Subsection 4.2, now focusing on how the deforma-
tion affects chain maps. We will first treat the case when a stationary cobordism is joined
to a moving one from above and second the case when the stationary cobordism is joined
to a moving one from below.

Let (Xa, La) be a stationary cobordism joined to a moving one (Xbs , L
b
s ), 0 ≤ s ≤ 1,

from above along (Y 0,30) forming a new 1-parameter family (Xbas , L
ba
s ). With notation

as in Subsection 4.2, we have

F1 = 8(F0) = F0 +1(F0,K) (4.10)

= (f b0 +1(f
b
0 , k)|f

a), (4.11)

where K ∈ V+(Xbas , Lbas ) is given by

K = {k→ f a}(f b0 , f
b
1 , f

a) = {k→ f a}(f b0 , f
b
0 +1(f

b
0 , k), f

a). (4.12)

Subsections 3.7 and 4.2 give the following diagram of chain maps

V(Xa, La)
[∂f a (f b0 |]
−−−−−→ V(Xba0 , L

ba
0 )

id

y y[∂F08]

V(Xa, La)
[∂f a (f b1 |]
−−−−−→ V(Xba1 , L

ba
1 )

Starting at the upper left corner of this diagram, going right and then down corresponds to
linearizing (4.10) with respect to f a-factors in F0. Starting at the upper left corner, going
down and then right corresponds to linearizing (4.11) with respect to f a . We show below
that these two filtration preserving chain maps induce the same morphism of spectral
sequences. In order to do so we will make use of chain homotopies which are built from
the following maps constructed using the split gluing pairing (see Subsection 4.1). For
v ∈ V(Xa, La), define

θ(v) = {k→ v}(f b0 , f
b
0 +1(f

b
0 , k), 0) ∈ V(Xbas , L

ba
s ).

Let W ∈ V(Xbas , Lbas ; ε) and let K be as above. Recall the inductive construction
of the K-increment disks of F ∈ V(Xba0 , L

ba
0 ). We consider a deformed version of that
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construction as follows. With h+ and h− denoting the Hamiltonian vectors at the positive
and negative ends of (Xbas , L

ba
s ), define

ρ
(1)
W (F ) = dF (K)+W = {K → h+}(F, F )+ {h−← K}(F, F )+W,

and inductively

ρ
(j)
W (F ) = {K → h+}(F, F + ρ

(j−1)
W (F ))+ {h−← K}(F, F + ρ

(j−1)
W (F ))+W.

Let
δ
(j)
W (F ) = ρ

(j)
W (F )+ ρ

(j−1)
W (F ), j > 0,

where we take ρ(0)W (F ) = 0, and finally

1W (F,K) =

∞∑
j=1

δ
(j)
W (F ). (4.13)

The map we will use to construct chain homotopies is2 : V(Xa, La)→ V(Xba1 , L
ba
1 )

defined through the equation

1ε θ(v)(F0,K)+1(F0,K)+ ε 2(v) = O(ε2) ∈ V(Xba1 , L
ba
1 ; ε). (4.14)

Recall the notation L̂bas for the piece of Lbas where all K-disks have a boundary compo-
nent.

Lemma 4.7. The (+)-action non-decreasing, filtration preserving chain maps [∂F08] ◦
[∂f a (f b0 |] and [∂f a (f b1 |] induce the same morphism of spectral sequences. In other words,
the following diagram commutes:

{E
p,q

r ;[α](X
a, La)}

[∂f a (f b0 |]∗
−−−−−−→ {E

p,q

r ;[α](X
ba
0 , L

ba
0 )}

id

y y[∂F08]∗

{E
p,q

r ;[α](X
a, La)}

[∂f a (f b1 |]∗
−−−−−−→ {E

p,q

r ;[α](X
ba
1 , L

ba
1 )}

(4.15)

for every α > 0.

Proof. Consider the graded vector spaces

Cp(Xa, La) = FpV(Xa, La)/Fp+1V(Xa, La),

Cp[α](X
a, La) = FpV[α](X

a, La)/Fp+1V[α](X
a, La),

Cp(Xbas , L
ba
s ) = F

pV(Xbas , L
ba
s )/F

p+1V(Xbas , L
ba
s ),

Cp[α](X
ba
s , L

ba
s ) = F

pV[α](X
ba
s , L

ba
s )/F

p+1V[α](X
ba
s , L

ba
s ),

where α > 0 and s = 0, 1. Since the differentials dfa , dfaα , dFs , and dFsα respect the
filtration, they induce differentials on Cp(Xa, La), Cp[α](X

a, La), Cp(Xbas , Lbas ), and
Cp[α](X

ba
s , L

ba
s ), respectively, for every p, making them graded chain complexes. We de-

note these induced differentials by the same symbols as the original ones. The homology
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of the graded complexes Cp[α](X
a, La) and Cp[α](X

ba
s , L

ba
s ) are the E1-terms of the spec-

tral sequences of (Xa, La) and of (Xbas , L
ba
s ), respectively. Furthermore, as the chain

maps [∂F08], [∂f a (f b0 |], and [∂f a (f b1 |] are all defined using the gluing pairing, they re-
spect filtration and hence induce chain maps

Cp(Xa, La)
[∂f a (f b0 |]

p

−−−−−−→ Cp(Xba0 , L
ba
0 )

[∂F08]p
−−−−→ Cp(Xba1 , L

ba
1 )

(4.16)

and

Cp(Xa, La)
[∂f a (f b1 |]

p

−−−−−−→ Cp(Xba1 , L
ba
1 ),

(4.17)

which are all (+)-action non-decreasing. Thus we have induced chain maps

Cp[α](X
a, La)

[∂f a (f b0 |]
p

−−−−−−→ Cp[α](X
ba
0 , L

ba
0 )

[∂F08]p
−−−−→ Cp[α](X

ba
1 , L

ba
1 )

(4.18)

and

Cp[α](X
a, La)

[∂f a (f b1 |]
p

−−−−−−→ Cp[α](X
ba
1 , L

ba
1 ),

(4.19)

for all α > 0. We show below that (4.16) and (4.17) are chain homotopic for every p, via
a (+)-action non-decreasing chain homotopy. This means that the chain maps (4.18) and
(4.19) induce identical maps on the E1-term of the spectral sequences. Since morphisms
of spectral sequences which agree on theE1-term agree everywhere this will complete the
proof of the lemma. More specifically, 2 : V(Xa, La)→ V(Xba1 , L

ba
1 ) (see (4.14)) does

not decrease (+)-action (since it is defined by gluing of holomorphic curves, see the proof
of Lemma 3.7) and respects the filtration. Therefore it induces (+)-action non-decreasing
maps 2p : Cp(Xa, La)→ Cp(Xba1 , L

ba
1 ), and we will show that

[∂F08]p ◦ [∂f a (f b0 |]
p
+ [∂f a (f b1 |]

p
= dF1 ◦2p +2p ◦ df

a

(4.20)

for all p. As in the proof of Lemma 3.7, we note that it is enough to show that the left and
right hand sides of (4.20) agree in Cp(Xba1 , L

ba
1 ) = F

pV(Xba1 , L
ba
1 )/F

p+1V(Xba1 , L
ba
1 ),

when evaluated at an element v ∈ FpV(Xa, La) which is represented by a single formal
disk with p positive punctures.

Let v be a formal disk with p positive punctures. We compute

ε [∂F08]([∂f a (f b0 |](v))

= 8(F0)+8((f
b
0 |f

a
+ εv))+O(ε2)

= F0 +1(F0,K)+ (f
b
0 |f

a
0 + εv)+1((f

b
0 |f

a
0 + εv),K)+O(ε

2)

= (f b0 |f
a)+1((f b0 |f

a), {k→ f a}(f b0 , f
b
0 +1(f

b
0 , k), f

a))+ (f b0 |f
a
+ εv)

+1((f b0 |f
a
+ εv), {k→ f a}(f b0 , f

b
0 +1(f

b
0 , k), f

a))+O(ε2), (4.21)

and

ε [∂f a (f b1 |](v) = (f
b
1 |f

a
+ εv)+ (f b1 |f

a)+O(ε2)

= (f b0 +1(f
b
0 , k)|f

a
+ εv)+ (f b0 +1(f

b
0 , k)|f

a)+O(ε2). (4.22)
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The sum of the formal disks linear in ε in (4.21) and (4.22) which contain no k-factors
vanish. Thus, the contributions to the left hand side of (4.20) all come from formal disks in
(4.21) and (4.22) which have one v-factor and at least one k-factor. We study such disks
more closely taking into account the fact that formal disks with more than p positive
punctures do not contribute. We first note that in any contributing disk, each factor except
for the v-factor has only one positive puncture. This follows from the observation that
if u is a factor of a formal disk w and if some factor of w other than u has at least two
positive punctures then the number of positive punctures of w is larger than the number
of positive punctures of u. The contributing disks from (4.21) thus all come from

1((f b0 |f
a
+ εv), {k→ f a}(f b0 , f

b
0 +1(f

b
0 , k), 0)), (4.23)

where every factor except the v-factor has only one positive puncture. (The last 0 follows
since a non-trivial f a-factor implies that the corresponding K-factor has at least two
positive punctures.) The contributing disks from (4.22) come from

(f b0 +1(f
b
0 , k)|εv), (4.24)

where every factor except the v-factor has only one positive puncture and the absence of
the f a-term follows since any formal disk (4.22) with a v- and an f a-factor has more
than p positive punctures.

Let H denote the Hamiltonian operator on V(Xba1 , L
ba
1 ) and let h denote the Hamil-

tonian operator on V(Xa, La). The two terms on the right hand side of (4.20) have the
form

H(F1 + ε 2(v))+O(ε2) (4.25)

and
2(h(f a + εv))+O(ε2). (4.26)

As above we find that in any formal disk from (4.25) or (4.26) which contributes to (4.20),
all factors except for the v-factor has only one positive puncture.

In order to demonstrate how the disks in (4.23)–(4.26) cancel, we first introduce some
notation. Let h0 denote the Hamiltonian vector of the trivial cobordism (Y 0

×R,30
×R)

where the cobordisms (Xbs , L
b
s ) and (Xa, La) are joined. Let ha+ and hb− denote the

Hamiltonian vectors at the positive end of (Xa, La) and at the negative end of (Xbs , L
b
s ),

respectively. Let ha− + h0 and hb+ + h0 be the Hamiltonian vectors at the negative end
of (Xa, La) and at the positive end of (Xbs , L

b
s ), respectively. Note that the Hamiltonian

vectors at the positive and negative ends of (Xbas , L
ba
s ) are h+ = ha+ + hb+ and h− =

ha−+hb−, respectively. We use the collective name h∗-factor for a factor from h± or h0.
We define an LT-disk to be a formal disk with factors as follows.

• One v-factor, n > 0 h∗-factors, n > 0 k-factors, and arbitrary numbers of f a- and
f b0 -factors.
• All factors except the v-factor have only one positive puncture.
• Each of the n+ 1 factors of type h∗ and v, except one, has a primary k-factor, if it is of

type hb±, h0, or v, or a primary K-factor, if it is of type ha±.
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• Subdisks obtained by cutting at a negative puncture of an h∗- or v-factor with primary
k- orK-factor which lies after this primary factor, in the ordering induced as described
in Remark B.10, contain no k-factors.

Note that the first three requirements imply that no LT-disk has an ha−-factor with a
primary K-factor, since such a disk must have at least one factor, which is not the v-
factor, with more than one positive puncture. Similarly, no LT-disk has an hb+-factor
since if such a factor is to be connected to v there is at least one factor, which is not
the v-factor, with more than one positive puncture. Let q be a puncture of some factor
of an LT-disk. If the subdisk cut off by cutting at q contains some k-factor then we say
that q is an k-connection. If one of the negative punctures of a factor of an LT-disk is a
k-connection then its negative punctures are ordered (see Remark B.10).

We will distinguish one h∗- or v-factor in each LT-disk as charged and, in the case it is
an h∗-factor, define two activity modes for the charged disk. The following combinations
are possible.

(a) A v-factor without primary k-factor may be charged.
(b) An h∗-factor without primary k- or K-factor may be charged and either its positive

or its negative end may be active.
(c) An h0-factor with primary k-factor may be charged if its positive puncture is attached

to an f a-factor, the positive puncture of which in turn is attached to the last negative
k-connection of an h+-factor without primary K-factor. The positive end of such a
charged h0-factor may be either flow-active or glue-active.

We define the dimension of a subdisk of an LT-disk to be the number of h∗- and v-factors
it contains minus the number of k-factors it contains. Since all h∗- and v-factors of an LT-
disk except one have a primary K- or k-factor it follows that any subdisk of an LT-disk
obtained by cutting at the negative puncture of some h∗-factor has dimension 0 or −1.

Consider the charged factor h of an LT-disk of type (b). This is an h∗-factor. Let p
denote the positive puncture of h and let q denote the last negative puncture of h which is
a k-connection. We use the following terminology.

• The positive end of h is obstructed if one of the following holds.
– There is no disk attached to h at p,
– h is attached to v at p, or
– h is attached to a k-factor at p and this k-factor is attached to v at its positive punc-

ture.
• The negative end of h is obstructed if one of the following holds.

– There is no disk attached to h at any of its negative punctures,
– v is attached to h at q, or
– the subdisk cut off by cutting at q has dimension −1.

An end which is not obstructed is called unobstructed. An LT-disk with charged factor of
type (b) with two, one, or zero ends obstructed is called isolated, boundary, or interior,
respectively. An LT-disk with charged factor of type (a) is isolated and an LT-disk with
charged factor of type (c) is interior.
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We view the disks in (4.23) and (4.24) as LT-disks by letting their v-factors be charged.
They are all isolated. We view the disks in (4.25) and (in (4.26)) as LT-disks using the fol-
lowing convention. If the h∗-factor which corresponds to the operator H (the operator h)
meets the requirements for a charged h∗-factor above then charge it. If it does not meet
these requirements then charge the v-factor. We first show that isolated LT-disks cancel.
To this end, we consider several cases.

Isolated LT-disks from (4.23) are of two types:

(Ia) The v-factor is connected to one h+-factor.
(Ib) The v-factor is connected to two h+-factors.

It is easy to see that the v-factor has at least one h+-factor attached. Any h+-factor has a
primaryK-factor. Thus, a v-factor with more than two h+-factors attached would be non-
admissible since it has at least three positive k-connections (see Remark B.11). Consider a
diskD of type (Ib). Since both h+-factors attached to v have primaryK-factors it follows
by admissibility that both the positive punctures of v where h+-factors are attached are
mixed L̂bas -punctures. Hence one is the first L̂bas -puncture of v and the other one the last.
Let h+fi and h+la denote the h+-factors attached at the first and last puncture, respectively.
We claim that the positive puncture of h+fi is a positive puncture of D as well. To see this
we argue as follows. Cutting D at the last L̂bas -puncture of v we obtain two subdisks Dfi
andD la, whereDfi contains v and h+fi , and whereD la contains h+la. SinceD is admissible
it follows that the last L̂bas -puncture of Dfi is the last L̂bas -puncture of v. Assume that the
positive puncture of h+fi is attached to some other h+-factor h+ot. Since h+ot has a primary
K-factor and since Dfi contains a k-factor, the positive puncture of h+fi must be attached
at a negative puncture of h+ot before the K-factor. Furthermore, since Dfi contains mixed
punctures, the positive puncture of h+fi is mixed and h+fi must be attached at the first
L̂bas -puncture in h+ot. This, however, is impossible for orientation reasons: the first L̂bas -
puncture ofDfi should be attached to the last L̂bas -puncture of the h+ot-factor. We conclude
that the positive puncture of h+fi is also a positive puncture of D.

Isolated LT-disks from (4.24) are of two types as well. Let q be the last k-connection
of the charged v-factor.

(IIa) An h0-factor is attached at q.
(IIb) A k-factor is attached at q.

Isolated LT-disks from (4.25) are of three types. Let h denote the h∗-factor corresponding
to the operatorH , let p be its positive puncture, and let q be its last negative k-connection.

(IIIa) h is of type h+, v is attached at q, h is charged, and v is not attached to any non-
charged h+-factor.

(IIIb) h is of type h+, v is attached at q, h is charged, and v is attached to one non-charged
h+-factor.

(IIIc) h is of type h−, a k-factor k′ is attached at p, the positive puncture of k′ is attached
to v, and v is charged.

Isolated LT-disks from (4.26) are of seven types. Let h denote the factor corresponding to
the operator h, let p be its positive puncture, and let q be its last negative k-connection.
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(IVa) h is of type h+, v is attached at q, h is charged, and v is not attached to any non-
charged h+-factor.

(IVb) h is of type h+, v is attached at q, h is charged, and v is attached to one non-charged
h+-factor.

(IVc) h is of type h+, an f a-factor is attached at q, the disk cut off by cutting at q has
dimension −1, v is charged, and no non-charged h∗-factor is attached to v.

(IVd) h is of type h+, an f a-factor is attached at q, the disk cut off by cutting at q has
dimension −1, v is charged, and one non-charged h+-factor is attached to v.

(IVe) h is of type h+, an f a-factor is attached at q, the disk cut off by cutting at q has
dimension −1, v is charged, and some non-charged h0-factors are attached to v.

(IVf) h is of type h0, v is attached at p, a k-factor is attached at q, v is charged, and no
non-charged h+-factor is attached to v.

(IVg) h is of type h0, v is attached at p, a k-factor is attached at q, v is charged, and one
non-charged h+-factor is attached to v.

Reinterpreting the factorizations of the isolated LT-disks it is straightforward to check
that they cancel according to the following (see Figure 12):

(Ia)↔ (IVc), (Ib)↔ (IVd), (IIa)↔ (IVf), (IIb)↔ (IIIc),
(IIIa)↔ (IVa), (IIIb)↔ (IVb), (IVe)↔ (IVg).
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Fig. 12. Cancelations (IIa)↔ (IVf) and (IVe)↔ (IVg).

We next define propagation laws for non-isolated LT-disks, with a specified activity
mode of its charged factor. Let h denote the charged h∗-factor.

• h is of type h+ and its positive end is active. Then the positive puncture of h is attached
to some other h+-factor h̃, which has a primaryK-factorK ′. The broken disk obtained
by gluing h to h̃ is the boundary of a 1-dimensional reduced moduli space of holo-
morphic disks in (Y+ × R,3+ × R). Moving to the other end of this reduced moduli
space, we find a similar breaking into two h+-disks. Charge the one of the new h+-
factors which is not connected toK ′ and activate the end of it where it is not connected
to the new non-charged h+-factor.
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• h is of type h+ and its negative end is active. Consider the last negative k-connection q
of h.
– If there is another h+-factor h̃ attached at q then it has a primary K-factor K ′. In

this case, we glue the two h+-factors, move to the other end of the moduli space and
interpret the new factorization as an LT-disk exactly as described above.

– If there is an f a-factor attached at q, with last k-connection q ′ such that a k-factor
k′ is attached at q ′, then k′ must be the primary k-factor of some h−-factor h̃. Let the
charge flow through the f a-factor and k′. Charge h̃ and activate its negative end.

– If there is an f a-factor attached at q, with last k-connection q ′ such that an h0-factor
h̃ is attached at q ′, then h̃ must have a primary k-factor. Let the charge flow through
the f a-factor. Charge h̃ and let its positive end be glue active.

• h is of type h0 with a primary k-factor k′ and its positive end is glue-active. The positive
puncture of h is attached to an f a-factor. Gluing h to this f a-factor gives a broken
disk which is the boundary of a 1-dimensional moduli space of holomorphic disks in
(Xa, La). Moving to the other end of this moduli space we find a similar breaking into
one new ha±- or h0-factor h̃ and new f a-factors. If h̃ is of type ha+ then there may
be several new f a-factors but if it is of type ha− or h0 then there is only one new
f a-factor. Charge h̃.
– If h̃ is of type ha+ (ha−) then activate its positive (negative) end.
– If h̃ is of type h0 and is attached to k′ then regard k′ as its primary k-factor and let

the positive end of h̃ be flow active.
– If h̃ is of type h0 and is not attached to k′, then let the subdisk obtained by cutting at

the positive puncture of the new f a-factor which contains the new f a-factor and k′

be the K-factor of the h+-factor to which the positive puncture of f a was attached
(see (c) above), and let the negative end of h̃ be active.

• h is of type h0 and its positive end is flow-active. Let the charge flow through the
f a-factor attached at the positive puncture of h, into the h+-factor without primary K-
factor where the positive puncture of the f a-factor is attached. Charge this h+-factor
and activate its positive end.
• h is of type h− and its positive end is active.

– If h is of type ha− then its positive puncture is attached to an f a-factor. Gluing h
to this f a-factor we obtain a broken disk which is the boundary of a 1-dimensional
moduli space in (Xa, La). Moving to the other end we find a similar broken disk
with one new ha±- or h0-factor. Charge this new h∗-factor and let its positive end be
active if it is of type ha+ and let its negative end be active if it is of type ha− or h0.

– If h is of type hb− and its positive puncture is attached to an f b0 -factor, then gluing h
to this f b0 -factor we obtain a broken disk which is the boundary of a 1-dimensional
moduli space in (Xb0, L

b
0). Moving to the other end we find a similar broken disk

with one new hb−- or h0-factor h̃. Charge h̃ and let its positive end be active if it is
of type h0 and let its negative end be active if it is of type hb−.

– If h is of type hb− and its positive puncture is attached to a k-factor k′ which is the
primary k-factor of some h0- or hb−-factor h̃, then let k′ be the new primary k-factor
of h. Charge h̃ and let the end of it where k′ is not attached be active.
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– If h is of type hb− and its positive puncture is attached to a k-factor k′ with positive
puncture connected to an f a-factor which in turn is connected to an h+-factor h̃ then
let D denote the subdisk obtained by removing h from the LT-disk and let D′ be the
subdisk of D obtained by cutting at the positive puncture of f a . We claim that D′

is the primary K-factor of h̃. To see this we argue as follows. The disk k′ is not the
primary k-factor of any h∗-factor and every h∗-factor of D has a primary k- or K-
factor. This implies on the one hand that the dimension of D′ is −1 and on the other
that every subdisk of D cut off by cutting at a negative puncture of h̃, except for the
primary K-factor, has dimension 0. The claim follows. Let k′ be the new primary
k-factor of h, let the charge flow through k′ and the f a-factor. Charge h̃ and let its
positive end be active.

– If h is of type hb− and is attached at another disk of type hb− with a primary k-factor
k′, then gluing these two hb−-disks, we obtain a broken disk which is the boundary
of a 1-dimensional reduced moduli space of holomorphic disks in (Y−×R,3−×R).
Moving to the other end of the reduced moduli space we obtain a broken disk with
two new hb−-factors. Charge the one of them which is not connected to k′ and let its
negative end be active.

In all cases the disk resulting from the propagation law is a new non-isolated LT-disk.
Using the propagation law starting from any boundary LT-disk, we can continue in a
unique way until we reach another boundary LT-disk in a finite number of steps. (For
an example, see Figure 13.) Any non-isolated LT-disk contributing to (4.23)–(4.26) is a
boundary LT-disk and an argument similar to that in the proof of Lemma 4.5 shows that
any boundary LT-disk contributes to (4.23)–(4.26). Equation (4.20) follows. ut
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Fig. 13. An instance of the propagation law: start at a boundary LT-disk with h+ charged and with
negative end active. Flow the charge to h0 with primary k-factor. Its positive end becomes glue-
active. Glue h0 to f a . At the other end of the moduli space the disk splits into f a and ha−. This
gives the end boundary LT-disk with ha− charged.

Let (Xb, Lb) be a stationary cobordism joined to a moving one (Xas , L
a
s ), 0 ≤ s ≤ 1,

from below along (Y 0,30) forming a new 1-parameter family (Xbas , L
ba
s ). With notation
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as in Subsection 4.2, we have

F1 = 9(F0) = F0 +1(F0,K) = (f
b
|f a0 +1(f

a
0 , k)), (4.27)

where K ∈ V+(Xbas , Lbas ) is given by

K = {f b ← k}(f b, f a0 , f
a
1 ) = {f

b
← k}(f b, f a0 , f

a
0 +1(f

a
0 , k)). (4.28)

Subsections 3.7 and 4.2 give the following diagram of chain maps:

V(Xb, Lb)
[∂
f b
|f a0 )]

−−−−−→ V(Xba0 , L
ba
0 )

id

y y[∂F09]

V(Xa, La)
[∂
f b
|f a1 )]

−−−−−→ V(Xba1 , L
ba
1 )

We show below that the right-down and down-left chain maps in this diagram induce
the same morphism of spectral sequences. We build chain homotopies using a map
� : V(Xb, Lb)→ V(Xba1 , L

ba
1 ) defined as follows. For v ∈ V(Xb, Lb) let

�(v) = {v← k}(f b, f a0 , f
a
0 +1(f

a
0 , k)) ∈ V(Xba1 , L

ba
1 ).

Lemma 4.8. The (+)-action non-decreasing, filtration preserving chain maps [∂F09] ◦
[∂f b |f

a
0 )] and [∂f b |f

a
1 )] induce the same morphism of spectral sequences. In other words

the following diagram commutes:

{E
p,q

r ;[α](X
b, Lb)}

[∂
f b
|f a0 )]∗

−−−−−−→ {E
p,q

r ;[α](X
ba
0 , L

ba
0 )}

id

y y[∂F09]∗

{E
p,q

r ;[α](X
b, Lb)}

[∂
f b
|f a1 )]∗

−−−−−−→ {E
p,q

r ;[α](X
ba
1 , L

ba
1 )}

(4.29)

for every α > 0.

Proof. The proof is analogous to the proof of Lemma 4.7. We will not repeat all argu-
ments given there and we will use the same notation for Hamiltonian vectors (ha±, hb±,
h0, and h± = ha± + hb±) and for Hamiltonian operators (H for the one on V(Xba1 , L

ba
1 )

and h for the one on V(Xb, Lb)). The map � respects the filtration and does not decrease
(+)-action. Thus, with notation as in the proof of Lemma 4.7, � induces maps

�p : Cp(Xb, Lb)→ Cp(Xba1 , L
ba
1 )

for all p and it suffices to show that

[∂F09]p ◦ [∂f b |f
a
0 )]

p(v)+ [∂f b |f
a
1 )]

p(v) = dF1 ◦�p(v)+�p ◦ df
b

(v) (4.30)

in Cp(Xba1 , L
ba
1 ), where v is a formal disk with p positive punctures.
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As in the proof of Lemma 4.7 we find that the terms contributing to the left hand
side of (4.30) come from formal disks with one v-factor and at least one k-factor in the
expressions

1((f b + εv|f a0 ), {f
b
← k}(f b, f a0 , f

a
1 )) (4.31)

and
(f b + εv|f a0 +1(f

a
0 , k)). (4.32)

Since we work in Cp(Xba1 , L
ba
1 ), disks with more than p positive punctures can be disre-

garded. It follows in particular that in any contributing disk, all factors except the v-factor
has only one positive puncture. Therefore, (4.31) reduces to

1((f b + εv|f a0 ), {f
b
← k}(f b, 0, 0)). (4.33)

The terms contributing to the right hand side of (4.30) come from formal disks with one
v-factor, with at least one k-factor, and with all factors except the v-factor having only
one positive puncture, in the expressions

H(F1 + ε �(v)) (4.34)

and
�(h(f b + εv)). (4.35)

To show that the contributions from (4.32)–(4.35) cancel, we use an argument which
has the exact same structure as the corresponding argument in the proof of Lemma 4.7.
However, since many of the details in this case differ from those in the proof of Lemma
4.7, for completeness, we give the argument specific to the present situation. Define an
LT-disk to be a formal disk with factors as follows.

• One v-factor, n > 0 h∗-factors, n > 0 k-factors, and arbitrary numbers of f a0 - and
f b-factors.
• All factors except the v-factor have only one positive puncture.
• At most one of the h∗-factors is of type hb+ or hb−.
• Each of the n+ 1 factors of type h∗ and v, except one, has a primary k-factor.
• A subdisk obtained by cutting at a negative puncture q of an ha+-factor with primary
k-factor, or at a positive puncture p of a v-factor with primary k-factor, where q or p
lies after the primary k-factor, does not contain any k-factors.

Note that an h∗-factor of type hb± cannot have a primary k-factor. If q is a puncture of
some factor of an LT-disk and if the subdisk cut off by cutting at q contains some k-factor
then we say that q is a k-connection.

We will distinguish one h∗- or v-factor in each LT-disk as charged according to the
following.

(a) A v-factor with all positive punctures connected to f a0 -factors may be charged.
(b) An h∗-factor without primary k-factor may be charged.
(c) A h0-factor with primary k-factor may be charged if one of its negative punctures is

connected to v.
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Consider the charged factor h of an LT-disk of type (b) or (c). Let p denote the positive
puncture of h and let q denote the last negative puncture of h which is a k-connection.
We use the following terminology.

• The positive end of h is obstructed if one of the following holds.
– There is no disk attached to h at p,
– h is attached to v at p,
– h is attached to a k-factor at p and the positive puncture of this k-factor is not

attached to any disk, or
– h is attached to the primary k-factor of the v-factor at p.

• The negative end of h is obstructed if one of the following holds.
– There is no disk attached to h at any of its negative punctures,
– v is attached to h at one of its negative punctures, or
– the k-factor attached to h at q is the primary k-factor of the v-factor.

An end which is not obstructed is called unobstructed. An LT-disk with charged factor
of type (b) or (c) with two, one, or zero ends obstructed is called isolated, boundary, or
interior, respectively. An LT-disk with charged factor of type (a) is isolated.

We view the disks in (4.33) as LT-disks by letting their v-factors be charged. They are
all isolated. The disks in (4.32) are of two kinds. In the first kind, all positive punctures
of the v-factor are connected to f a0 -factors. We view such disks as LT-disks by letting
their v-factor be charged. In the second kind some positive puncture of the v-factor is
not connected to an f a0 -factor and this puncture must be a k-connection. Let q be the last
positive puncture of the v-factor which is a k-connection. If there is an h0-factor attached
at q then let that be the charged h∗-factor. If there is a k-factor k′ attached to v at q then
we view k′ as the primary k-factor of v and charge the h∗-factor in 1(f a0 , k) which had
k′ as primary k-factor. We view the disks in (4.34) and (4.35) as LT-disks by charging the
h∗-factor which corresponds to the operator H and to the operator h, respectively. We
first show that isolated LT-disks cancel. They are of the following types.

(I) Disks from (4.33) are of type (I).

Isolated disks from (4.32) are of four types. Let p denote the first positive k-connection
of v.

(IIa) f a-factors are attached at all positive punctures of the v-factor.
(IIb) An h0-factor is attached at p.
(IIc) A k-factor, with positive puncture attached to an ha+-factor with no disk attached

at its positive puncture, is attached at p.
(IId) A k-factor, with an ha−-factor attached at some negative puncture, is attached at p.

Isolated disks from (4.34) are of three types. Let h denote the charged h∗-factor.

(IIIa) h is of type ha+ and is attached to the primary k-factor of v in �(v).
(IIIb) h is of type ha− and is attached to the primary k-factor of v in �(v).
(IIIc) h is of type hb± and is attached to the v-factor in �(v).

Isolated disks from (4.35) are of two types. Let h denote the charged h∗-factor.
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(IVa) h is of type h0 and the positive puncture of h is attached to the primary k-factor of
the h(f b + εv)-factor.

(IVb) h is of type hb±.

It is straightforward to check that the isolated disks cancel according to the following:

(I)↔ (IIa), (IIb)↔ (IVa), (IIc)↔ (IIIa),
(IId)↔ (IIIb), (IIIc)↔ (IVb).

To show that non-isolated LT-disks cancel we use the following propagation law for
such disks. Let h denote the charged h∗-factor.

• The positive end of h with positive puncture p is active.
– If p is attached to an f a0 -factor (an f b-factor) then glue h and the f a0 -disk (f b-

disk) to get a broken disk which is the boundary of a 1-dimensional moduli space of
holomorphic disks in (Xa0 , L

a
0) (in (Xb, Lb)). Moving to the other end of the mod-

uli space we find a similar breaking into one h∗-factor and f a0 -factors (f b-factors).
Charge the new h∗-factor and activate the end of it where no new f a0 -factor (f b-
factor) is attached.

– If p is attached to another h∗-factor then this other h∗-factor has a primary k-
factor k′. Glue the two h∗-factors to obtain a broken disk which is one end of a
1-dimensional reduced moduli space in the symplectization of a (±∞)-boundary of
(Xa, La) or (Xbs , L

b
s ). Moving to the other end of the reduced moduli space we find

a similar splitting. Charge the new h∗-factor not connected to k′ and let the end of it
where the new uncharged h∗-factor is not attached be active.

– If p is attached to a k-factor k′ then let the charge flow through k′ into the h∗-factor
h̃ which has k′ as primary k-factor. Let k′ be the primary k-factor of h and let h̃ be
the new charged factor with the end not connected to k′ active.

• The negative end of h, with last k-connection q, is active.
– If all negative punctures of h are attached to f a0 -factors (f b-factors) then glue h

and the f a0 -disks (f b-disks) to get a broken disk which is the boundary of a 1-
dimensional moduli space of holomorphic disks in (Xa0 , L

a
0) (in (Xb, Lb)). Moving

to the other end of the moduli space we find a similar breaking into one h∗-factor and
f a0 -factors (f b-factors). Charge the new h∗-factor and activate the end of it where
no new f a0 -factor (f b-factor) is attached.

– If some negative puncture of h is a k-connection and if there is an h∗-factor h̃ at-
tached at q then h̃ has a primary k-factor k′. Glue h and h̃ to get a broken disk which
is the boundary of a 1-dimensional reduced moduli space of holomorphic disks in
the symplectization of a (±∞)-boundary of (Xa, La) or (Xbs , L

b
s ). Moving to the

other end of the reduced moduli space we find a similar splitting. Charge the new
h∗-factor not connected to k′ and let the end of it where the new uncharged h∗-factor
is not attached be active.

– If some negative puncture of h is a k-connection and if there is a k-factor k′ at-
tached at q then k′ is the primary k-factor of some h∗-factor h̃. Let the charge flow
through k′. Charge h̃ and let k′ be the primary k-factor of h.
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In all cases the disk resulting from the propagation law is a new non-isolated LT-disk.
Using the propagation law starting from any boundary LT-disk, we can continue in a
unique way until we reach another boundary LT-disk in a finite number of steps. Any
non-isolated LT-disk contributing to (4.32)–(4.35) is a boundary LT-disk and an argument
similar to that in the proof of Lemma 4.5 shows that any boundary LT-disk contributes
(4.32)–(4.35). Equation (4.30) follows. ut

5. Proofs

Proof of Theorem 1.1. If (Xs, Ls), 0 ≤ s ≤ 1, is a 1-parameter family of exact cobor-
disms fixed outside a compact set then it follows from Subsection B.3 that after small
perturbation the differential is independent of s except when values of s, at which there
are (−1)-disks, are passed. It follows from Lemmas 4.5 and 4.6 that the spectral sequence
remains unchanged at such instances. ut

Proof of Theorem 1.2. Let Y be an odd-dimensional manifold. Let Y0 and Y1 denote Y
equipped with two contact forms which determine isotopic contact structures. Let fur-
thermore 30 ⊂ Y0 and 31 ⊂ Y1 be Legendrian submanifolds and assume that the pairs
(Y0,30) and (Y1,31) are contact isotopic through (Ys,3s), 0 ≤ s ≤ 1.

Using Lemmas A.1 and A.2, we see that such an isotopy determines an exact cobor-
dism (X01, L01) with (+∞)-boundary (Y1,31) and (−∞)-boundary (Y0,30). Using
the inverse isotopy we get a cobordism (X10, L10) with (+∞)-boundary (Y0,30) and
(−∞)-boundary (Y1,31). Joining the negative end of (X01, L01) to the positive end of
(X10, L10) we obtain a cobordism (X11, L11) which admits a compactly supported iso-
topy deforming it to (Y1 × R,31 × R). Let f j , j = 0, 1, denote the potential vectors in
V+(Yj×R,3j×R) and let F ij , i, j ∈ {0, 1}, denote the potential vectors in V+(Xij , Lij ).
Then there are grading respecting chain maps as follows:

V[α](Y1 × R,31 × R)
[∂
f 1 (F

01
|]

−−−−−−→ V[α](X01, L01)

id

y y[∂
F01 (F

11
|]

V[α](Y1 × R,31 × R) 8
←−−−− V[α](X11, L11)

for any α > 0, where 8 is the chain map from Theorem 1.1 (see also Lemma 4.5), in-
duced by the deformation of (X11, L11). Lemma 2.11 implies that the composition of the
top horizontal map and the right vertical map equals [∂f 1(F 11

|], which, after composi-
tion with 8, by Lemma 4.7, is chain homotopic to [∂f 1(f 1

|] = id. It follows that the
composition

8 ◦ [∂F 01(F
11
|] ◦ [∂f 1(F

01
|]

induces an isomorphism of spectral sequences. Theorem 1.1 implies that 8 induces an
isomorphism. Thus, the map induced by [∂f 1(F 01

|] is a monomorphism and that induced
by [∂F 01(F 11

|] is an epimorphism.
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Gluing (X11, L11) at its negative end to the positive end of X01 we get a cobordism
(X011, L011), with potential vector F 011

∈ V+(X011, L011), which can be deformed to
(X01, L01). Arguing as above using the diagram

V[α](X01, L01)
[∂
F01 (F

11
|]

−−−−−−→ V[α](X11, L11)

id

y y[∂
F11 (F

011
|]

V[α](X01, L01)
8

←−−−− V[α](X011, L011)

we find that the map induced by [∂F 01(F 11
|] is also a monomorphism and it follows that

[∂f 1(F
01
|] : V[α](Y1 × R,31 × R)→ V[α](X01,301) (5.1)

induces an isomorphism of spectral sequences. Taking inverse limits, we find

{E
p,q
r (Y1,31)} = lim

←−
α

{E
p,q

r ;[α](Y1 × R,31 × R)} = lim
←−
α

{E
p,q

r ;[α](X01, L01)}.

A similar argument, which uses Lemmas 4.6 and 4.8 instead of Lemmas 4.5 and 4.7,
shows that

[∂f 0 |F
01)] : V[β](Y0 × R,30 × R)→ V[β](X01,301). (5.2)

induces an isomorphism of spectral sequences. Taking inverse limits, we find that

{E
p,q
r (Y0,30)} = lim

←−
β

{E
p,q

r ;[β](Y0 × R,30 × R)} = lim
←−
β

{E
p,q

r ;[β](X01, L01)}.

as well. In the case where 30 and 31 has only finitely many Reeb chords, all inverse
systems above stabilize and it suffices to take α in (5.1) and β in (5.2) sufficiently large to
establish the required isomorphism of spectral sequences. This proves the theorem. ut

Appendix A

In this section we describe two standard contact geometric constructions. Let Y be a
contact manifold with contact form λ and let 3 ⊂ Y be a Legendrian submanifold. Let
3t ⊂ Y , 0 ≤ t ≤ M , 30 = 3, be a Legendrian isotopy. Using a standard argument
(see e.g. [18, Theorem 2.41]), we find a time dependent function (a contact Hamiltonian)
Ht : Y → R such that the flow φt : Y → Y of the time dependent vector fieldXt , uniquely
specified by the properties λ(Xt ) = Ht and ιXt dλ = dHt (Rλ)λ − dHt , is a 1-parameter
family of contact diffeomorphisms such that φt (3) = 3t .

Lemma A.1. Let H̃t : V → R be a time dependent contact Hamiltonian with corre-
sponding flow φ̃t : Y → Y , 0 ≤ t ≤ 1. If M > 0 and if Ht = M−1H̃t is the rescaled
contact Hamiltonian with corresponding flow φt , 0 ≤ t ≤ M , then φM−1t (x) = φ̃t (x).
Moreover, if M > 0 is sufficiently large then the form

d(et (λ− dHt )) (A.1)



688 Tobias Ekholm

is a symplectic form on V × R for which the map 3× R→ Y × R,

(q, t) 7→ (φt (q), t), (A.2)

is an exact Lagrangian embedding which agrees with 30 × R and 31 × R in neighbor-
hoods of t = −∞ and t = +∞, respectively.

Proof. We may assume that the isotopy is constant near the endpoints of the interval. In
particular the contact Hamiltonian vanishes there. The statement on the properties of the
flows follows by a change of variables in the corresponding differential equations. By
taking M > 0 sufficiently large, we may make the perturbation dHt of the symplectic
form d(etλ) in (A.1) arbitrarily small. Since the perturbed form is obviously closed and
since the symplectic non-degeneracy condition is open, it follows that also the perturbed
form is symplectic. The pull-back of et (λ+ dHt ) under (A.2) is

et
((
λ(Xt )+

∂Ht

∂t

)
dt +

∂Ht

∂q
dq

)
= et

((
Ht +

∂Ht

∂t

)
dt +

∂Ht

∂q
dq

)
= d(etHt ).

This shows exactness and finishes the proof. ut

We consider secondly a situation where we change the contact form. We have λ̃t =
eg̃t (y)λ, 0 ≤ t ≤ 1, for some 1-parameter family of functions g̃t : Y → Y .

Lemma A.2. If M > 0 is sufficiently large and λt = egt (y)λ, where gt (y) = M−1g̃t (y),
then the form

d(et (λt )) (A.3)

is a symplectic form on Y × R for which the map 3× R→ Y × R,

(q, t) 7→ (q, t − gt (q)), (A.4)

is an exact Lagrangian embedding which agrees with 30 × R and 31 × R in neighbor-
hoods of t = −∞ and t = +∞, respectively.

Proof. Take M > 0 sufficiently large to ensure that the perturbation of the symplectic
form in (A.3) is sufficiently small. The pull-back of the form etλt under (A.4) equals etλ,
which is identically equal to 0 on 3× R. ut

Appendix B

In this appendix we give a brief description of the properties of holomorphic disks that are
being used in the paper. Details on the subject can be found in [3], [19, 20], and [10, 13].
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B.1. Compactness properties of moduli spaces of holomorphic disks

Let (X,L) be an exact symplectic cobordism with symplectic form ω = dβ, with (±∞)-
boundary (Y±,3±) where the contact form is λ± and where β = etλ±, t ∈ R±, in
the corresponding end (Y± × R±,3± × R±). Fix an adjusted almost complex structure
J in (X,L). That is, J is required to be compatible with the symplectic form, and in
the ends, J is required to be invariant under R-translations and to pair the R-direction
with the direction of the Reeb field. A map u : S → X, where S is a Riemann surface
with complex structure j , is called J -holomorphic if it satisfies the differential equation
∂̄Ju = 0, where

∂̄Ju = du+ J ◦ du ◦ j.

We say that a Riemann surface S is simple if it is either a sphere or a disk. We will consider
J -holomorphic maps of Riemann surfaces into X with boundary on L. Let S denote a
Riemann surface with some punctures on the boundary and some interior punctures. We
write (X,L) = (X̄, L̄)∪ (Y+ ×R+,3×R+)∪ (Y− ×R−,3− ×R−), where (X̄, L̄) is
the compact part of the cobordism. Define the ω-energy of a map u : (S, ∂S) → (X,L)

as
Eω(u) =

∫
u−1(X̄)

u∗ω +

∫
u−1(Y−×R−)

u∗dλ− +

∫
u−1(Y+×R+)

u∗dλ+,

and the λ-energy as, writing u = (v, t), where t : S → R± and v : S → Y± in the ends,

Eλ(u) = sup
φ−

(∫
u−1(Y−×R−)

φ−(t) dt∧(v
∗λ−)

)
+sup
φ+

(∫
u−1(Y+×R+)

φ+(t) dt∧(v
∗λ+)

)
,

where φ− and φ+ range over all smooth functions with∫ 0

−∞

φ−(t) dt = 1 and
∫
∞

0
φ+(t) dt = 1.

Since the almost complex structure J is adjusted, it follows that if c is a Reeb orbit or
a Reeb chord then c × R± ⊂ Y± × R± is a J -holomorphic surface in the end. We call
these a Reeb orbit cylinder and a Reeb chord strip according to whether c is an orbit or a
chord. As in [3, Proposition 6.2], one shows the following

Lemma B.1. Let u : (S, ∂S) → (X,L) be a J -holomorphic surface of finite ω- and λ-
energy and without removable singularities. Assume that the contact forms at the (±∞)-
boundary of (X,L) are generic so that Reeb chords and Reeb orbits are isolated. Then,
near each boundary puncture, u is (exponentially) asymptotic to a Reeb chord strip and,
near each interior puncture, u is (exponentially) asymptotic to a Reeb orbit cylinder. ut

Remark B.2. It follows from Lemma B.1 that any J -holomorphic disk in an exact cobor-
dism without interior punctures determines a formal disk.

A puncture of u : (S, ∂S) → (X,L) is positive (negative) if u is asymptotic to a
Reeb chord or Reeb orbit in the (+∞)-boundary (in the (−∞)-boundary) of (X,L) near
this puncture. The various energy concepts are easily controlled in the case of an exact
cobordism. Recall the notion of the action of a curve γ in Y±, A(γ ) =

∫
γ
λ±.
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Lemma B.3. For any finite energy J -holomorphic surface u : (S, ∂S) → (X,L) with
positive punctures at Reeb chords or orbits c+1 , . . . , c

+
p , and with negative punctures at

Reeb chords or orbits c−1 , . . . , c
−
q , the following holds:

0 ≤ Eω(u) =
p∑
j=1

A(c+j )−
q∑
k=1

A(c−k ), Eλ(u) ≤ 2
p∑
j=1

A(c+j ).

Proof. That Eω(u) ≥ 0 follows since ω is positive on J -complex lines. Assume that the
levels 0 in the ends are regular levels of the function t ◦ u. (If they are not, the argument
below together with a straightforward approximation argument using nearby regular lev-
els give the desired result.) Since ω = dβ is exact and since β|L = df for a function
f : L → R which is constant in the ends we find, with ∂X̄± denoting the part of the
boundary of X̄ corresponding to the (±∞)-boundary of X,∫

u−1(X̄)
u∗ω =

∫
u−1(∂X̄∪L̄)

u∗β =

∫
u−1(∂X̄+)

u∗λ+ −

∫
u−1(∂X̄−)

u∗λ−. (B.1)

Also, ∫
u−1(Y−×R−)

u∗dλ− =

∫
u−1(∂X̄−)

u∗λ− −

q∑
k=1

A(c−k ) (B.2)

and ∫
u−1(Y+×R+)

u∗dλ+ = −

∫
u−1(∂X̄+)

u∗λ+ +

p∑
j=1

A(c+j ). (B.3)

Adding (B.1)–(B.3) gives the result on Eω(u).
Consider the λ-energy. We have∫
u−1(Y+×R+)

φ(t) dt ∧ (v∗λ+) =

∫
u−1(Y+×R+)

v∗d(ψλ+)−

∫
u−1(Y+×R+)

ψ(v∗dλ+),

where ψ(s) =
∫ s

0 φ(t) dt . The last integral on the right hand side is positive and the first
term equals

∑p

j=1A(c
+

j ). We also have∫
u−1(Y−×R−)

φ(t) dt ∧ (v∗λ−) =

∫
u−1(Y−×R−)

v∗d(ψλ−)−

∫
u−1(Y−×R−)

ψ(v∗dλ−),

where ψ(s) =
∫ s
−∞

φ(t) dt . Again the last integral is positive and the first term equals∫
u−1(Y−×{0}) u

∗β. Using the ω-positivity of J -holomorphic surfaces, we can estimate this
first term, first by

∫
u−1(Y+×{0}) u

∗β and then by
∑p

j=1A(c
+

j ). The lemma follows. ut

Since the sum of the ω- and λ-energy of any non-constant J -holomorphic surface is pos-
itive, any such surface has at least one positive puncture. Furthermore, a bound on the
action of the positive punctures of a J -holomorphic surface automatically gives an en-
ergy bound. Applying Subsection 11.3 of [3] we get the following result.
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Lemma B.4. The moduli spaceM of J -holomorphic disks in an exact cobordism (X,L)
with positive punctures at Reeb chords c1, . . . , cl has a natural compactification consist-
ing of several-level simple J -holomorphic surfaces joined at Reeb chords or at Reeb
orbits. ut

Remark B.5. The results in this section can be generalized to some cases when X does
not have compact ends. We discuss one such case important for applications to Legendrian
isotopy problems. Let M be a smooth manifold and let J 1(M) be its 1-jet space with a
contact form λ which agrees with its standard contact form outside a compact set (see
e.g. [7]). Let 3+ and 3− be closed Legendrian submanifolds of J 1(M). Consider the
symplectization J 1(M)× R and its exact Lagrangian submanifolds L+ = 3+ × [1,∞)
and L− = 3− × (−∞,−1]. Let K ′ be a compact subset of J 1(M) containing 3+ ∪3−

and the region where λ is not equal to the standard contact form. Let K be a compact
subset of J 1(M)× R of the form K = K ′ × [−T , T ], T > 1. We say that (J 1(M)× R,
L+ ∪ L−)−K is a closed end.

We say that an exact cobordism (X,L) has tame ends if there is a compact subsect C
ofX such that the connected components of (X,L)−C are either standard ends (Y×R±,
3× R±) for a compact contact manifold Y with a Legendrian submanifold 3, or closed
ends. All the results in this section hold for exact cobordisms with tame ends. To see that,
note that by monotonicity of the area of J -holomorphic disks, an energy bound on the disk
implies that the parts of the disk which map into a closed end (J 1(M)×R, L+∪L−)−K
must have projection into J 1(M) which stays in some compact set K ′′ ⊂ J 1(M) such
that 3+ ∪ 3− ⊂ K ′′ and such that the region where the contact form is non-standard is
contained in K ′′. (The size of K ′′ depends on the energy bound.)

We define a (±∞)-boundary of an exact cobordism (X,L)with tame ends to be either
(Y,3) for one of the usual ends (Y×R±,3×R±) of (X,L), or (J 1(M),3±), for closed
ends (J 1(M)×[T ,∞),3+×[T ,∞)) or (J 1(M)×(−∞, T ],3−×(−∞, T ]) of (X,L).

B.2. Good ends

With the results in Subsection B.1 established, we are ready to state the technical condi-
tion we impose on the ends of our exact cobordisms. The two main consequences of this
technical condition are that it allows us to work with Z2-coefficients and that it guaran-
tees that there is no input from the contact homology of the (±∞)-boundary (see Remark
B.7).

Let (X,L) be an exact cobordism with tame ends. A contact form λ+ on a contact
manifold Y+ in the (+∞)-boundary of X is good if the following condition holds. For
any Reeb orbit γ+ in Y+ which is contractible in X, the formal dimension dim(M(γ+))

of any moduli space M(γ+) of 1-punctured J -holomorphic spheres in X with positive
puncture at γ+ satisfies dim(M(γ+)) ≥ 2. A contact form λ− on a contact manifold Y−

in the (−∞)-boundary of X is good if the following condition holds. For any Reeb orbit
γ− in Y− which is contractible in Y−, the formal dimension dim(M(γ−)) of any moduli
spaceM(γ−) of 1-punctured J -holomorphic spheres with positive puncture at γ− in the
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symplectization Y− × R satisfies dim(M(γ−)) ≥ 2. If Y is a contact manifold with a
contact form λ we say that λ is good if the symplectization Y × R has good ends.

We note that an end of an exact cobordism is good if the corresponding (±∞)-
boundary is a sphere of any dimension endowed with a contact form which is sufficiently
close to the standard contact form (see [1, 15]). Also, an end is good if the corresponding
(±∞)-boundary is a 1-jet space with its standard contact form: in this case there are no
closed Reeb orbits at all. For general closed contact manifolds, monotonicity conditions
which guarantee that the index contribution of a Reeb chord is (roughly) proportional to
its action can be used to show that a contact form is good.

Lemma B.6. Let M be a moduli space of admissible J -holomorphic disks of bounded
energy and without interior punctures in an exact cobordism (X,L), where J is a generic
almost complex structure. Assume that the formal dimension of M is ≤ 1 (≤ 2 in trivial
cobordisms) and that (X,L) has good ends. Then the compactification of M consists of
many-level curves, where each level has only admissible disks without interior punctures.
It follows in particular that the boundary of a moduli space of admissible disks of dimen-
sion 1 consists of broken curves of two levels: admissible disks of dimension 0 in (X,L)
and one admissible disk of dimension 1 in the symplectization of a (±∞)-boundary.

Proof. Lemma B.4 implies that M has a compactification with boundary consisting of
broken curves. Define an admissible disk with interior punctures exactly as an admissible
disk but allowing its domain to have interior punctures. Note that no two positive bound-
ary punctures of an admissible disk (with interior punctures) can be asymptotic to the
same Reeb chord (see the proof of Lemma 2.8). Transversality for such disks can thus
be achieved by perturbing near a positive boundary puncture as in [10, 12] and it follows
that for generic J , any admissible J -holomorphic disk (with interior punctures) in (X,L)
(in (Y± × R,3± × R)) has dimension ≥ 0 (has dimension ≥ 1 unless it is a Reeb chord
strip).

Consider a broken curve in the boundary of M. Our assumption on good ends rules
out the possibility that one piece of this broken curve is a sphere with one puncture: any
such curve has dimension at least 2 and other pieces have dimensions at least 0 (at least 1
in a symplectization).

Using the dimension bound, we find that remaining possibilities for breaking is either
as a 1-dimensional disk in some end and 0-dimensional components in the cobordism
joined at punctures, or as a boundary bubbling, breaking into two disk families of dimen-
sions d1 and d2, where d1+ d2+ 2 = n, n = dim(L). However, as the disk is admissible,
interior bubbling is ruled out: one of the disks which results from the boundary bubbling
would not have a positive puncture by the definition of admissibility. Thus, the latter case
does not appear. In the former case, it follows from Lemma 2.5 that all factors in the bro-
ken disk are admissible. ut

Remark B.7. In order to extend the theory described in the current paper to exact cobor-
disms (X,L) with tame ends which are not good, also disks with interior punctures must
be taken into account. This requires multi-valued perturbations and Q-coefficients. In
contact homology, similar mixed theories are important in the description of the effect of
surgery (see [2]).
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B.3. Initial transversality for 1-parameter families

Consider a 1-parameter family of exact cobordisms (Xs, Ls), 0 ≤ s ≤ 1, with (±∞)-
boundary (Y±,3±) and with good ends, which is constant near its ends.

Lemma B.8. For generic 1-parameter families Js of adjusted almost complex structures
the following holds. For all s, the moduli space of admissible Js-holomorphic disks (with
interior punctures) in (Xs, Ls) of formal dimension< −1 (< 0 if the cobordism is trivial)
is empty. There are a finite number of isolated instances 0 < s1 < · · · < sn < 1 where the
moduli spaces of admissible Js-holomorphic disks (with interior punctures) in (Xs, Ls) of
formal dimension −1 (0 if the cobordism is trivial) are non-empty. At each such instance
the moduli space contains exactly one disk which is a transversely cut out 0-dimensional
component of the parameterized moduli space.

If {ujs(j)}
∞

j=1 is a sequence of admissible Js(j)-holomorphic disks in (Xs(j), Ls(j))

without interior punctures such that each ujs(j) has formal dimension 0 and if ujs(j) con-
verges to a broken curve us in (Xs, Ls), then every factor of us is an admissible disk
without interior punctures.

Proof. As in Lemma B.6, we see that, for generic Js , (parameterized) moduli spaces of
admissible disks with interior punctures are transversely cut out. This implies the first
statement of the lemma. To see that the second statement holds, note that for each factor
of us which is a disk v, in (Xs, Ls) or in (Y± × R,3± × R), with r interior punctures,
there are r 1-punctured spheres in X or in Y− × R which are attached to v at its interior
punctures. The good end assumption implies that such a configuration contributes at least
dim(v)+ 2r ≥ 2r − 1 to the formal dimension of us . It follows that r = 0. ut

Remaining parts of this section are devoted to explaining how the moduli space of ad-
missible Js-holomorphic disks in (Xs, Ls) varies with s. More precisely, we will describe
how the count of such disks, or, in the terminology of Subsection 3.3, the potential vector
fs of (Xs, Ls) depends on s. First observe that ordinary Morse modifications of the 0-
dimensional moduli space (when s passes a maximum or minimum of the 1-dimensional
parameterized moduli space) do not alter the modulo 2 count of rigid Js-holomorphic
disks in the cobordism. Thus, to understand how the count changes in a 1-parameter fam-
ily, it suffices to understand how it changes at a moment where an admissible (−1)-disk
without interior punctures and with properties as in Lemma B.8 is passed (such a mo-
ment will be called a (−1)-disk moment). We therefore specialize further and consider a
1-parameter family (Xs, Ls) with only one (−1)-disk moment, at s = 1/2. We denote the
(−1)-disk by k̂. Moreover, for convenience we will move only the complex structure and
keep the Lagrangian submanifold Ls fixed: if 8s : X → X is the symplectomorphism
moving L and if Js is the almost complex structure then, defining Ĵs = d8−1

s ◦ Js ◦ d8s ,
it is easy to see that composition with 8−1

s takes Js-holomorphic curves with boundary
on Ls to Ĵs-holomorphic curves with boundary on L0.

We will describe how the moduli space of rigid admissible disks at s = 0 differs from
the corresponding space at s = 1. If the (−1)-disk k̂ is mixed then (see Lemma 2.8), any
broken admissible disk has at most one k̂-component. Because of that, it is straightforward
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to describe the change in the moduli space in the case when k̂ is mixed (see Subsection
B.5). In contrast to the mixed case, when the (−1)-disk k̂ is pure, it may be used several
times to build new rigid admissible disks. This creates certain transversality problems. To
control what happens algebraically one must use more elaborate perturbations. Perturba-
tion schemes to handle similar situations have been introduced by Fukaya, Oh, Ohta, and
Ono [17] and by Hofer, Wysocki, and Zehnder [20]. We follow the latter set of authors
and use their polyfold language. The perturbation scheme involves perturbations of the
complex structure near the original moduli space of Js-holomorphic disks. We will use
the term “holomorphic disk” to denote a disk which is a solution of the possibly perturbed
equation.

B.4. M-polyfold structure and M-polyfold bundles

Let (X,L) be an exact cobordism with good ends. In this section we will briefly dis-
cuss how to incorporate the analysis of admissible holomorphic disks in (X,L) into the
language of M-polyfolds (see [19, Section 1.2]). Intuitively, the M-polyfold X we will
make use of is a mapping space which is a “complete” configuration space for admissible
holomorphic disks in the following sense. The elements in this space are several-level
maps of punctured disks1 into (X,L) and into its ends (Y±×R,3±×R) which match
at Reeb chords. That is, each level is a collection of maps u : (1, ∂1) → (X,L) or
v : (1, ∂1) → (Y± × R,3± × R) which are asymptotic to Reeb chord disks at their
punctures and where punctures at one level match those at the next so that by joining the
disks at these punctures we obtain an admissible formal disk. In particular, a neighbor-
hood of a broken map of several levels contains the unbroken map obtained by gluing
the broken map at Reeb chords in some natural way. Over the M-polyfold X there is
an M-polyfold bundle (see [19, Section 1.2.4]) Y and the ∂̄J -operator gives a Fredholm
section (see [19, Section 2.3]) ∂̄J : X → Y such that the moduli space of admissible
holomorphic disks is ∂̄−1

J (0), where 0 denotes the 0-section. In particular, this framework
includes a notion of transversality between the section ∂̄J (X ) and the 0-section also at
broken solutions (see [19, Section 2.4]).

We sketch how to make these notions precise in the case under study. For the sources
of the maps one may use models 1 for m-punctured disks (m ≥ 3) which are strips
in the plane of width m − 1 and with m − 2 slits of small width removed (see [7]
for a discussion of this way of parameterizing the space of conformal structures on the
punctured disk). The M-polyfold chart (see [19, Definition 1.10]) around a smooth map
u : (1, ∂1)→ (X,L), which satisfies ∂̄Ju = 0 on ∂1, is modeled on the space of vector
fields v along u, tangent to L along the boundary, and which satisfies ∇̄J v = 0 along
the boundary, where ∇ is the Levi-Civita connection of a metric in which L is totally
geodesic and for which J takes Jacobi fields along geodesics in L to Jacobi fields, and
where ∇̄J = ∇+J ◦∇ ◦ i with i the complex structure on the domain (see [11, 13]). Here
we use the nested sequence of Sobolev spaces with small positive exponential weight at
the punctures which increases with the number of derivatives starting with the maps with
two derivatives in L2. (The weights must be small compared to the complex angle of the
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tangent spaces to 3± in the contact hyperplane at the Reeb chord endpoints; see Sub-
section 3.1 and [10, 12].) Furthermore, these Sobolev spaces of vector fields should be
augmented by a 1-dimensional space of cut-off solutions supported near each puncture
and corresponding to shifts in the R-direction of the Reeb chord disk, much like in [4]
or [7]. The M-polyfold bundle Y → X consists of the corresponding Sobolev spaces of
complex anti-linear maps T1 → w∗(T X), w ∈ X . At broken disks, the splicing core
(see [19, Section 1.2.1]) is modeled on the natural gluing and anti-gluing maps, much as
in Morse theory (see [19, Theorem 1.21]), but with the following additional properties:
the subspace of the sum of cut-off solutions which contains the solutions with opposite
values at matching infinities are mapped by the gluing map to a new-born conformal vari-
ation, and the subspace of cut-off solutions which vanishes at the end of the upper disk is
mapped to a cut-off constant section by the anti-gluing map. The filler (see [19, Section
2.2]) can now be taken as the linearized ∂̄J -operator on the strip R× [0, 1] with boundary
conditions at the two tangent spaces of L at the ends of the Reeb chord and with positive
exponential weights at the infinities acting on the usual space augmented by the cut-off
solution from the anti-gluing. (This operator is an isomorphism as it should.)

In order to demonstrate that the construction sketched above gives a Fredholm section
of an M-polyfold bundle, one may build on the gluing analysis in [10, 12], and [7]. In
particular, the estimates derived there for the ∂̄J -operator on functional-analytic spaces,
with a weighted Sobolev 2-norm, augmented by cut-off solutions in combination with
the Seeley extension theorem (see [25]), and ordinary boot-strap arguments for elliptic
operators, give the required estimates on higher derivatives.

B.5. Polyfold-transversality for 1-parameter families—mixed case

Consider a 1-parameter family (Xs, Ls), 0 ≤ s ≤ 1, of exact cobordisms as in Subsection
B.3 such that there is a mixed (−1)-disk k̂ at s = 1/2. Recall the increment function
1 : V(X0, L0)→ V(X1, L1) introduced in (4.2). If f ∈ V(X,L) and if k̂ is mixed then
Lemma 2.8 implies that no admissible formal disk can have more than one k̂-factor and
consequently if k ∈ V(X,L) is the formal disk represented by k̂ then 1(f, k) simplifies
and in this case

1(f, k) = df (k) = {k→ h+}(f, f )+ {h−← k}(f, f ),

where h± are the potential vectors at the ends of (Xs, Ls).

Lemma B.9. Let (Xs, Ls), 0 ≤ s ≤ 1, be a 1-parameter family of cobordisms as above
with a mixed (−1)-disk k = k̂ at s = 1/2. Let fs ∈ V+(Xs, Ls), s = 0, 1, be the potential
vectors. Then

f1 = f0 +1(f0, k).

Proof. Consider the limit of an admissible rigid holomorphic disk in (Xs, Ls) as s →
1/2. If the limit does not contain a k-factor then the disk contributes to both f0 and f1.
Since the disk is admissible it follows from Lemma B.9 that the limit disk may contain at
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most one k-factor. Counting dimensions we find that the limit has one h±-factor, one k-
factor, and remaining factors rigid factors which do not break (i.e., the remaining factors
contribute to both f0 and f1). It follows that any disk contributing to f0 and not to f1, or
vice versa, must have the form of a disk in1(f0, k). On the other hand, a standard gluing
argument shows that any broken disk contributing to1(f0, k) indeed does also contribute
to f1 + f0. The lemma follows. ut

B.6. Polyfold-transversality for 1-parameter families—pure case

Consider a 1-parameter family (Xs, Ls), 0 ≤ s ≤ 1, as discussed in Subsection B.3
which has a pure (−1)-disk k̂ at s = 1/2. Consider a parameterized moduli space Ms

of admissible holomorphic disks with boundary on (Xs, Ls). A point in this space is a
pair (u, s) where s ∈ [0, 1] and where u is a holomorphic disk in (Xs, Ls). The non-
transversality at s = 1/2 arises as follows. Consider a broken disk with at least one
factor in (Y± × R,3± × R) and at least two k̂-factors. Consider the differential of the
(parameterized) ∂̄Js -operator at this broken disk. At each of the factors not equal to k̂,
the linearized ∂̄Js -operator is surjective already when restricted to a subspace which is
a complement of the tangent vector ∂s of the deformation. At a k̂-factor, the operator
is surjective on the full source space (i.e., ∂s is included in the source space). However,
independently of how many k̂-factors there are, there is only one tangent vector ∂s of
the deformation. Hence, at a broken disk of this type, the linearized ∂̄Js -operator has a
cokernel of dimension equal to the number of k̂-factors minus one.

General arguments using the polyfold machinery (see [19, Section 2.4] and [20, The-
orem 6.14]) show the existence of perturbations which take us out of this non-transverse
situation. In fact, the argument just given shows that after such perturbations a broken
holomorphic disk in a parameterized moduli space can contain at most one (−1)-disk
factor. For our purposes, the mere existence of a perturbation is not quite enough. In or-
der to obtain an algebraic formula for the change in potential vector, the perturbation
must be carefully designed. In particular, as we shall see, while perturbing out of the non-
transverse situation we create new (−1)-disks and the main difficulty is controlling these
new (−1)-disks. Intuitively, the perturbation consists of separating the s-coordinates of
the complex structures at the negative punctures of disks in (Y+ × R,3+ × R).

Let the piece of the exact Lagrangian submanifoldL ⊂ X to which the pure (−1)-disk
k̂ maps the boundary be denoted L̂ and let the corresponding pieces of 3± be denoted
3̂±. We say that a Reeb chord with two endpoints on L̂ is a pure L̂-chord and that a Reeb
chord with only one endpoint on L̂ is a mixed L̂-chord.

Remark B.10. The punctures of an admissible formal disk w which maps to a pure or
mixed L̂-chord are ordered in a natural way as follows.

(op) If w is a pure admissible disk then the orientation of the boundary of the disk
induces an ordering of the punctures of w as follows. The first puncture in the
order is the first puncture in the direction of the orientation of the boundary as seen
from the positive puncture; continuing in the direction of this orientation we meet
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all the other negative punctures in a certain order, and finally we meet the positive
puncture as the last one in the order.

(om) If w is a mixed admissible disk with some boundary component mapping to L̂ then
the orientation of the boundary of the disk induces an ordering as follows. At ex-
actly one puncture mapping to a mixed L̂-chord the boundary orientation points
into the boundary component mapping to L̂, this is the first puncture. Then follows
all negative punctures mapping to pure L̂-chords in the order of the boundary ori-
entation, and finally the second puncture mapping to a mixed L̂-chord where the
boundary orientation points out of the boundary component mapping to L̂.

Furthermore, once the L̂-punctures of the boundary of an admissible formal disk is or-
dered in this way, we order the remaining punctures in the order they appear as the bound-
ary of the disk is traversed in the positive direction starting at the last L̂-puncture.

Remark B.11. Note that the condition that the disk w is admissible is used in the above
construction. For example, if there were a third mixed L̂-puncture in (om) then w would
not be admissible. To see this, let p1, p2, and p3 be three mixed L̂-punctures of a disk D.
Choose notation so that, following the L̂-boundary component near p1 away from p1, we
first meet p2 and then p3. An arc connecting the L̂-boundary component near p1 to the
L̂-boundary component near p3 then either separates p1 from p2 and p3, or separates p1
and p3 from p2. In either case the disk is non-admissible.

Lemma B.12. Let w be a formal disk in (X,L) with two admissible factors v and v′

which are mixed disks with boundary components mapping to L̂. If w is admissible then
there is a unique chain of mixed disks v0, v1, . . . , vk in w, all with boundary components
mapping to L̂, which connects v and v′ (i.e., v0 = v, vk = v′ or v0 = v′, vk = v),
and which is such that the first mixed L̂ puncture of vj is connected to the last mixed
L̂-puncture of vj+1.

Proof. Straightforward from the admissibility of w (see Remark B.11). ut

We next describe how to associate a vector δe = (δe1, . . . , δ
e
q) ∈ [0, 1]q to each u ∈

M+pure(e), where M+pure(e) denotes the moduli space of pure admissible holomorphic
disks in (Y+ × R,3+ × R) with the property that the action A(c+) of the Reeb chord
c+ at the positive puncture satisfies A(c+) ≤ e, and where q is the number of negative
punctures of u. (This vector will be key in the definition of our perturbation.) The space
M+pure(e) is a compact M-polyfold. The perturbation constructed using δe suffices to
compute the change in the moduli space of disks of energy below e. As we shall see,
the change in a low energy moduli space is independent of the cut-off energy e used to
compute it.

Since each Reeb chord c of L̂ satisfies A(c) > A0 > 0 and since the ω-energy of
any holomorphic disk is non-negative, we find that there is N > 0 such that no disk
in M+pure(e) has more than N negative punctures. We let σ e : M+pure(e) → [0, 1] be a
function such that σ e(u) depends only on the (+)-action A+(u) of u, and such that if
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u, v ∈M+pure(e) and A+(v) < A+(u) then

10Nσ e(v) <
1

10N
σ e(u). (B.4)

Using a function R → R of sufficiently rapid growth and scaling, it is easy to construct
σ e with this property which takes values in an arbitrarily small half-interval around 0. We
will think of the values of σ e as very small.

To describe the vector δe we first fix a small neighborhood of all broken disks in
M+pure(e). For u outside this neighborhood we let

δe(u) = σ e(u)(q − 1, q − 2, . . . , 1, 0),

where we think of the j th component of the vector as belonging to the j th negative punc-
ture of u (in the order described in (op)). Consider next a pure broken admissible disk
v = (u1, . . . , uk) of several levels such that the vector δe(uj ) is defined for each j . Note
that v has the structure of a tree, where vertices correspond to its factors and edges to
glued punctures. Let U1 = u1 be the factor of the positive puncture of v. At a negative
puncture p of U1 which is the r th negative puncture of u1, we define δ̃ep(U1) = δer (u1).
We proceed by induction: assume that δ̃ep(Uj ) has been defined at all negative punctures p
of the subdisk Uj of v. Let Uj+1 be the subdisk of v consisting of Uj and all factors uk at-
tached to Uj . At any negative puncture p of Uj+1 which is also a negative puncture of Uj
let δ̃ep(Uj+1) = δ̃

e
p(Uj ). At a negative puncture p of Uj+1 which is the r th negative punc-

ture of some factor uk attached to Uj at the puncture P let δ̃ep(Uj+1) = δ̃
e
P (Uj )+ δ

e
r (uk).

Fix k such that Uk = v. If p is the r th puncture of v, define δer (v) = δ̃
e
p(Uk). Thus,

this inductive construction gives a vector

δe(v) = (δe1(v), . . . , δ
e
q(v)),

which, because of (B.4), satisfies

δej (v) > δej+1(v) for all j . (B.5)

Consequently, we can extend the vector δe smoothly over all of M+pure(e) so that (B.5)
holds for all v ∈M+pure(e).

With the vector δe defined we are in a position to describe our initial perturbation for
pure disks in (X,L). This perturbation is defined in polyfold charts near the moduli space
Mpure(X,L; e) of pure admissible holomorphic disks in (X,L) of ω-energy at most e as
follows. Consider a broken disk with a factor u near M+pure(e) and with several factors v
of broken disks mapping into (X,L) and (Y−×R,3−×R). We perturb the ∂̄Js -equation
so that the s-coordinate of Js , at a disk v attached to the j th negative puncture of u, in the
operator ∂̄Js , equals s′ = s0 + δej (u), where s0 is the s-coordinate of the positive puncture
of u, and where δej (u) is the component of the vector δe corresponding to the j th negative
puncture of u. The new perturbed operator is then extended over a neighborhood of the
whole parameterized moduli space. In order to make the new operator surjective we must
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use an additional perturbation which can be chosen arbitrarily small. More importantly,
the main perturbation we use may create new (−1)-disks. We study this more closely.

We start with an intuitive explanation of this phenomenon. Consider a disk h+ ∈
M+pure(e) of dimension 1, with two negative punctures q1 and q2 where the complex
structures are separated in s, s(q1) < s(q2). If we change the perturbation smoothly so
that at the end of the change s(q1) > s(q2) then there is some moment where s(q1) =

s(q2). At this moment we can form a new (−1)-disk by gluing two copies of k̂ to h+, at
q1 and q2 when the s-parameter passes 0. Before we introduce the perturbation described
above, all negative punctures of all disks inM+pure(e) have the same s-coordinate. Hence,
we perturb from a very degenerate position and must expect to find many new (−1)-disks.

In order to control the new (−1)-disks which our perturbation gives rise to, we con-
sider first the disk u ∈ M+pure(e) with the smallest action Reeb chord at its positive
puncture. Since no other disk in M+pure(e) can be glued to this disk, the only way that
it can give rise to new (−1)-disks is when k̂-factors and disks in the cobordism are at-
tached to it. Letting the complex structures of the various k̂-factors be independent we
can perform this gluing. (Formally, we multiply the standard polyfold with one copy of
R for each k̂-factor. The differential at the broken curve is now surjective and we may
use standard arguments to glue.) The dimension of the glued moduli space equals the
sum of the dimensions of its factors, and the number of R-factors. In particular, if the
dimension of the bare disk (without R-factors counted) should equal −1 we find that the
number d of k̂-factors is 1 larger than the sum of the dimensions of non-k̂-factors, and the
standard gluing argument shows that the glued (−1)-disks form a manifold with bound-
ary with corners which project to a hypersurface in the d-dimensional space of complex
structures near the ends (see Figure 14). We can now read off the disks that we meet: the

s

s
2

1

Fig. 14. Intersection between the hypersurface of (−1)-disks and the path of perturbed complex
structures.

path of complex structures the original 1-parameter family follows is s 7→ (s, . . . , s), the
perturbed 1-parameter family corresponds to s 7→ (s + δej1

(u), . . . , s + δejd
(u)), where
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j1 < · · · < jd . Perturbing it slightly it intersects the hypersurface of (−1)-disks in a
finite number of points at distance ≥ cσ e(u) and ≤ Cσ e(u) from 0 for some constants
c ≤ C. We then bring the 1-parameter family back to the initial 1-parameter family. The
result is thus a finite number of new (−1)-disks with complex structures at their positive
punctures distinct and in a Cσ e(u)-neighborhood of 0. We continue in this way with the
disk u2 with the Reeb chord of second smallest action, gluing the original (−1)-disk and
all (−1)-disks which were constructed in the previous step. The result is a finite number
of new (−1)-disks with positive punctures separated by Cσ e(u2), where σ e(u2) is the
separation of the negative punctures for the second smallest Reeb chord. We continue in
this way until we have passed through all Reeb chords of action ≤ e.

A similar argument shows that after small perturbation there are no disks of formal
dimension ≤ −2 along our path: such disks correspond to a submanifold of Rd of codi-
mension at least 2 and after arbitrarily small perturbation, our path does not intersect a
codimension 2 submanifold.

Note the following important feature of the perturbation: no (−1)-disk constructed
in step r can be glued to any negative puncture of a M+pure(e)-disk used in step s, if
s < r . This follows since the Reeb chord at the positive puncture of the step r (−1)-
disk has larger action than the Reeb chord at the positive puncture of the M+pure(e)-disk
in step s which in turn has larger action than any of its negative puncture Reeb chords.
As mentioned above, the perturbation size grows rapidly with Reeb chord length and we
can depict the location of the positive punctures of the new-born Reeb chord disks as in
Figure 15.

Fig. 15. Locations of positive punctures of new (−1)-disks after the first steps of the construction.

In order to finish the construction of the perturbation we must consider also mixed
disks with some boundary component mapping to L̂. The construction is similar to the
one just discussed. Note that any mixed admissible disk in (Y+×R,3+×R) has exactly
two mixed 3̂+-punctures and that all pure 3̂+-punctures lie between these. We use a per-
turbation near mixed disks with some boundary component mapping to 3̂+×R much like
the one described above for pure disks but which separates the punctures in mixed disks
by an amount much larger than the separation between the punctures of pure disks. The
first 3̂+-puncture will have the largest s-coordinate, the last and all non-3̂+-punctures
the smallest. It follows from Lemma B.12 that such a perturbation can be extended to a
neighborhood of the moduli space. We must control the new (−1)-disks that the perturba-
tion gives rise to. Arguing as above we find that each perturbed moduli space component
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together with (−1)-disks from earlier steps gives a hypersurface in the space of complex
structures and that the intersection points of the shifted diagonal line with this hyper-
surface determine the new (−1)-disks in the perturbed 1-parameter family. At this point
we use an auxiliary perturbation which moves the intersections into the region where the
complex structure of the first puncture lies well inside the region {s > 0} and the complex
structure of the last puncture lies well inside {s < 0}. (Here “well inside” refers to a big
amount compared to earlier perturbations.) This can be obtained by pushing the hypersur-
face of (−1)-disks locally along the chosen path (and changing the differential equation
accordingly); see Figure 16. Thus, all newly created (−1)-disks have their first puncture
to the far right of 0 and their last to the far left of 0. As above, the construction is inductive
and we consider next the moduli space of mixed disks of the next action. Note that only
one other mixed (−1)-disk can be glued to such a disk if it is to be admissible and that
the structure of first/last punctures is preserved: first punctures stay to the right of 0 and
last punctures to the left.

s

s
2

1

Fig. 16. The result of pushing the hypersurface of (−1)-disks.

To conclude, we have found a perturbation of the ∂̄Js -equation by ordering the punc-
tures of disks in (Y+×R,3+×R) in the deformation parameter s according to the order
induced by the orientation of the boundary of the disk as explained in (op) and (om).
In this way we created new (−1)-disks: all (−1)-disks in previous steps give rise to new
(−1)-disks in later steps. However, the complex structures at the positive and at the mixed
punctures of the new (−1)-disks are separated in s.

Remark B.13. All new admissible (−1)-disks which arise in the above perturbation
scheme have some boundary component mapping to L̂. To see this we note that this holds
true for the disk k̂ and assume inductively that it holds true for all (−1)-disks arising af-
ter r steps in the perturbation scheme. Since the (−1)-disks which arise in the (r + 1)th

step contain at least one (−1)-disk that arose in some previous step it follows that all
(−1)-disks which arise have some boundary component mapping to L̂.
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Lemma B.14. The parameterized moduli spaces of admissible holomorphic disks in
(Xs, Ls) of dimensions ≤ 1 for the perturbation described above are transversally
cut out.

Proof. The fact that no broken admissible disk can have two copies of the same mixed
(−1)-disk follows as before. A mixed disk in (Y− × R,3− × R) cannot glue to two
mixed (−1)-disks since its first and last punctures have complex structure at the same s-
coordinate. Any disk in (Y− ×R,3− ×R) which is attached to a pure (−1)-disk cannot
be attached to any other disk since its positive puncture is pure. We show that no disk in
(Y+ × R,3+ × R) has two negative punctures attached to (−1)-disks. If the disk u is
pure then the (−1)-disks which could be glued to it have Reeb chords of smaller action
than A+(u). Hence on the scale of the s-separation of the negative punctures of u the
complex structures at the positive punctures of the (−1)-disks which could be glued are
at approximately the same s-value. The same holds for pure punctures of a mixed disk u.
Hence, the s-value of at most one pure negative puncture of v at a time matches some
(−1)-disk. If one of the two negative L̂-punctures of u is mixed (first or last), the fact that
it matches the mixed puncture (last or first) of a mixed (−1)-disk implies that all its pure
negative L̂-punctures and the second mixed L̂-puncture are outside the region where the
pure (−1)-disks have their positive punctures. We conclude that any broken disk has at
most one (−1)-disk factor and it is easy to see that this implies that the linearized operator
is surjective. ut

Recall the increment function 1 : V(X0, L0) → V(X1, L1) introduced in (4.2). Let
k ∈ V+(X,L) denote the vector obtained by counting all (−1)-disks that appear in the
construction of the perturbation. (Looking at intersections between the perturbed path and
the hypersurface of (−1)-disks (see Figure 14), it is straightforward to check that the part
of the vector k of ω-energy ≤ e0 is independent of the cut-off ω-energy level e > e0 used
to construct the perturbation for all sufficiently small perturbations.)

Lemma B.15. The potential vectors fs ∈ V+(Xs, Ls), s = 0, 1, are related as follows:

f1 = f0 +1(f0, k).

Proof. Consider the contribution to f0 and f1 from disks below some fixed ω-energy
level. From Lemma B.14 we know that the parameterized moduli space of holomorphic
disks of dimension 0 (parameterized dimension 1) is a compact 1-manifold. We check
that f1 + f0 +1(f0, k) counts the points in its boundary.

Consider first gluing of a disk h+ of dimension 1 in (Y+×R,3+×R) to a (−1)-disk.
If the h+-factor is pure then on the scale of the s-separation of its negative punctures, the
k-factors which can be glued to h+ have complex structures at their positive punctures
which all lie very close to each other and very close to 0. Thus, we can glue only one such
k-factor at a time. Furthermore, the negative punctures of the h+-factor before an attached
k-factor lie in the region where moduli spaces of rigid disks with positive punctures at
Reeb chords of action less than the action of the positive Reeb chord of h+ have already
changed, whereas the punctures after the attached k-factor lie in the region where this has
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not yet happened. A mixed h+-factor which is glued to a (−1)-disk at a pure puncture
has the properties just mentioned. If its first puncture hits a (−1)-disk then only rigid
disks which have not yet changed can be glued to its other negative punctures. If its last
puncture hits a (−1)-disk then only rigid disks which have already changed can be glued
to other punctures.

Finally, we consider a 1-dimensional disk h− in (Y− × R,3− × R). For pure h−

there is nothing to prove, they can join to only one k-factor. For mixed h− glued at its first
(last) puncture to a k-factor, only rigid disks which have not (have) changed can be glued
at other punctures.

It is straightforward to see that the description given here of the part of the boundary
of the parameterized moduli space which does not come from f0 + f1 equals the vector
1(f0, k) constructed in (4.2). ut
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