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Abstract. We prove the convergence at a large scale of a non-local first order equation to an
anisotropic mean curvature motion. The equation is an eikonal-type equation with a velocity de-
pending in a non-local way on the solution itself, which arises in the theory of dislocation dynamics.
We show that if an anisotropic mean curvature motion is approximated by equations of this type
then it is always of variational type, whereas the converse is true only in dimension two.
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1. Introduction

1.1. Physical motivation

In this paper, we study the asymptotic behaviour of an equation modelling dislocation
dynamics. More precisely, we show that, at a large scale, dislocation dynamics is given
by a mean curvature motion (we refer to Subsection 1.3 for the exact setting of the result).
Dislocations are line defects in crystals whose typical length in metallic alloys is of the
order of 10−6 m and thickness of the order of 10−9 m. The concept of dislocations in
crystals was put forward in the XXth century, as the main microscopic explanation of
the macroscopic plastic behaviour of metallic crystals (see the physical monograph of
Hirth and Lothe [31]). Since the beginning of the 90’s, the research field of dislocations is
enjoying a new development, in particular thanks to the power of computers which allows
simulations with a large number of dislocations.

Recently Rodney, Le Bouar and Finel introduced in [37] a new model called the phase
field model of dislocation. In this model, the dislocation line in the crystal moves in its
slip plane with a normal velocity which is proportional to the Peach–Koeller force acting
on this line. In the case where there is no exterior stress, this force is simply the self-force
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created by the elastic field generated by the dislocation line itself. In [5], [4], Alvarez,
Hoch, Le Bouar and Monneau proposed to rewrite this model as a non-local Hamilton–
Jacobi equation. Using viscosity solutions (we refer to the monographs of Barles [7] and
Bardi and Capuzzo-Dolcetta [6] and to the paper of Crandall, Ishii and Lions [21] for a
good introduction to this theory), Alvarez et al. [5], [4] proved a short time existence and
uniqueness result. Then Alvarez, Cardaliaguet and Monneau [1] and Barles and Ley [10]
proved a long time result under certain assumptions. We also refer to Forcadel [27] for a
uniqueness and existence result for dislocation dynamics with a mean curvature term. This
equation was also numerically studied by Alvarez, Carlini, Monneau and Rouy [2], [3].

Mathematically, a dislocation line is represented by the boundary of a bounded do-
main � ⊂ R2 which moves with normal speed given by

Vn = c0 ? ρ

where the kernel c0 = c0(x) depends only on the space variables, ? denotes convolution
in space and ρ is the characteristic function of the set �, i.e.

ρ(x) =

{
1 if x ∈ �,
0 if x 6∈ �.

In this paper, we consider a simplification of the model proposed by Alvarez et al.
[5], [4]. We assume that the negative part of the kernel c0 is concentrated at one point,
i.e., c0 = c0 − (

∫
R2 c0)δ0 where c0 is now a positive kernel. Because of the formal

half contribution of the Dirac mass to c0 ? ρ on the dislocation line ∂�, we can rewrite
(formally on the dislocation line)

Vn = c0 ? ρ −
1
2

∫
R2
c0.

For this model, we will be able to prove, in the framework of the Slepčev level set for-
mulation (see [39]), a long time existence and uniqueness result for the solution of this
equation (see Section 2).

Physically, the kernel c0 is assumed to behave like 1/|x|3 at infinity. We refer to
Section 4.1 for more details and note that the decay of our kernel fails to satisfy the
natural integrability condition (1.10). For this reason, we can rescale the characteristic
function ρ, defining

ρε(x, t) = ρ

(
x

ε
,

t

ε2|ln ε|

)
.

This is almost the parabolic scaling. Here the presence of the logarithm is a well-known
factor in physics (see for instance Barnet Gavazza [14], Brown [18] or Hirth and Lothe
[31]). We then show that at a large scale (i.e. ε→ 0), the normal speed of the dislocation
line associated to ρε is given by anisotropic mean curvature of the line. More precisely, we
show that the solution of the non-local Hamilton–Jacobi equation modelling dislocation
dynamics converges, at a large scale, to the solution of a mean curvature motion. We also
study the link between the energy of dislocations and the energy associated to the mean
curvature motion, and we prove a formal convergence of the energies. We show that the
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mean curvature motion we can approach with this type of non-local eikonal equations is
always of variational type. Finally, we show that in the two-dimensional case, essentially
all mean curvature motions of variational type can be approximated, which is not true in
higher dimensions.

This result is very natural for dislocation dynamics. Indeed, in many references in
physics, the authors describe dislocation dynamics by line tension terms deriving from
an energy associated to the dislocation line. See for instance Brown [18] and Barnet and
Gavazza [14] for physical references, and Garroni and Müller [29], [28] for a variational
approach. As far as we know, our result is the first rigorous proof for the convergence of
dislocation dynamics to mean curvature motion.

Similar results have already been proved for general kernels in relation with the
Merriman–Bence–Osher algorithm for computing mean curvature motion [36]. We re-
fer to Barles and Georgelin [9], Evans [25], Ishii [33] and Ishii, Pires and Souganidis [34]
for results of this kind. We also refer to Souganidis [40] for an example where the kernels
are fractional laplacian. Nevertheless, our kernel does not satisfy the assumptions of these
papers. We refer to Subsection 4.1 for a comparison with other related works. Moreover,
we show in Section 7 that the limit mean curvature motion obtained by convolution is of
variational type.

1.2. Mathematical setting of the problem

Given a function g defined on the unit sphere Sn−1 of Rn with

g ∈ C0(Sn−1), g(−θ) = g(θ) ≥ 0, ∀θ ∈ Sn−1, (1.1)

we consider kernels c0 ∈ L
∞(Rn) satisfying c0(x) =

1
|x|n+1 g

(
x

|x|

)
if |x| ≥ 1,

c0(−x) = c0(x) ≥ 0, ∀x ∈ Rn.
(1.2)

We want to see what happens for large dislocation, i.e., at a large scale. Up to a change of
variable, this is equivalent to concentrating the kernel. Since c0 behaves like 1/|x|n+1 at
infinity (see (1.2)), the “natural scaling” is then the following one for 0 < ε < 1:

cε0(x) =
1

εn+1|ln ε|
c0

(
x

ε

)
. (1.3)

The presence of the logarithm comes out naturally in the proofs (see Subsection 4.1) but
it is also expected from a physical point of view.

We will use the level set formulation in the sense that the dislocation line (here in any
dimension n ≥ 1) is represented by any level set of a continuous function uε, solving the
following equation (in the sense of Definition 2.1):uεt (x, t) =

(
(cε0 ? 1{uε(·,t)>uε(x,t)})(x)−

1
2

∫
Rn
cε0

)
|Duε(x, t)| in Rn × (0, T ),

uε(·, 0) = u0(·) in Rn,
(1.4)
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whereDuε indicates the gradient of uε with respect to the space variables, the convolution
is done in space only and 1A is the characteristic function of the set A. Here, we consider
the simultaneous evolutions of all the level sets of the function uε. This approach has been
introduced by Slepčev [39] (see also Da Lio, Kim and Slepčev [23]).

We will prove that the unique viscosity solution of (1.4) converges to the unique so-
lution of a mean curvature type equation.

1.3. Main results

We denote by C1,1/2
x,t (Rn × [0, T ]) the set of continuous functions satisfying a Lipschitz

condition in x and a Hölder condition in t of exponent 1/2, and by Lip(Rn) the set of
Lipschitz continuous functions.

Theorem 1.1 (Existence, uniqueness and regularity for the ε-problem). Let n ≥ 1.
Assume that u0 ∈ Lip(Rn) and c0 ∈ W

1,1(Rn). Then for all ε ∈ (0, 1), there exists
a unique viscosity solution uε of (1.4) in the sense of Definition 2.1. Moreover, uε is
C

1,1/2
x,t (Rn × [0, T ]) uniformly in ε for ε ∈ (0, 1/2). Namely, we have the following

estimates for ε ∈ (0, 1/2):

|Duε(·, t)|L∞(Rn) ≤ |Du0|L∞(Rn), ∀t ≥ 0,

and

|uε(x, t + h)− uε(x, t)| ≤ C|Du0|L∞(Rn)
√
h, ∀x ∈ Rn, t ≥ 0, h ∈ [0, 1],

where the constant C depends only on n and supRn c0.

We are interested in the limit problem satisfied by the limit u0 of uε as ε goes to zero. For
this purpose, we consider the following problem:{

u0
t (x, t)+ F(D

2u0,Du0) = 0 in Rn × (0, T ),
u0(·, 0) = u0(·) in Rn,

(1.5)

with

F(M,p) = − trace
(
M · A

(
p

|p|

))
(1.6)

with

A

(
p

|p|

)
=

∫
θ∈Sn−2=Sn−1∩{〈x,p/|p|〉=0}

(
1
2
g(θ)θ ⊗ θ

)
dθ. (1.7)

Hereafter M · A and 〈·, ·〉 denote respectively the product of the two matrices and the
usual scalar product.

Remark 1.2. In particular, F is geometric (see Barles, Soner and Souganidis [12]), be-
cause M 7→ F(M,p) is linear and

F(M,p) = F

((
Id−

p

|p|
⊗

p

|p|

)
·M,

p

|p|

)
.
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Remark 1.3. In the particular case where g ≡ 1, we get

A =
|Sn−2

|

2(n− 1)
Id{〈x,p〉=0}

where |Sn−2
| is the Lebesgue measure of Sn−2, and then

F(M,p) =
−|Sn−2

|

2(n− 1)
trace

((
Id−

p

|p|
⊗

p

|p|

)
·M

)
.

We recover the classical mean curvature motion up to the factor |Sn−2
|/2(n− 1).

We prove the following result:

Theorem 1.4 (Convergence of dislocation dynamics to mean curvature motion). Let
n ≥ 1. Given u0 ∈ Lip(Rn) and c0 ∈ W

1,1(Rn), we consider the solution uε of problem
(1.4) with the kernel cε0 defined in (1.1)–(1.3). Then the solution uε converges locally uni-
formly on compact sets in Rn × [0,∞) to the unique viscosity solution u0 of (1.5)–(1.7).

Remark 1.5. This result also suggests a natural scheme to compute the mean curvature
motion numerically. This is the subject of a paper in preparation [22].

From expression (1.6)–(1.7) it is not clear if the anisotropic mean curvature motion
(1.5) is of a variational type or not. Theorem 1.7 below will show that this mean curvature
motion is indeed of variational type. Before stating it, we need the following definition:

Definition 1.6. Let g ∈ C0(Rn \ {0}) satisfy g(λp) = g(p)/|λ|n+1 for all λ ∈ R \ {0}
and p ∈ Rn \ {0}. We then associate to g a tempered distribution Lg defined by

〈Lg, ϕ〉 =

∫
Rn
dx g(x)(ϕ(x)− ϕ(0)− x ·Dϕ(0) 1B1(0)(x))

for ϕ ∈ S(Rn), where S(Rn) is the Schwartz space of test functions, and B1(0) denotes
the unit ball centred at zero.

We define the Fourier transform of ϕ ∈ S(Rn) as

F(ϕ)(ξ) =
∫

Rn
dx ϕ(x)e−iξ ·x .

We have the following theorem:

Theorem 1.7 (Variational origin of the anisotropic mean curvature motion). Let n
≥ 2. Let g ∈ C0(Rn \ {0}) satisfy g(λp) = g(p)/|λ|n+1 for all λ ∈ R \ {0} and p ∈
Rn \ {0}. Then∫

Sn−1∩{〈x,p/|p|〉=0}

1
2
g(θ)θ ⊗ θ dθ = D2G

(
p

|p|

)
with G := −

1
2π
F(Lg) (1.8)
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where F(Lg) is the Fourier transform of Lg . Moreover G(λp) = |λ|G(p) for all λ ∈
R \ {0} and p ∈ Rn and, with A defined in (1.7), if u0

∈ C2(Rn) with |Du0
| 6= 0, then

1
|Du0|

trace
(
A

(
Du0

|Du0|

)
·D2u0

)
= div

(
∇G

(
Du0

|Du0|

))
, (1.9)

which means that the mean curvature motion derives from the energy
∫
G(Du0).

Moreover, if g ≥ 0, then G is convex.
The converse is true in the two-dimensional case: if G ∈ C0(R2) ∩ C2(R2

\ {0}) is
convex and satisfies G(λp) = |λ|G(p) for all λ ∈ R \ {0} and p ∈ R2, then there exists
a non-negative function g such that Lg = −(2π)N−1F(G).

A different non-local equation for a mean field model describing a spin flip dynamics has
been studied by De Masi, Orlandi, Presutti and Triolo [24], Katsoulakis and Souganidis
[35] and Barles, Souganidis [13]. In [15], Bellettini, Buttà and Presutti have proved that
the limit dynamics is related to the Hessian of an energy.

Proposition 1.8 (Counter-example). The converse of Theorem 1.7 is false in dimension
n ≥ 3, i.e., there exists g which changes its sign such that A(p) = D2G(p) ≥ 0.

Remark 1.9. If g is a positive measure, we can formally approximate crystalline curva-
ture by our non-local eikonal equation.

Remark 1.10. Physically, only F(Lg) is known. We see that formula (1.8) allows one to
compute g easily in dimension n = 2 and then to check that g ≥ 0 or not. See Hirth and
Lothe [31, Chapter 13-8] for an example where g is not non-negative, and Head [30] for
examples in cubic elasticity.

In the simplest case of applications for dislocation dynamics, the crystal is described
by isotropic elasticity (see [31]). When the Burgers vector is along the x1 direction, we
have

G(p) =
p2

2 +
1

1−νp
2
1

|p|
with ν ∈ (−1, 1/2)

where ν is the Poisson ratio of the material, and

g(θ) =
(2γ − 1)(θ1)

2
+ (2− γ )(θ2)

2

|θ |5
≥ 0 with γ =

1
1− ν

∈ (1/2, 2).

It is well-known that we can approach generalized mean curvature motion with the
Merriman–Bence–Osher [36] construction with a general kernelK0 satisfyingK0(−x) =

K0(x) and for every p ∈ Sn−1, ∫
p⊥
K0(x)|x|

2 <∞ (1.10)

where p⊥ = {x : 〈x, p〉 = 0} and with the “parabolic scaling” Kε
0 = ε

−n−1K0(x/ε). We
refer, for instance to Barles and Georgelin [9], Evans [25], Ishii [33] and Ishii, Pires and
Souganidis [34] (we also refer to Subsection 4.1 for a formal proof).
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More precisely, under the additional assumption that
∫
p⊥
K0(x) = 1 for any p ∈

Sn−1, the limit motion found in [34, Section 3] with the threshold θ = 1/2 is (1.5)–(1.6),
with (1.7) replaced by

A

(
p

|p|

)
=

∫
p⊥

(
1
2
K0(x) · x ⊗ x

)
dx. (1.11)

Up to our knowledge, it has not been known in this general setting if the limit mean
curvature motion associated to (1.11) is of variational type (cf. (1.9)). It turns out that this
is a simple consequence of our Theorem 1.7:

Theorem 1.11 (Variational property of the limit motion). Every mean curvature mo-
tion of the form of (1.5)–(1.6) with A defined in (1.11) is of variational type.

The problem we consider is formally associated to the following energy:

Eε(uε) =
∫
λ

Eε(λ) dλ (1.12)

where
Eε(λ) =

∫
Rn
−

1
2
(cε0 ? ρ

ε
λ)ρ

ε
λ

with

ρελ = 1{uε>λ}, cε0 = c
ε
0 −

(∫
Rn
cε0

)
δ0.

We will show formally in Section 8 that this energy is non-increasing in time and that there
is a convex function G such that Eε(uε)→

∫
G(Du0), which is the energy associated to

the mean curvature motion of the limit solution u0.

1.4. Organisation of the paper

Let us now explain how this paper is organised: Section 2 is devoted to the study of the
ε-problem. In Section 3, we recall some known results on the limit problem. Then we
give, in Section 4, a result on the convergence of the velocity for a test function. The
regularity result of Theorem 1.1 is proved in Section 5 (see Corollary 5.3) together with
estimates at initial time. The convergence result (Theorem 1.4) is proved in Section 6.
The variational property of the limit motion (Theorems 1.7 and 1.11) and the counter-
example (Proposition 1.8) are proved in Section 7. In Section 8, we study very formally
the link between energy and mean curvature motion. Finally, in an appendix, we give
some technical lemmata on Fourier transform.

2. Existence and uniqueness for the ε-problem

We will denote by BlocUSC(Rn × [0, T ]) and BlocLSC(Rn × [0, T ]) respectively the
set of locally bounded upper semicontinuous and lower semicontinuous functions in
Rn × [0, T ].
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Definition 2.1. A function uε ∈ BlocUSC(Rn×[0, T ]) is a viscosity subsolution of (1.4)
if it satisfies:

(i) uε(x, 0) ≤ u0(x) in Rn,
(ii) for every (x0, t0) ∈ Rn × (0, T ) and every test function 8 ∈ C∞(Rn × [0, T )) such

that uε −8 has a maximum at (x0, t0),

8t (x0, t0) ≤

(
(cε0 ? 1{uε(·,t0)≥uε(x0,t0)})(x0)−

1
2

∫
Rn
cε0

)
|D8(x0, t0)|. (2.13)

A function uε ∈ BlocLSC(Rn × [0, T ]) is a viscosity supersolution of (1.4) if it satisfies:

(i) uε(x, 0) ≥ u0(x) in Rn,
(ii) for every (x0, t0) ∈ Rn × (0, T ) and every test function 8 ∈ C∞(Rn × [0, T )) such

that uε −8 has a minimum at (x0, t0),

8t (x0, t0) ≥

(
(cε0 ? 1{uε(·,t0)>uε(x0,t0)})(x0)−

1
2

∫
Rn
cε0

)
|D8(x0, t0)|. (2.14)

A continuous function uε is a viscosity solution of (1.4) if it is a subsolution and superso-
lution of (1.4).

This definition comes from the definition of viscosity solution for non-local equations
given by Slepčev [39] (see also Da Lio, Kim and Slepčev [23]) and it permits one to
extend to non-local equations all properties enjoyed by viscosity solutions of local equa-
tions.

Note the difference in the choice of the set in the indicator function in the definition of
a subsolution and a supersolution. This is crucial to extending all the properties of viscos-
ity solutions to non-local, geometric parabolic equations (see Slepčev [39]), in particular
for the stability of the solution, i.e., the lim sup of subsolutions is a subsolution (and so
the existence by Perron’s method).

Next we prove a comparison result for locally bounded semicontinuous viscosity sub-
solutions and supersolutions to the equation (1.4).

Theorem 2.2 (Comparison principle for the ε-problem). Assume c0 ∈ W
1,1(Rn). Let

u ∈ BlocUSC(Rn × [0, T ]) and v ∈ BlocLSC(Rn × [0, T ]) be respectively a viscosity
subsolution and supersolution of (1.4). If u(x, 0) ≤ v(x, 0) for all x ∈ Rn then u(x, t) ≤
v(x, t) for all (x, t) ∈ Rn × [0, T ].

To prove this result, we need the analogue of Ishii’s lemma for non-local equations. We
first recall the definition of the limit subdifferential and superdifferential:

P̄+u(x, t) =

 (p, a) ∈ Rn × R : ∃(xn, tn, pn, an) ∈ Rn × R× Rn × R
such that (pn, an) ∈ P+u(xn, tn)
and (xn, tn, u(xn, tn), pn, an)→ (x, t, u(x, t), p, a)


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where P+ is the classical superdifferential. The set P̄−u(x, t) is defined in a similar way.
It is well known that we have an equivalent definition of a viscosity solution by using sub-
differentials and superdifferentials (cf. Crandall, Ishii and Lions [21]). We claim that the
definition remains equivalent if we replace the classical subdifferentials and superdiffer-
entials by the limit ones. Indeed, let u ∈ BlocUSC(Rn×[0, T ]) be a viscosity subsolution
of (1.4). We will show that

(p, a) ∈ P̄+u(x, t) ⇒ a ≤

(
cε0 ? 1{u(·,t)≥u(x,t)}(x)−

1
2

∫
cε0

)
|p|. (2.15)

Let (xn, tn, pn, an) ∈ Rn × R × Rn × R be such that (pn, an) ∈ P+u(xn, tn) and
(xn, tn, u(xn, tn), pn, an)→ (x, t, u(x, t), p, a). We then have, by definition,

an ≤

(
cε0 ? 1{u(·,tn)≥u(xn,tn)}(xn)−

1
2

∫
cε0

)
|pn|

≤

(
cε0 ? 1{u(·,tn)≥u(xn,tn)}∪{u(·,t)≥u(x,t)}(xn)−

1
2

∫
cε0

)
|pn|.

We just have to show that

cε0 ? 1{u(·,tn)≥u(xn,tn)}∪{u(·,t)≥u(x,t)}(xn)→ cε0 ? 1{u(·,t)≥u(x,t)}(x).

To do this, we use the following decomposition:

cε0 ? 1{u(·,tn)≥u(xn,tn)}∪{u(·,t)≥u(x,t)}(xn)− c
ε
0 ? 1{u(·,t)≥u(x,t)}(x)

= cε0 ? 1{u(·,tn)≥u(xn,tn)}∪{u(·,t)≥u(x,t)}(xn)− c
ε
0 ? 1{u(·,tn)≥u(xn,tn)}∪{u(·,t)≥u(x,t)}(x)

+ cε0 ? 1{u(·,tn)≥u(xn,tn)}∪{u(·,t)≥u(x,t)}\{u(·,t)≥u(x,t)}(x).

The first part clearly goes to zero as n goes to infinity. For the second part, we need the
following lemma:

Lemma 2.3. Let fn be a sequence of measurable functions on Rn and

f (x) ≥ sup
{

lim sup
n→∞

fn(y) : y → x
}
.

Let an be a sequence converging to zero. Then

L({fn ≥ an} \ {f ≥ 0})→ 0 as n→∞,

where, for any measurable set A, L(A) denotes the Lebesgue measure of A.

For the proof, we refer to Slepčev [39].
Applying this lemma with fn = u(·, tn) − u(x, t), an = u(xn, tn) − u(x, t) and

f = u(·, t)− u(x, t) yields (2.15). The proof for a supersolution is analogous.
Using (2.15), we can rewrite Ishii’s lemma (see [21, Lemma 8.3]) for non-local equa-

tions:
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Lemma 2.4 (Ishii’s lemma for non-local equations). Let U and V be open sets in
Rn, and for T > 0, let u ∈ BlocUSC(U × (0, T )) and v ∈ BlocLSC(V × (0, T )) be
respectively a subsolution and supersolution of (1.4). Let φ : U × V × (0, T )→ (0,∞)
be of class C∞. Assume that (x, y, t) 7→ u(x, t) − v(y, t) − φ(x, y, t) reaches a local
maximum at (x̄, ȳ, t̄ ) ∈ U × V × (0, T ). Set τ = ∂tφ(x̄, ȳ, t̄ ), p1 = Dxφ(x̄, ȳ, t̄ ), and
p2 = −Dyφ(x̄, ȳ, t̄ ) Then there exist τ1, τ2 ∈ R such that

τ = τ1 − τ2, (p1, τ1) ∈ P̄+u(x̄, t̄), (p2, τ2) ∈ P̄−v(ȳ, t̄),

and so

τ1 ≤

(
cε0 ? 1{u(·,t̄)≥u(x̄,t̄)}(x̄)−

1
2

∫
cε0

)
|p|

and

τ2 ≥

(
cε0 ? 1{v(·,t̄)>v(ȳ,t̄)}(ȳ)−

1
2

∫
cε0

)
|q|.

Proof of Theorem 2.2. The proof is inspired by Barles, Cardaliaguet, Ley and Mon-
neau [8]. Let u ∈ BlocUSC(Rn×[0, T ]) and v ∈ BlocLSC(Rn×[0, T ]) be respectively a
viscosity subsolution and supersolution of (1.4). Since the equation is geometric we may
assume that u and v are bounded (see Slepčev [39, property (P1)]). Suppose for contra-
diction that M = supRn×[0,T ](u(x, t) − v(x, t)) > 0. Then for η ∈ (0, 1) small enough
we have Mη = supt∈[0,T ] lim sup|x−y|→0(u(x, t)− v(y, t)− ηt) > 0 as well.

For all γ > 0 and α > 0 with α � γ , we define the auxiliary function 8γ,α : Rn ×
Rn × [0, T ]→ R by

8γ,α(x, y, t) = u(x, t)− v(y, t)− ηt − |x − y|
2/γ 2

− α(|x|2 + |y|2). (2.16)

We observe that lim sup|x|,|y|→∞8γ,α(x, y, t) = −∞, thus 8γ,α(x, y, t) reaches its
maximum at a point (xγ,α, yγ,α, tγ,α) ∈ Rn × Rn × [0, T ]. Standard arguments show
that

α(|xγ,α|
2
+ |yγ,α|

2), |xγ,α − yγ,α|
2/γ 2

≤ C0, (2.17)

with C0 > 0 depending on ‖u‖∞, ‖v‖∞. In particular,

lim
γ→0

lim sup
α→0

|xγ,α − yγ,α| = 0.

Then

lim sup
γ→0

lim sup
α→0

8γ,α(xγ,α, yγ,α, tγ,α)

≤ lim sup
γ→0

lim sup
α→0

(u(xγ,α, tγ,α)− v(yγ,α, tγ,α)− ηtγ,α) ≤ Mη. (2.18)

We also have
lim inf
γ→0

lim inf
α→0

8γ,α(xγ,α, yγ,α, tγ,α) ≥ Mη. (2.19)
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Indeed, by definition, for all (x, y, t) ∈ Rn × Rn × [0, T ] we have

u(x, t)− v(y, t)− ηt − |x − y|2/γ 2
− α(|x|2 + |y|2)

≤ 8γ,α(xγ,α, yγ,α, tγ,α) ≤ u(xγ,α, tγ,α)− v(yγ,α, tγ,α)− ηtγ,α.

We first take lim infα→0 to get

u(x, t)− v(y, t)− ηt − |x − y|2/γ 2
≤ lim inf

α→0
8γ,α(xγ,α, yγ,α, tγ,α)

≤ lim inf
α→0

(u(xγ,α, tγ,α)− v(yγ,α, tγ,α)− ηtγ,α). (2.20)

Then we take lim sup|x−y|→0 to get

sup
t∈[0,T ]

lim sup
|x−y|→0

(u(x, t)− v(y, t)− ηt) ≤ lim inf
α→0

8γ,α(xγ,α, yγ,α, tγ,α),

and finally take lim infγ→0 to get (2.19).
By combining (2.19) and (2.18) we get

Mη ≤ lim inf
γ→0

lim inf
α→0

8γ,α(xγ,α, yγ,α, tγ,α)

≤ lim sup
γ→0

lim sup
α→0

8γ,α(xγ,α, yγ,α, tγ,α) ≤ Mη.

Therefore

lim
γ→0

lim inf
α→0

8γ,α(xγ,α, yγ,α, tγ,α) = lim
γ→0

lim sup
α→0

8γ,α(xγ,α, yγ,α, tγ,α) = Mη.

In an analogous way, we can deduce (using (2.18) and (2.20)) that

Mη = lim
γ→0

lim inf
α→0

(u(xγ,α, tγ,α)− v(yγ,α, tγ,α)− ηtγ,α)

= lim
γ→0

lim sup
α→0

(u(xγ,α, tγ,α)− v(yγ,α, tγ,α)− ηtγ,α).

We then get

lim
γ→0

lim sup
α→0

(|xγ,α − yγ,α|
2/γ 2

+ α(|xγ,α|
2
+ |yγ,α|

2)) = 0. (2.21)

Fix γ0 > 0 such that for all γ ≤ γ0 and for all α small enough we have

Mγ,α = 8γ,α(xγ,α, yγ,α, tγ,α) > Mη/2

and

lim sup
α→0

(‖Dcε0‖1(2|xγ,α − yγ,α|
2/γ 2

+ α|yγ,α|
2
|xγ,α − yγ,α| + α|xγ,α − yγ,α|)

+
3
2‖c0‖1α(2+ |xγ,α|2 + |yγ,α|2)) ≤ η/3. (2.22)
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We claim that there is γ ≤ γ0 such that tγ,α > 0 for all α small enough. Indeed, if for
each γ ≤ γ0, there is α ∈ (0, γ ) such that tγ,α = 0, then

Mη/2 < Mγ,α ≤ u(xγ,α, 0)− v(yγ,α, 0) ≤ u0(xγ,α)− u0(yγ,α) ≤ ‖Du0‖ |xγ,α − yγ,α|

≤ C‖Du0‖γ,

where we have used (2.17). Thus we get a contradiction if γ is small enough, and the
claim is proved. Hence, by Lemma 2.4 (if tγ,α = T , we use the fact that u (resp. v)
is a subsolution (resp. supersolution) in (0, T ], see Lemma 2.8 of Barles [7]), there are
(a, p) ∈ D̄+u(xγ,α, tγ,α) and (b, q) ∈ D̄−v(yγ,α, tγ,α) such that

a − b = η;

p = 2(xγ,α − yγ,α)/γ 2
+ 2αxγ,α;

q = 2(xγ,α − yγ,α)/γ 2
− 2αyγ,α;

a −

(
(cε0 ? 1{u(·,tγ,α)≥u(xγ,α,tγ,α)})(xγ,α)−

1
2

∫
Rn
cε0

)
|p| ≤ 0; (2.23)

b −

(
(cε0 ? 1{v(·,tγ,α)>v(yγ,α,tγ,α)})(yγ,α)−

1
2

∫
Rn
cε0

)
|q| ≥ 0. (2.24)

By subtracting (2.24) from (2.23) we get

η +

(
(cε0 ? 1{v(·,tγ,α)>v(yγ,α,tγ,α)})(yγ,α)−

1
2

∫
Rn
cε0

)
|q|

−

(
(cε0 ? 1{u(·,tγ,α)≥u(xγ,α,tγ,α)})(xγ,α)−

1
2

∫
Rn
cε0

)
|p| ≤ 0. (2.25)

From the fact that 8γ,α(xγ,α, yγ,α, tγ,α) ≥ 8γ,α(x, x, tγ,α) it follows that

v(x, tγ,α)− v(yγ,α, tγ,α) ≥ u(x, tγ,α)− u(xγ,α, tγ,α)− 2α|x|2

+ |xγ,α − yγ,α|
2/γ 2

+ α(|xγ,α|
2
+ |yγ,α|

2).

In particular, from the above inequality we deduce that

{u(·, tγ,α) ≥ u(xγ,α, tγ,α)} ∩ {v(·, tγ,α) ≤ v(yγ,α, tγ,α)} ⊂ {|x|
2
≥ R2

α,γ },

where
R2
α,γ =

1
2α
(|xγ,α − yγ,α|

2/γ 2
+ α(|xγ,α|

2
+ |yγ,α|

2)).

Thus

{u(·, tγ,α) ≥ u(xγ,α, tγ,α)} ⊂ {v(·, tγ,α) > v(yγ,α, tγ,α)} ∪ {|x|
2
≥ R2

α,γ }. (2.26)

For given γ ≤ γ0 the following two cases may occur.

Case 1. For all α small and for some C̃γ > 0 we have

|xγ,α − yγ,α|
2/γ 2

≥ C̃2
γ .
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In this case we have
{|x − xα,γ | ≥ Rα,γ } ⊂ {|x| ≥ R̃α,γ }, (2.27)

where R̃α,γ = −|xα,γ | + Rα,γ satisfies the estimate in the following lemma whose proof
is postponed:

Lemma 2.5. We have

R̃α,γ = Rα,γ − |xα,γ | ≥
C̃2
γ

8
√
C0
√
α
.

Now choose δ > 0 such that δCγ ≤ η/3, Cγ > 0 being an upper bound of |p|, |q|
depending on γ and independent of α small enough. Since cε0 ∈ W

1,1(Rn), for α small
we have ∫

Bc(0,R̃α,γ )
cε0(x) dx ≤ δ

and

|(cε0 ? 1{v(·,tγ,α)>v(yγ,α,tγ,α)})(xγ,α)− (c
ε
0 ? 1{v(·,tγ,α)>v(yγ,α,tγ,α)})(yγ,α)|

≤ ‖Dcε0‖1|xγ,α − yγ,α|.

By using the inclusions (2.26) and (2.27), from (2.25) we get

0 ≥ η + |q|cε0 ? 1{v(·,tγ,α)>v(yγ,α,tγ,α)}(yγ,α)− |p|c
ε
0 ? 1{u(·,tγ,α)≥u(xγ,α,tγ,α)}(xγ,α)

−
1
2

∫
cε0(x) dx (|q| − |p|)

≥ η + |q|cε0 ? 1{v(·,tγ,α)>v(yγ,α,tγ,α)}(yγ,α)− |p|c
ε
0 ? 1{v(·,tγ,α)>v(yγ,α,tγ,α)}(xγ,α)

−|p|cε0 ? 1Bc(0,Rα,γ )(xγ,α)−
1
2
‖cε0‖1|p − q|

≥ η − ‖Dcε0‖1|xγ,α − yγ,α|(2|xγ,α − yγ,α|/γ
2
+ α + α|yγ,α|

2)

−
3
2
‖c0‖1{2α + α(|xγ,α|2 + |yγ,α|2)} − |p|

∫
Bc(0,R̃α,γ )

cε0(x) dx

≥ η − ‖Dcε0‖1|xγ,α − yγ,α|(2|xγ,α − yγ,α|/γ
2
+ α + α|yγ,α|

2)

−
3
2
‖c0‖1{2α + α(|xγ,α|2 + |yγ,α|2)} − δCγ . (2.28)

By taking lim supα→0 in (2.28) and using (2.22) we get a contradiction.

Case 2. There is a subsequence αn > 0, which we still denote by α, such that

|xγ,α − yγ,α|
2/γ 2

→ 0 as α→ 0.

In this case we have limα→0 |p| = 0 and limα→0 |q| = 0. On the other hand, from (2.25),

0 ≥ η −
1
2
‖cε0‖L1(|p| + |q|). (2.29)

By letting α→ 0 in (2.29), we get a contradiction.
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Proof of Lemma 2.5. By assumptions, we have |xγ,α − yγ,α|2/γ 2
≥ C̃2

γ . Hence

R2
γ,α − |xγ,α|

2
≥
C̃2
γ

2α
−

1
2
(|xγ,α|

2
− |yγ,α|

2)

≥
C̃2
γ

2α
−

1
2
|xγ,α − yγ,α|(|xγ,α| + |yγ,α|)

≥
C̃2
γ

2α
−
γC0
√
α

≥
C̃2
γ

4α
if α is small enough

where we have used (2.17) for the third line. Moreover, using (2.17), we deduce

Rγ,α ≤
√
C0/α

so

R̃γ,α = Rγ,α − |xγ,α| =
R2
γ,α − |xγ,α|

2

Rγ,α + |xγ,α|
≥
C̃2
γ

4α
1

2
√
C0/α

≥
C̃2
γ

8
√
C0
√
α
.

This ends the proof of the lemma.

Theorem 2.6 (Existence and uniqueness for the ε-problem). Let u0 ∈ Lip(Rn) be
such that

|Du0| < B0 in Rn. (2.30)

Then there is a unique solution of (1.4).

Proof. The uniqueness comes from the comparison principle, and the existence is a
straightforward consequence of Perron’s method (see Da Lio, Kim and Slepčev [23, The-
orem 1.2]). Indeed, it suffices to remark that u±(x, t)=u0(x)±‖c

ε
0‖1B0t are respectively

a supersolution and subsolution of (1.4).

Proposition 2.7 (Lipschitz estimates in space). The unique solution of (1.4) is Lips-
chitz continuous:

|Duε(·, t)|L∞(Rn) ≤ |Du
ε(·, 0)|L∞(Rn). (2.31)

Proof. The estimate (2.31) follows from the fact that the equation is invariant under space
translation. Indeed, if we set

v(x, t) = uε(x + h, t)+ |Du0|L∞(Rn)|h|,

then it is easy to check that v is still a supersolution to the problem (1.4). Moreover,
v(x, 0) ≥ u(x, 0), so, by the comparison principle, v(x, t) ≥ u(x, t) for all t ∈ [0,∞),
i.e. u(x, t)−u(x+h, t) ≤ |Du0|L∞(Rn)|h|. Using similarly a subsolution, we deduce the
result.
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3. The limit problem

Definition 3.1. A function u0
∈ BlocUSC(Rn × [0, T ]) is a viscosity subsolution of

(1.5)–(1.7) if it satisfies:

(i) u0(x, 0) ≤ u0(x) in Rn,
(ii) for every (x0, t0) ∈ Rn× (0,∞) and every test function8 ∈ C∞(Rn× [0,∞)) such

that u0
−8 has a maximum at (x0, t0),

∂8

∂t
(x0, t0)+ F∗(D8,D

28) ≤ 0. (3.32)

A function u0
∈ BlocLSC(Rn × [0, T ]) is a viscosity supersolution of (1.5)–(1.7) if it

satisfies:

(i) u0(x, 0) ≥ u0(x) in Rn,
(ii) for every (x0, t0) ∈ Rn× (0,∞) and every test function8 ∈ C∞(Rn× [0,∞)) such

that u0
−8 has a minimum at (x0, t0),

∂8

∂t
(x0, t0)+ F

∗(D8,D28) ≥ 0. (3.33)

A continuous function u0 is a viscosity solution of (1.5)–(1.7) if it is a subsolution and
supersolution of (1.5)–(1.7).

This definition comes from the general definition of viscosity solution for discontinuous
Hamiltonians first given by Ishii [32] (see also Crandall, Ishii and Lions [21]). We need
an equivalent definition which eliminates, at least partially, the difficulty related to the
fact that D8 may be equal to zero.

Theorem 3.2 (Equivalent definition for mean curvature type motions). In Definition
3.1 we can replace condition (3.32) by

∂8

∂t
(x0, t0)+ F(D8,D

28) ≤ 0 if D8(x0, t0) 6= 0

or
∂8

∂t
(x0, t0) ≤ 0 if D8(x0, t0) = 0 and D28(x0, t0) = 0,

and condition (3.33) by

∂8

∂t
(x0, t0)+ F(D8,D

28) ≥ 0 if D8(x0, t0) 6= 0

or
∂8

∂t
(x0, t0) ≤ 0 if D8(x0, t0) = 0 and D28(x0, t0) = 0,

and the definition remains equivalent.
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The equivalence between these two definitions was first proved by Barles and Georgelin
[9] for the isotropic mean curvature motion and their proof adapts here without any diffi-
culty.

It is well known that this problem admits a unique viscosity solution. See for instance
Bellettini and Novaga [16], [17], Chen, Giga and Goto [20] and Evans and Spruck [26].
Moreover, we have the following comparison principle:

Theorem 3.3 (Comparison principle for the limit problem). If u ∈ BlocUSC(Rn ×
[0, T ]) is a subsolution of (1.5) and v ∈ BlocLSC(Rn × [0, T ]) is a supersolution of
(1.5) satisfying u(x, 0) ≤ v(x, 0) for all x ∈ Rn, then u(x, t) ≤ v(x, t) for all (x, t) ∈
Rn × (0, T ).

In this theorem, we do not need any assumption on the behaviour of the solution at infinity,
since the equation is geometric.

4. Convergence of the velocity for a test function

4.1. Link with other works

In this subsection, we show in a heuristic way the links and the differences between our
result and previous strongly related works such as Barles and Georgelin [9], Chambolle
and Novaga [19], Evans [25], Ishii [33] and Ishii, Pires and Souganidis [34]. In particular,
we explain the term 1/|ln ε| in our scaling. We make the computation formally for a
general kernel K0 with the parabolic scaling, i.e.

Kε
0 (x) =

1
εn+1K0

(
x

ε

)
.

We assume that K0 is symmetric, i.e. K0(−x) = K0(x), and admits a moment of order
two for every section, i.e. for every p ∈ Sn−1,∫

p⊥
K0(x)|x|

2 <∞. (4.34)

We want to show formally that for every regular function ϕ, the velocity

cε = Kε
0 ? 1{ϕ≥0}(0)−

1
2

∫
Kε

0

converges to anisotropic mean curvature. To simplify the computation, we finally assume
that the zero level set of ϕ is the graph of a function h, i.e. more precisely that ϕ(x′, xn) =
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h(x′)− xn where x = (x′, xn), x′ ∈ Rn−1 and Dx′h(0) = 0. We have

cε =

∫
{xn≤h(x′)}

Kε
0 −

∫
{xn≤0}

Kε
0 =

1
ε

∫
{0≤xn≤h(εx′)/ε}

K0(x) dx

'

∫
x′∈Rn−1

(
1
ε

∫ ε
2D

2h(0)(x′,x′)

0
K0(x

′, xn) dxn

)
dx′

'

∫
x′∈Rn−1

1
2
K0(x

′, 0)D2h(0)(x′, x′) dx′

= trace(A(p)(Id− p ⊗ p)(D2ϕ)) with |Dϕ(0)| = 1,

where p = Dϕ/|Dϕ| and A(p) =
∫
x∈p⊥'Rn−1

1
2K0(x)x ⊗ xdx. So, formally, if (4.34)

holds, then the velocity cε converges to anisotropic mean curvature. Barles and Georgelin
[9] and Evans [25] used this result to prove the convergence of the Merriman–Bence–
Osher scheme [36]. For the proof, they used the kernel

K0(x) =
1

(4π)n/2
e−x

2/4

which satisfied the assumptions. This result was then generalised for a threshold dynam-
ics by Ishii [33] and Ishii, Pires and Souganidis [34] to more general kernels assuming
also the symmetry of the kernel and (4.34). A by-product of our work is that for general
kernels, our limit mean curvature motion is of variational type (see Theorem 1.11).

The main difference in our case is that c0 behaves like 1/|x|n+1 and so (4.34) does
not hold. This explains the presence of the small term 1/|ln ε| in our scaling which will
compensate the bad decay of our kernel. Indeed to make a renormalization of the integral∫
x′∈Rn−1

1
2K0(x

′, 0)D2h(0)(x′, x′) dx′ finite, we have to multiply by a term going to zero
faster. We denote by J (ε) this term (i.e. we use the scaling cε0(x) = (J (ε)/ε

n+1)c0(x/ε)).
Using the same computation as above, we obtain

cε = J (ε)
1
ε

∫
{0≤xn≤h(εx′)/ε}∩{|x′|≤δ/ε}

c0(x) dx + J (ε)I1

' J (ε)

∫
{|x′|≤δ/ε}

1
2
c0(x

′, 0)D2h(0)(x′, x′) dx′ + J (ε)I1

where

I1 =
1
ε

∫
{0≤xn≤h(εx′)/ε}∩{|x′|≥δ/ε}

c0(x) dx ≤
1
ε

∫
(Bδ/ε(0))c

c0(x) dx.

Using the particular form of c0 for |x| ≥ 1, we deduce that

I1 ≤
1
ε

∫
∞

δ/ε

dr
1
r2

∫
θ∈Sn−1

dθ g(θ)
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and so I1 is bounded as ε → 0. This implies that the last term J (ε)I1 goes to zero as
ε→ 0. We then decompose the first integral:

J (ε)

∫
{|x′|≤δ/ε}

1
2
c0(x

′, 0)D2h(0)(x′, x′) dx′

= J (ε)

∫
|x′|≤1

1
2
c0(x

′, 0)D2h(0)(x′, x′) dx′

+ J (ε)

∫
|x′|∈(1,δ/ε)

1
2
c0(x

′, 0)D2h(0)(x′, x′) dx′.

Since c0 is bounded, the first term goes to zero as ε goes to zero. Thus, the only interesting
term is the second one. Using again the particular form of c0 for |x| ≥ 1, we deduce that

J (ε)

∫
|x′|∈(1,δ/ε)

1
2
c0(x

′, 0)D2h(0)(x′, x′) dx′

= J (ε)

∫
θ∈Sn−2

dθ
1
2
D2h(0)(θ, θ)g(θ)

∫ δ/ε

1

1
r
dr

= J (ε)

(
ln
δ

ε

)∫
θ∈Sn−2

1
2
g(θ)D2h(0)(θ, θ) dθ

= J (ε)

(
ln
δ

ε

)
trace(A(p)D2ϕ).

So the correct scaling is to take J (ε) = |ln ε|−1 and we finally obtain

cε → trace(A(p)D2ϕ) when |Dϕ(0)| = 1.

4.2. Proof of convergence

In this section, we prove rigorously the convergence result for test functions. Define (for
M = D2ϕ, p = Dϕ)

G(M,p) =
−1
|p|
F(M,p).

For an n× n matrix M we introduce the norm

|M| = sup
ξ∈B1(0)

|M · ξ |. (4.35)

We define the modulus of continuity of the function g by

ωg(r) = sup
|θ ′−θ |≤r, θ,θ ′∈Sn−1

|g(θ ′)− g(θ)|.

Then we have the following fundamental estimate for test functions independent of time:
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Proposition 4.1 (Error estimate on the velocity for a test function). Assume that ϕ ∈
C2(Rn) and that Dϕ(x0) 6= 0. For

cε0(·) =
1

εn+1|ln ε|
c0

(
·

ε

)
,

define

cε = (cε0 ? 1{ϕ(·)>ϕ(x0)})(x0)−
1
2

∫
Rn
cε0.

Set b = |Dϕ(x0)|, and for any a ≥ |D2ϕ|L∞(B1(x0)) and 0 < r < 1, define the relative
modulus of continuity of D2ϕ at x0 by

ω(r) =

 sup
x∈Br (x0)

|D2ϕ(x)−D2ϕ(x0)|

a
if a 6= 0,

0 if a = 0.

Fix δ1 ≤ 1 such that
ω(δ1) ≤ 1.

Set δ0 = min(1, b/3a, δ1). Then there exists a constant C = C(n, supRn c0) > 0 such
that for 0 < ε < δ and 0 < δ ≤ δ0/2, we have

|cε −G(D2ϕ(x0),Dϕ(x0))| ≤ Ce(ε, δ, δ0)

with

e(ε, δ, δ0) =
1
|ln ε|

(
1
δ
+

1
δ0
|ln δ|

)
+

1
δ0

(
ωg

(
δ

δ0

)
+ ω(2δ)+

δ

δ0

)
.

Before proving Proposition 4.1, let us give a corollary.

Corollary 4.2 (Convergence of the velocity for a test function). Assume that ϕ ∈
C2(Rn × (0,∞)) and Dϕ(x0, t0) 6= 0. If (xε, tε)→ (x0, t0), then

cε := (cε0 ? 1{ϕ(·,tε)>ϕ(xε,tε)})(xε, tε)−
1
2

∫
Rn
cε0 → G(D2ϕ(x0, t0),Dϕ(x0, t0)).

Proof. This is a straightforward consequence of the fact that we can choose the relative
modulus of continuity ω uniformly in a neighbourhood of (x0, t0) and then estimate cε −
G(D2ϕ(xε, tε),Dϕ(xε, tε)) using Proposition 4.1. We conclude by choosing δ = δ(ε) =
1/
√
|ln ε|.

Proof of Proposition 4.1. Up to a change of coordinates, we can assume that x0 = 0,
ϕ(x0) = 0, Dϕ(x0) = ben with b > 0. We write x′ = (x1, . . . , xn−1) for a point of Rn−1

and x = (x′, xn) ∈ Rn. Then using the implicit function theorem, we can assume that
there exists a neighbourhood

Qδ = B
n−1
δ × (−δ, δ) ⊂ Rn



1080 F. Da Lio et al.

of the origin such that the level set {ϕ = 0} can be written as

{ϕ = 0} ∩Qδ = {(x
′, xn) ∈ Qδ : xn = h(x′)}

for a suitable function h ∈ C2(Bn−1
δ ; (−δ, δ)).

Then we have the following result which will be proved later:

Lemma 4.3. Let δ0 be as defined in Proposition 4.1. For 0 < δ ≤ δ0/2, we have

∀x′ ∈ Bn−1
δ , (x′, h(x′)) ∈ Qδ and

∣∣∣∣h(x′)− 1
2D

2h(0) · (x′, x′)
|x′|2

∣∣∣∣ ≤ ab
(
ω(2δ)+ 8

δ

δ0

)
.

Moreover,

∂2h

∂xi∂xj
(0) = −

1
|Dϕ(0)|

∂2ϕ

∂xi∂xj
(0), i, j = 1, . . . , n− 1,

and
|h(x′)| ≤ 6

a

b
|x′|2 for x′ ∈ Bn−1

δ .

We have

cε = (cε0 ? 1{ϕ(·)>0})(0)−
1
2

∫
Rn
cε0 = (c

ε
0 ? 1{ϕ(·)>0})(0)− (cε0 ? 1{xn>0})(0)

= −(cε0 ? 1{ϕ(·)≤0}∩{xn>0})(0)+ (cε0 ? 1{ϕ(·)>0}∩{xn<0})(0) = −{(I )ε + (II )ε}

where

(I )ε = (c
ε
0 ? 1Qδ∩{ϕ(·)≤0}∩{xn>0})(0)− (cε0 ? 1Qδ∩{ϕ(·)>0}∩{xn<0})(0)

(II )ε = (c
ε
0 ? 1(Rn\Qδ)∩{ϕ(·)≤0}∩{xn>0})(0)− (cε0 ? 1(Rn\Qδ)∩{ϕ(·)>0}∩{xn<0})(0).

For δ > ε we have

|(II )ε| ≤

∫
Rn\Qδ

cε0 =
1

ε|ln ε|

∫
Rn\Qδ/ε

c0 ≤
C

δ|ln ε|
.

Let us now compute the term (I )ε. For δ ≤ δ0/2 we have

(I )ε =

∫
Bn−1
δ

dx′
∫ h(x′)

0
dxn

1
εn+1|ln ε|

c0

(
x

ε

)
.

Define (with x = (x′, xn) = |x|θ )

(I )′ε =

∫
Bn−1
δ \Bn−1

ε

dx′
∫ h(x′)

0
dxn

1
|ln ε|

g(θ)

(|x′|2 + |xn|2)(n+1)/2 .
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Then

|(I )ε − (I )
′
ε| ≤

∫
Bn−1
ε

dx′
∫
|h(x′)|

0
dxn

1
εn+1|ln ε|

c0

(
x

ε

)
≤

∫
Bn−1
ε

dx′
∫ 6 a

b
|x′|2

0
dxn

1
εn+1|ln ε|

sup
Rn
c0 ≤

6a
b|ln ε|

supRn c0

n+ 1

where we have used the fact that |h(x′)| ≤ 6 a
b
|x′|2 for |x′| ≤ δ ≤ δ0/2. Now,

(I )′ε =

∫
Bn−1
δ \Bn−1

ε

dx′
∫ h(x′)/|x′|2

0
dζ
|x′|2

|ln ε|

g
(

(x′,|x′|2ζ )
√
|x′|2+(|x′|2ζ )2

)
(|x′|2 + (|x′|2ζ )2)(n+1)/2

=

∫
Bn−1
δ \Bn−1

ε

1
|ln ε|

dx′

|x′|n−1

(∫ h(x′)/|x′|2

0
dζ

g
(
(x′/|x′|,|x′|ζ )
√

1+|x′|2ζ 2

)
(1+ |x′|2ζ 2)(n+1)/2

)
.

Define

(I )′′ε =

∫
Bn−1
δ \Bn−1

ε

1
|ln ε|

dx′

|x′|n−1

(∫ 1
2D

2h(0)·(x′/|x′|,x′/|x′|)

0
dζ g

(
x′

|x′|

))
=

ln(δ/ε)
|ln ε|

(∫
θ∈Sn−2⊂{xn=0}

dθ
1
2
g(θ) ·D2h(0) · (θ, θ)

)
.

Moreover, we define

(I )′′0 =

∫
θ∈Sn−2⊂{xn=0}

dθ

(
1
2
g(θ) ·D2h(0) · (θ, θ)

)
.

From Lemma 4.3 we have

−(I )′′0 =

∫
θ∈Sn−2⊂{xn=0}

dθ

(
1
2
g(θ) ·

1
|Dϕ(0)|

D2ϕ(0) · (θ, θ)
)

=
1

|Dϕ(0)|
trace

(
D2ϕ(0) · A

(
Dϕ(0)
|Dϕ(0)|

))
= G(D2ϕ(0),Dϕ(0))

where A is defined in (1.7). Then

|(I )′′ε − (I )
′′

0| ≤
|ln δ|
|ln ε|

(∫
θ∈Sn−2

dθ

)
1
2
|D2h(0)| sup

Sn−1
g

≤
|ln δ|
|ln ε|

(n− 1)|Bn−1
1 |

a

2b
sup
Sn−1

g. (4.36)

We now want to estimate the difference between (I )′ε and (I )′′ε . To this end, we first
set v = (x′/|x′|, |x′|ζ ) and θ = (x′/|x′|, 0). Then using only the fact that |θ | = 1 and
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the identity 〈v − θ, θ〉 = 0 for the scalar product, we get 0 ≤ |v| − 1 ≤ |v − θ |, and
|v/|v| − θ | ≤ 2|v − θ |. Hence∣∣∣∣g(v/|v|)

|v|n+1 − g(θ)

∣∣∣∣ ≤ |g(v/|v|)− g(θ)| + g(θ)(|v|n+1
− 1)

≤ ωg(|v/|v| − θ |)+ (n+ 1)|v|n(|v| − 1) sup
Sn−1

g

≤ ωg(2|v − θ |)+ (n+ 1)(1+ |v − θ |)n|v − θ | sup
Sn−1

g

≤ ωg(2|v − θ |)+ (n+ 1)2n|v − θ | sup
Sn−1

g

where for the last line, we have used the fact that |v − θ | ≤ 1 when |x′| ≤ δ, |ζ | ≤
1
2 |D

2h(0) · (θ, θ)| ≤ a/2b, and δ ≤ δ0/2.
Using |v − θ | ≤ δa/2b, we bound the last term by the quantity

e1 = ωg

(
δa

b

)
+ (n+ 1)2n−1 δa

b
sup
Sn−1

g.

Using Lemma 4.3 with

e2 =
a

b

(
ω(2δ)+ 8

δ

δ0

)
we then estimate

|(I )′′ε − (I )
′
ε| ≤

∫
Bn−1
δ \Bn−1

ε

1
|ln ε|

dx′

|x′|n−1

{
e2 · sup

Sn−1
g +

a

2b
· e1

}

≤
ln(δ/ε)
|ln ε|

(∫
θ∈Sn−2

dθ

){
e2 · sup

Sn−1
g +

a

2b
· e1

}
≤ (n− 1)|Bn−1

1 |

{
e2 · sup

Sn−1
g +

a

2b
· e1

}
.

Finally, we get (using 3a/b ≤ 1/δ0 and δ ≤ δ0/2 ≤ 1/2),

|cε + (I )′′0| ≤ |(II )ε| + |(I )ε − (I )
′
ε| + |(I )

′
ε − (I )

′′
ε | + |(I )

′′
ε − (I )

′′

0|

≤
C

|ln ε|

(
1
δ
+
a

b
|ln δ|

)
+ C

(
a

b
ωg

(
δa

b

)
+
a

b
ω(2δ)+

a

b

δ

δ0

)

≤
C

|ln ε|

(
1
δ
+

1
δ0
|ln δ|

)
+ C

1
δ0

(
ωg

(
δ

δ0

)
+ ω(2δ)+

δ

δ0

)
where the constant C only depends on the dimension n and c0. More precisely, we
have C = C(n,

∫
Rn\B1

c0, supRn c0, supSn−1 g) = C(n, supRn c0). This ends the proof
of Proposition 4.1.
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Proof of Lemma 4.3. Using the notations ϕi = ∂ϕ/∂xi and ϕij = ∂2ϕ/∂xi∂xj , and taking
the derivatives of the relation ϕ(x′, h(x′)) = 0, we get

hi = −
ϕi

ϕn
, i = 1, . . . , n− 1,

hij = −
1
ϕn
(ϕij + ϕinhj + ϕjnhi + ϕnnhihj ), i, j = 1, . . . , n− 1.

Now, by definition of a, we have |D2ϕ(x)| ≤ a for x ∈ B1. Therefore, for 0 < δ ≤ 1,

|Dϕ(x)−Dϕ(0)| ≤ aδ for x ∈ Bδ.

Let δ′′0 ∈ (0,∞) be such that aδ′′0 =
1
2 |Dϕ(0)|, and set δ′0 = min(1, δ′′0 ). Then for b =

|Dϕ(0)| = ϕn(0) and 0 < δ ≤ δ′0 we get

aδ0 ≤ aδ
′

0 ≤ b/2 ≤ ϕn(x) ≤ |Dϕ(x)| for x ∈ Bδ.

Using the elementary estimate

∀x ∈ Bδ,

∣∣∣∣f (x)g(x)
−
f (0)
g(0)

∣∣∣∣
≤

1
g(0) infBδ g

(|f (x)− f (0)|g(0)+ |f (0)| |g(x)− g(0)|) (4.37)

and the fact that ϕi(0) = 0 for i = 1, . . . , n− 1, we get

Dh(0) = 0 and |Dh(x′)| ≤ δ/δ0 for (x′, h(x′)) ∈ Bδ.

Still using (4.37), we get, for (x′, h(x′)) ∈ Bδ and 0 < δ ≤ δ0,

|D2h(x′)−D2h(0)| ≤
2
b2 ((aω(δ)) · b + a · (aδ))+

2
b

(
2a
δ

δ0
+ a

(
δ

δ0

)2)
≤

2a
b

(
ω(δ)+ 4

δ

δ0

)
where we have used the fact that a/b ≤ 1/2δ0.

Using the Taylor formula with h(0) = 0 = Dh(0), we get∣∣∣∣h(x′)− 1
2
D2h(0) · (x′, x′)

∣∣∣∣ ≤ ∫ 1

0
dt

∫ t

0
ds |D2h(sx′)−D2h(0)| · |x′|2

and so for (x′, h(x′)) ∈ Bδ ,∣∣∣∣h(x′)− 1
2D

2h(0) · (x′, x′)
|x′|2

∣∣∣∣ ≤ ab
(
ω(δ)+ 4

δ

δ0

)
=: J (δ).
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Now assume that 0 < 2δ ≤ δ0. Then Qδ = B
n−1
δ × (−δ, δ) ⊂ B2δ , and for x′ ∈ Bn−1

δ

we have (using |D2h(0)| ≤ a/b)

|h(x′)| ≤ δ2
(

1
2
a

b
+ J (2δ)

)
< δ

while ω(2δ) ≤ 1 and 6aδ/b ≤ 1. Therefore for 0 < 2δ ≤ δ0, we get (x′, h(x′)) ∈ Qδ ⊂

B2δ if x′ ∈ Bn−1
δ , and hence∣∣∣∣h(x′)− 1

2D
2h(0) · (x′, x′)
|x′|2

∣∣∣∣ ≤ ab
(
ω(2δ)+ 8

δ

δ0

)
.

We then deduce

|h(x′)| ≤ |x′|2
a

b

(
ω(2δ)+ 8

δ

δ0
+

1
2

)
≤ 6

a

b
|x′|2,

which ends the proof of Lemma 4.3.

Corollary 4.4 (Error estimate for a particular test function). For B, η > 0, consider
the function

ϕ(x) = B

√
η2 + |x|2.

Then there exists a constant C′ = C′(n, supRn c0) > 0 such that for

cε(x) = (cε0 ? 1{ϕ(·)>ϕ(x)})(x)−
1
2

∫
Rn
cε0

we have pointwise, for |x0| ≥ 6
√

2 ε and 3 ≥ η ≥ 6
√

2 ε,

|cε(x0)|Dϕ(x0)| + F(D
2ϕ(x0),Dϕ(x0))| ≤ C

′B/η.

Proof. Let us first remark that we do not change the result if we divide ϕ by B (because
F is geometric), so we can assume that B = 1.

For all x, we have

Dϕ(x) =
x√

η2 + |x|2
, D2ϕ(x) =

1√
η2 + |x|2

(Id− p(x)⊗ p(x))

where p(x) = Dϕ(x) and |p(x)| ≤ 1 for all x. Next, for all x and x0,

D2ϕ(x)−D2ϕ(x0) =

(
1√

η2 + |x|2
−

1√
η2 + |x0|2

)
(Id− p(x)⊗ p(x))

−
1√

η2 + |x0|2
(p(x)⊗ (p(x)− p(x0))+ (p(x)− p(x0))⊗ p(x0)).
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Moreover,∣∣∣∣ 1√
η2 + |x|2

−
1√

η2 + |x0|2

∣∣∣∣ ≤ |
√
η2 + |x|2 −

√
η2 + |x0|2|

η2

≤
| |x|2 − |x0|

2
|

η2(
√
η2 + |x|2 +

√
η2 + |x0|2)

≤
| |x| − |x0| |(|x| + |x0|)

η2(|x| + |x0|)
≤
|x − x0|

η2

and using the bound |D2ϕ| ≤ 1/η we get

|p(x)− p(x0)| = |Dϕ(x)−Dϕ(x0)| ≤ |x − x0|/η.

We set a = 1/η ≥ |D2ϕ|. Then, with the notation of Proposition 4.1,

|D2ϕ(x)−D2ϕ(x0)|/a ≤ 3|x − x0|/η, ω(r) ≤ 3r/η.

We now apply Proposition 4.1 with a = 1/η, b = |Dϕ(x0)| > 0, δ1 = η/3, 2δ =
δ0 = min(b/3a, δ1) = b/3a (because b ≤ 1). We deduce that there exists a constant
C′ = C′(n, supRn c0) > 0 such that for δ > ε > 0,

|cε(x0)|Dϕ(x0)| + F(D
2ϕ(x0),Dϕ(x0))| ≤ C

′

(
1
η
+

1
η|ln ε|

)
≤
C′

η
.

Moreover, the condition δ > ε is equivalent to b > 6ε/η. We then deduce conditions on
|x0| and η:

1. If |x0| ≤ η, then b ≥ |x0|/
√

2 η and it suffices to take |x0| > 6
√

2 ε.
2. If |x0| ≥ η, then b ≥ 1/

√
2 and it suffices to take η > 6

√
2 ε.

5. A priori estimate at initial time

Proposition 5.1 (Modulus of continuity in time). There exists a constant C′′ =
C′′(n, supRn c0) > 0 such that for all x0 ∈ Rn, t > 0, η > 6

√
2 ε and ε ∈ (0, 1/2),

|uε(x0, t)− u0(x0)| ≤ |Du0|L∞(Rn){η + tC
′′/η}.

Remark 5.2. Since |Duε(·, t)|L∞(Rn) ≤ |Du0|L∞(Rn) (see Proposition 2.7), we also
have, for ε ∈ (0, 1/2) and η > 6

√
2 ε,

|uε(x0, t + s)− u
ε(x0, s)| ≤ |Du0|L∞(Rn){η + tC

′′/η}.
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Proof of Proposition 5.1. We consider the function

ϕ(x, t) = B0

√
η2 + |x|2 + u0(x0)− B0|x0| + Lt

with B0 = |Du0|L∞(Rn) and L that will be specified later. It suffices to show that for L =
C′′B0/η and C′′ large enough, ϕ is a supersolution of (1.4). Indeed, by the comparison
principle (Theorem 2.2), we will then have

uε(x0, t) ≤ ϕ(x0, t) ≤ B0(η + tC
′′/η)+ u0(x0).

Let (x, t) ∈ Rn× (0,∞). Since ϕ ∈ C∞(Rn× (0,∞)), to prove that ϕ is a supersolution
of (1.4) at (x, t), it suffices to show that it satisfies the equation pointwise, i.e.

ϕt (x, t) ≥ c
ε
|Dϕ(x, t)|.

The proof is now decomposed into two cases:

1. |x| ≤ 6
√

2 ε. In this case,

cε|Dϕ(x, t)| ≤
‖c0‖L1

ε|ln ε|
B0|x|

η
≤

6
√

2 ‖c0‖L1B0

|ln ε|η
.

So it suffices to take

L ≥
6
√

2 ‖c0‖L1

|ln 1
2 |

B0

η
.

2. |x| ≥ 6
√

2 ε. In this case we will show that ϕ is a supersolution of

ϕt + F(D
2ϕ,Dϕ) ≥ L− L0 for L0 =

B0

η
sup

q∈Sn−1
trace

(
A

(
q

|q|

))
(5.38)

and then we will use Corollary 4.4. We setM = D2ϕ. We can choose a basis such that

A

(
p

|p|

)
=

(
An−1

( p
|p|

)
0

0 0

)
,

where the last vector of the basis is p/|p| with p = Dϕ. We set

M = B0

(
Mn−1 Mn
tMn Mnn

)
,

where Mn−1 =
1√

η2+|x|2
Id, Mn is a vector and Mnn = η

2/(η2
+ |x|2)3/2. Then

trace
(
MA

(
p

|p|

))
=

B0√
η2 + |x|2

trace(An−1) ≤
B0

η
trace

(
A

(
p

|p|

))
.
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Hence

ϕt (x, t)+ F(D
2ϕ,Dϕ) = L− trace

(
MA

(
p

|p|

))
≥ L−

B0

η
sup
Sn−1

trace
(
A

(
p

|p|

))
= L− L0.

We now prove that ϕ is a supersolution of (1.4), i.e. ϕt (x, t) ≥ cε|Dϕ(x, t)|, where
cε = (cε0 ? 1{ϕ(·,t)>ϕ(x,t)})(x, t)− 1

2

∫
Rn c

ε
0. We have pointwise

ϕt ≥ −F(D
2ϕ,Dϕ)+ L− L0 ≥ c

ε
|Dϕ| + L− L0 − F(D

2ϕ,Dϕ)− cε|Dϕ|

≥ cε|Dϕ| + L− L0 − C
′B0/η,

where we have used Corollary 4.4. It is sufficient to take L ≥ B0C
′′/η with

C′′ = sup
q∈Sn−1

trace
(
A

(
q

|q|

))
+ C′ +

6
√

2 |c0|L1

ln 1
2

. (5.39)

Moreover, trace(A) is bounded by |g|L∞ , which is controlled by |c0|L∞ (since c0(x) =

g(x) if |x| = 1). So, by Corollary 4.4, C′′ = C′′(n, supRn c0).

Using similarly a subsolution, we deduce the result. This ends the proof of the proposition.

Corollary 5.3. There exists a constant C > 0 such that for any ε ≤ 1/2, the solution uε

of (1.4) satisfies

|uε(x, t + h)− uε(x, t)| ≤ C|Du0|L∞(Rn)
√
h, ∀x ∈ Rn, t ≥ 0, h ∈ [0, h0],

with h0 = h0(n, supRn C0) > 0.

Proof. We can optimise the estimate of Remark 5.2 to obtain, for η =
√
tC′′ ≤ 3,

|uε(x0, t + s)− u
ε(x0, s)| ≤ 2|Du0|L∞(Rn)

√
C′′
√
t if

√
t >

6
√

2 ε
√
C′′

.

Moreover, for all ε, we have

|uε(x0, t + s)− u
ε(x0, s)| ≤

t

ε|ln ε|
|c0|L1 |Du0|L∞(Rn).

But, for
√
t ≤ 6
√

2ε/
√
C′′ and ε ≤ 1/2, the following holds (using (5.39)):

t

ε|ln ε|
|c0|L1 |Du0|L∞(Rn) ≤ |Du0|L∞(Rn)

√
t

6
√

2
√
C′′

|c0|L1

|ln 1
2 |
≤ |Du0|L∞(Rn)

√
t
√
C′′,

so, for all t ≤ 9/C′′ and s, we have

|uε(x0, t + s)− u
ε(x0, s)| ≤ 2|Du0|L∞(Rn)

√
C′′
√
t .

Iterating the estimate on time intervals of length T satisfying
√
T C′′ ≤ 3, we get the

result. This ends the proof of the corollary.
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6. Proof of the convergence theorem

Proof of Theorem 1.4. We use the half-relaxed limits introduced by Barles and Perthame
[11], and defined by

u(x, t) = lim sup
ε→0, y→x, s→t

uε(y, s), u(x, t) = lim inf
ε→0, y→x, s→t

uε(y, s).

We will show that u (resp. u) is a viscosity subsolution (resp. supersolution) of (1.5)–
(1.7).

We argue by contradiction. Assume that there exists φ ∈ C2 such that u− φ reaches
a global strict maximum at (x0, t0) and

φt (x0, t0)+ F∗(D
2φ,Dφ) = θ > 0. (6.40)

Two cases may occur:

1. |Dφ(x0, t0)| 6= 0. Then there exist (xε, tε) → (x0, t0) such that uε − φ reaches a
maximum at (xε, tε). As uε has linear growth, we can assume (by adding a term like
|x − x0|

4
+ |t − t0|

2 to φ if necessary) that this maximum is global. Since uε is a
solution of (1.4), we have

φt (xε, tε) ≤

(
(cε0 ? 1{uε(·,tε)≥uε(xε,tε)})(xε)−

1
2

∫
Rn
cε0

)
|Dφ(xε, tε)|.

Moreover, for all x 6= xε, we have uε(x, tε) − φ(x, tε) < uε(xε, tε) − φ(xε, tε). So
{uε(·, tε) ≥ u

ε(xε, tε)} ⊂ {φ(·, tε) > φ(xε, tε)} ∪ {xε}. Thus,

φt (xε, tε) ≤

(
(cε0 ? 1{φ(·,tε)>φ(xε,tε)})(xε)−

1
2

∫
Rn
cε0

)
|Dφ(xε, tε)|.

We can use Corollary 4.2 and pass to the limit as ε→ 0 to obtain

φt (x0, t0) ≤ G(D
2φ(x0, t0),Dφ(x0, t0))|Dφ(x0, t0)|

= −F(D2φ(x0, t0),Dφ(x0, t0)),

which contradicts (6.40) (since F(M,p) = F∗(M, p) for p 6= 0).
2. |Dφ(x0, t0)| = 0 and |D2φ(x0, t0)| = 0. As in the first case, there exist (xε, tε) →
(x0, t0) such that uε − φ reaches a global maximum at (xε, tε) (up to adding a term
like |x − x0|

4
+ |t − t0|

2 to φ if necessary). We set

cε[φ](xε, tε) =
(
(cε0 ? 1{φ(·,tε)>φ(xε,tε)})(xε)−

1
2

∫
Rn
cε0

)
.

By assumptions, for all η > 0, there exists r > 0 such that

|D2φ(x, t)| ≤ η if (x, t) ∈ Q2r(x0, t0)

where Qr(x0, t0) = Br(x0)× (t0 − r, t0 + r). There are two subcases:
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A: |Dφ(xε, tε)| > 12εηr . We set

I(x, t) = cε[φ](x, t)|Dφ| +F∗(D2φ,Dφ), φr(x, t) =
1
r2φ(x0+ rx, t0+ rt).

Straightforward computations give, with x̄ε = xε/r and t̄ε = tε/r ,

I(xε, tε) = F∗(D2φr ,Dφr)+
|ln ε

r
|

|ln ε|
|Dφr |cε/r [φr ](x̄ε, t̄ε)

= F∗(D
2φr ,Dφr)+

(
1−
|ln r|
|ln ε|

)
|Dφr |cε/r [φr ](x̄ε, t̄ε)

=

(
1−
|ln r|
|ln ε|

)
I1 + I2

where

I1 = F∗(D
2φr ,Dφr)+ |Dφr |cε/r [φr ](x̄ε, t̄ε), I2 =

|ln r|
|ln ε|

F∗(D
2φr ,Dφr).

We can then apply Proposition 4.1 to I1 with

a = 2η ≥ |D2φr |, b = |Dφr(x̄ε, t̄ε)| → 0, 2δ = δ0 = b/6η

and get (with an abuse of notation for a generic constant C)

|I1| ≤ Cb

{
1
δ0
+

1
δ0

|ln δ|
|ln ε|

+
1

δ0|ln ε|

}
≤ C

{
η + η +

η

|ln ε|

}
≤ Cη

for ε small enough to get b small enough. We then deduce that for ε small enough
we have |I(xε, tε)| ≤ Cη and so

φt (xε, tε)+ F∗(D
2φ,Dφ)

= φt (xε, tε)− c
ε[φ](xε, tε)+ F∗(D2φ,Dφ)+ cε[φ](xε, tε)

≤ |I(xε, tε)| ≤ Cη.

B: |Dφ(xε, tε)| ≤ 12εηr . Then

cε[φ](xε, tε)|Dφ| ≤
|c0|L1

ε|ln ε|
|Dφ| ≤

12ηr
|ln ε|
|c0|L1

and using F∗(D2φ,Dφ) = 0 in (x0, t0), we also deduce that for ε small enough,

φt (xε, tε)+ F∗(D
2φ,Dφ) ≤ Cη.

Letting ε→ 0, we get

φt (x0, t0)+ F∗(D
2φ,Dφ) ≤ Cη

and so θ ≤ Cη, which is a contradiction for η small enough.

Finally, we have shown that u is a subsolution. The proof that u is a supersolution is
exactly the same.
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Moreover, by Corollary 5.3, we have

|uε(·, t)− u0(·)| ≤ C|t |
1/2, for 0 ≤ t ≤ 1

where C is a constant which depends only on n, supRn c0 and |Du0|L∞ . So u(·, 0) =
u(·, 0) = u0(·). Since u is a subsolution and u is a supersolution, we deduce by the com-
parison principle (Theorem 3.3) that u(x, t) ≤ u(x, t) for all (x, t) and so u = u = u0,
i.e. uε converges locally uniformly on compact subsets of Rn× [0,∞) to u0 which is the
unique solution of (1.5)–(1.7). This ends the proof of the theorem.

7. Proof of Theorem 1.7

We now prove Theorem 1.7. We need the following proposition:

Proposition 7.1 (The matrix A is a Hessian). Let n ≥ 2. Let g ∈ C0(Rn \ {0}) with
g(λp) = g(p)/|λ|n+1. Set

A

(
p

|p|

)
=

∫
θ∈Sn−2=Sn−1∩{〈x,p/|p|〉=0}

(
1
2
g(θ)θ ⊗ θ

)
dθ

with A(λp) = A(p)/|λ| for λ 6= 0. Then the function G := −(2π)−1F(Lg) (where Lg
and the Fourier transform are given in Definition 1.6) is such that G(λp) = |λ|G(p) and

A(p) = D2G(p).

For the proof, we will need the following lemma:

Lemma 7.2 (The curl of the matrix A). Under the assumptions of Proposition 7.1, the
curl of A defined by curl(A) = (∂kAij − ∂iAkj )i,j,k is zero, and there exists a distribution
8 such that A(p) = D28(p). Moreover, 8 ∈ C0(Rn) ∩ C2(Rn \ {0}), and 8 is unique
if we assume 8(−p) = 8(p) and 8(0) = 0. We then have 8(λp) = |λ|8(p) for all
λ ∈ R \ {0} and p ∈ Rn.

Proof. In this proof, we denote by e · f the scalar product of e and f . First, we compute
∂kAij (p) for p 6= 0 and g ∈ C1(Rn \ {0}) and with ∂k indicating the derivation in the
direction ek . Because we will compute the curl of row vectors of the matrix, it is sufficient
to choose an orthonormal basis (e1, . . . , en) such that e1 is parallel to p. Then two cases
may occur:

1. ek is parallel to p (ek ‖ p). Then

∂kAij (p) = −
p · ek

|p|2
Aij (p).

2. ek is perpendicular to p (ek ⊥ p). In this case (see Figure 1), we have to consider
variations at the first order of the integral defining A(p) for θ ∈ p⊥ ∩ Sn−1 to θ ∈
(p + εek)

⊥
∩ Sn−1 for ε arbitrarily small. Consider a unit vector θ ∈ p⊥ ∩ Sn−1 that
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Fig. 1. Computation at the first order of ∂kAij (p), case |p| = 1.

we write
θ = (cosα)e′ + (sinα)ek

with sinα = θ · ek and e′ ⊥ p, e′ ⊥ ek . At the first order, this vector becomes (by
infinitesimal rotation)

(cosα)e′ + (sinα)(ek + εq) ∈ (p + εek)⊥ ∩ Sn−1,

where we define
q =
−p

|p|
, ḡ(θ) = g(θ)θ ⊗ θ.

Then
∂kAij (p) =

1
|p|2

∫
Sn−1∩p⊥

dθ
1
2
q · ∇ḡ(θ)(θ · ek)(ei, ej ).

Moreover,

q · ∇ḡ(θ)(θ · ek)(ei, ej )

= (q · ∇g(θ))(θ · ek)(θ · ei)(θ · ej )+ g(θ)(θ · ek)(q · ei(θ · ej )+ (θ · ei)q · ej )

= q · ∇g(θ)(θ · ek)(θ · ei)(θ · ej )+ (q · ei)ḡ(θ)(ek, ej )+ (q · ej )ḡ(θ)(ek, ei).

We are now able to compute the curl of A. To do this we consider several cases:

1. ek, ei, ej ‖ p. Then Aij (p) = Akj (p) = 0 and so ∂kAij − ∂iAkj = 0.
2. ek, ei ‖ p, ej ⊥ p. In the same way, ∂kAij − ∂iAkj = 0.
3. ek, ej ‖ p, ei ⊥ p. Then ∂kAij = 0 and ∂iAkj = 0 (since θ · ej = θ · ek = 0).
4. ek ⊥ p, ei, ej ‖ p. The same as case 3.
5. ek ‖ p, ei, ej ⊥ p. Then ∂kAij = − 1

|p|
Aij (if ek = p/|p|) and

∂iAkj =
1
|p|2

∫
Sn−1∩p⊥

dθ
1
2
q · ek ḡ(θ)(ei, ej )

= −
1
|p|2

∫
Sn−1∩p⊥

dθ
1
2
ḡ(θ)(ei, ej ) = −

1
|p|
Aij (p).

We have used the fact that q · ek =
−p
|p|
·
p
|p|
= −1. So ∂kAij − ∂iAkj = 0.
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6. ek, ej ⊥ p, ei ‖ p. The same as case 4.
7. ek, ei ⊥ p, ej ‖ p. Then

∂kAij (p) =
1
|p|2

∫
Sn−1∩p⊥

dθ (q · ej )ḡ(θ)(ek, ei) = ∂iAkj (p).

8. ek, ei , ej ⊥ p. Then

∂kAij (p) =
1
|p|2

∫
Sn−1∩p⊥

dθ
1
2
(q · ∇g(θ))(θ · ek)(θ · ei)(θ · ej ) = ∂iAkj (p).

We have used the fact that q · ei = q · ej = q · ek = 0.

Thus, curl(A) = 0 on Rn \ {0}. We now remark that

〈−(curlA)i,j,k, ϕ〉 =
∫

Rn
(Aij∂kϕ − Akj∂iϕ) = lim

ε→0

∫
Rn\Bε

(Aij∂kϕ − Akj∂iϕ)

= lim
ε→0

(∫
Rn\Bε

−(∂kAij − ∂iAkj )ϕ +

∫
∂Bε

(Aijnk − Akjni)ϕ

)
= lim

ε→0
εn−2

∫
∂B1

(Aij (θ)θk − Akj (θ)θi)ϕ(εθ)dθ

=

{
ϕ(0)

∫
S1(Aij (θ)θk − Akj (θ)θi) dθ if n = 2,

0 if n 6= 2.

In particular, we have used the fact that A ≡ 0 for n = 1. Now, using the symmetry of g,
we deduce that A(−θ) = A(θ) and then by antisymmetry the last integral on S1 vanishes.
Therefore curl(A) = 0 on Rn. By a passage to the limit, this is still true if g ∈ C0 (and
not only g ∈ C1).

To deduce that there exists 8 such that A = D28, we use the following lemma:

Lemma 7.3 (Vector fields with zero curl are gradients). Let f = (f1, . . . , fn) ∈

D′(Rn) be such that curl(f ) = (∂kfi − ∂ifk)i,k = 0. Then there is h ∈ D′(Rn) such
that fi = ∂ih.

For the proof, we refer to Schwartz [38, Chapter II, Paragraph 6, Theorem VI, p. 59].
We write fj = (fj1, . . . , fjn) = (Aj1, . . . , Ajn). Using the fact that curl(A) = 0, we

deduce that curl(fj ) = 0 for all j ∈ {1, . . . , n}. Then, by Lemma 7.3 there are hj such that
fj = ∇hj . Using the fact that A is symmetric, we deduce that ∂jhi − ∂ihj = 0. Applying
again Lemma 7.3, we deduce that there is 8 such that h = ∇8 and so A = D28. Note
that 8 is unique up to a polynomial of degree 1. Let 8s(p) = 1

2 (8(p)+8(−p)). Then
A = D28s and hence 8s is unique up to a constant. Moreover, D28(p) behaves like
1/|p| for small p and so D28 ∈ Ln−ε for every ε > 0. Therefore 8 ∈ W 2,n−ε

loc and by
Sobolev injections 8 ∈ C0(Rn). We deduce that there is a unique 8 such that

8(−p) = 8(p) and 8(0) = 0. (7.41)
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Finally, we remark that

D2(8(λp)/|λ|) = |λ|(D28)(λp) = |λ|A(λp) = A(p) = D28(p).

Therefore 8(λp) = |λ|8(p) if 8 satisfies (7.41).

Proof of Proposition 7.1. We show that 8 = −(2π)−1F(Lg) (where 8 is defined in
Lemma 7.2). Let ϕ ∈ S. Then

〈−D2
ξξF(Lg)(ξ), ϕ〉(ζ, ζ ) = 〈F(−ix ⊗ ixLg(x)), ϕ〉(ζ, ζ ) = 〈Lg, (x ⊗ x)F(ϕ)〉(ζ, ζ )

= 〈Lg, (x · ζ )
2F(ϕ)(x)〉

=

∫
Rn
dx

g(x/|x|)

|x|n+1 (x · ζ )2F(ϕ)(x)

=

〈
F
(
g(x/|x|)

|x|n+1 (x · ζ )2
)
, ϕ

〉
.

We next have the following lemma:

Lemma 7.4. Let n ≥ 2. Let g ∈ C0(Rn \ {0}) be such that g(λp) = g(p)/|λ|n+1. Then

F
(
g(x/|x|)

|x|n+1 (x · ζ )2
)
(ξ) = 2πA(ξ)(ζ, ζ ).

Here, we just give a formal proof. The complete proof is given in the Appendix.
By definition of Fourier transform, we have formally for ξ 6= 0, with θ = x/|x| and

r = |x|,

F
(
g(x/|x|)

|x|n+1 (x · ζ )2
)
=

∫
Rn

g(x/|x|)(x · ζ )2e−iξ ·x

|x|n+1 dx =

∫
Rn

g(θ)(θ · ζ )2e−iξ ·x

|x|n−1 dx

=

∫
Sn−1×(0,∞)

g(θ)(θ · ζ )2e−iξ ·θr dθ dr

=

∫
Sn−1

dθ g(θ)(θ · ζ )2
∫
∞

0
dr

(
eiξ ·θr + e−iξ ·θr

2

)
=

∫
Sn−1

dθ g(θ)(θ · ζ )2
∫
∞

−∞

dr
eiξ ·θr

2

=
2π
|ξ |

∫
Sn−1∩ξ⊥

dθ
1
2
g(θ)(θ · ζ )2 = 2πA(ξ)(ζ, ζ ),

where we have used the fact that F(1) = 2πδ0 in 1D, which formally gives∫
∞

−∞

dr eiξ ·θr = 2πδ0(ξ · θ) =
2π
|ξ |
δ0

(
ξ

|ξ |
· θ

)
.

This completes the formal proof of Lemma 7.4.
We then get

−D2F(Lg)(ξ) = 2πA(ξ) = 2πD28.
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Moreover, F(Lg)(−ξ) = F(Lg)(ξ) and F(Lg)(0) = 0. Therefore, by Lemma 7.2,

8 = −
1

2π
F(Lg)

and 8(λp) = |λ|8(p). This completes the proof of the proposition.

Proof of Theorem 1.7. Let us first compute div∇G(Du/|Du|). We set p = Du. Then

div∇G
(
Du

|Du|

)
=

∑
i

∂

∂xi

(
∂G

∂xi

(
p

|p|

))
=

∑
i,j

∂2G

∂xi∂xj

(
p

|p|

)
∂

∂xi

(
Dju

|Du|

)

=
1
|p|

∑
i,j

∂2G

∂xi∂xj

(
p

|p|

)(
D2
iju−

D2
·iu · p ⊗ pj

|p|2

)

=
1
|p|

trace
(
D2G

(
p

|p|

)(
Id−

p ⊗ p

|p|2

)
D2u

)
.

Moreover, for λ > 0, we have G(λp) = λG(p). Then by differentiation we get

p · ∇G(λp) = G(p).

Taking the gradient, we get

∇G(p) = ∇G(λp)+ p ·D2G(λp)λ,

which implies, for λ = 1,
p ·D2G(P ) = 0.

This yields

D2G

(
p

|p|

)(
Id−

p ⊗ p

p2

)
= D2G

(
p

|p|

)
.

Hence

div∇G
(
Du

|Du|

)
=

1
|p|

trace
(
A

(
p

|p|

)
·D2u

)
.

This shows the first part of the theorem.
In the two-dimensional case, we simply remark that

g(θ)θ ⊗ θ = D2G(θ⊥),

which implies the result. This ends the proof of Theorem 1.7.

Proof of Theorem 1.11. We can rewrite A(p) as

A(p) =

∫
x∈p⊥

1
2
K0(x)x ⊗ x dx =

∫
θ∈p⊥∩Sn−1

dθ
1
2

(∫
(0,∞)

dr rnK0(rθ)

)
θ ⊗ θ

=

∫
θ∈p⊥∩Sn−1

dθ
1
2
g(θ)θ ⊗ θ



Convergence of eikonal equation to mean curvature motion 1095

with g(θ) =
∫
(0,∞) dr r

nK0(rθ). So, by applying Theorem 1.7, we see that the mean
curvature motion defined by (1.5)–(1.6) using the matrix A(p) is of variational type.

Proof of Proposition 1.8. The idea of building a function g which changes its sign and
satisfies ∫

Sn−1∩p⊥
dθ

1
2
g(θ) θ ⊗ θ ≥ 0

for all p ∈ Rn \ {0} is simple. First, we consider the set

S =
n⋃
i=1

(Sn−1
∩ {xi = 0})

and we remark that any hyperplane 5 which contains the origin intersects S at an angle
α ≥ α0 with α0 > 0 independent of 5. We then define g on Sn−1 as a mollification of
δS − η for η small enough where δS is the Dirac mass on Sn−1 with support S.

We now make a rigorous construction. We denote by (ei)i=1,...,n an orthonormal basis
of Rn. We use the following lemma:

Lemma 7.5. For ε ∈ (0, 1] and i = 1, . . . , n, there exist gεi ∈ C
∞(Sn−1) such that for

all 9ε ∈ C∞(Sn−1) and pε ∈ Sn−1, if pε → p0 and ‖9ε −90
‖L∞(Sn−1)→ 0, then∫

Sn−1∩p⊥ε 'Sn−2
dθ gεi (θ)9

ε(θ)→
1

sin ̂(p0, ei)

∫
Sn−1∩p⊥0 ∩e

⊥
i 'Sn−3

dθ 90(θ) as ε→ 0

provided p0 is not parallel to ei , where ̂(p0, ei) ∈ [0, π/2] denotes the angle between p0
and ei . Moreover,

gεi (θ) = 0 if |〈θ, ei〉| ≥ ε. (7.42)

The proof is postponed.
We set

gε =

n∑
i=1

gεi − η

with η a small parameter to be specified. We remark that by (7.42) for ε small enough,
gε is not non-negative. We want to show that there exists ε0 such that for all 0 < ε < ε0
and all p, ξ ∈ Sn−1, ∫

Sn−1∩p⊥'Sn−2
dθ gε(θ)〈θ, ξ〉2 ≥ 0. (7.43)

We will prove (7.43) by contradiction, using the following lemma:

Lemma 7.6. There exists C0 > 0 such that for all p ∈ Sn−1 and ξ ∈ Sn−1
∩ p⊥, there

exists i0 ∈ {1, . . . , n} such that∫
Sn−1∩p⊥∩e⊥i0

'Sn−3
dθ 〈θ, ξ〉2 ≥ C0 and ̂(p, ei0) ≥ C0

where ̂(p, ei0) ∈ [0, π/2].

The proof is postponed.



1096 F. Da Lio et al.

We now prove (7.43) by contradiction. Suppose that there exists a subsequence εk→0
for which there exist pk ∈ Sn−1 and ξk ∈ Sn−1

∩ p⊥k such that∫
Sn−1∩p⊥k 'Sn−2

dθ gεk (θ)〈θ, ξk〉
2
≤ 0.

Up to extracting a subsequence, we can assume that pk → p∞ and ξk → ξ∞ with
p∞, ξ∞ ∈ Sn−1. We then have, with the index i0 given by Lemma 7.6 for p = p∞ and
ξ = ξ∞,

0 ≥
∫

Sn−1∩p⊥k

dθ gεk (θ)〈θ, ξk〉
2
≥

∫
Sn−1∩p⊥k

dθ g
εk
i0
(θ)〈θ, ξk〉

2
− η

∫
Sn−1∩p⊥k

dθ

≥

∫
Sn−1∩p⊥k

dθ g
εk
i0
(θ)〈θ, ξk〉

2
− η|Sn−2

|.

By passing to the limit, using Lemma 7.5, we obtain

0 ≥
1

sin ̂(p∞, ei0)

∫
Sn−1∩p⊥∞∩e

⊥
i0

dθ 〈θ, ξ∞〉
2
− η|Sn−2

| ≥
C0

sinC0
− η|Sn−2

|

where C0 is given in Lemma 7.6. This is a contradiction for η small enough.

Proof of Lemma 7.6. The proof is by contradiction. If the result is false, then there are
Ck → 0, pk ∈ Sn−1 and ξk ∈ Sn−1

∩ p⊥k such that for all i ∈ {1, . . . , n},

0 ≤ ̂(pk, ei) ≤ Ck (7.44)

or ∫
Sn−1∩p⊥k ∩e

⊥
i

dθ (ξk · θ)
2
≤ Ck if ̂(pk, ei) 6= 0. (7.45)

We distinguish two cases:

1. There exist two indices i such that (7.44) holds. Up to relabelling the indices, we can
assume that (7.44) holds for i = 1, 2. We deduce by extracting a subsequence and
passing to the limit that p∞ = limpk exists and ̂(p∞, ei) = 0 for i = 1, 2, which is a
contradiction.

2. There exist two indices i such that (7.45) holds. Up to relabelling the indices, we
can assume that (7.45) holds for i = 1, 2. In this case, by passing to the limit, up to
extracting a subsequence, we obtain∫

Sn−1∩p⊥∞∩e
⊥
i

dθ (ξ∞ · θ)
2
= 0, ∀i = 1, 2.

We then deduce that ξ∞ ∈ Sn−1
∩ p⊥∞ is parallel to ei for i = 1, 2, which is a

contradiction.
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Finally, in dimension n ≥ 3, we are either in case 1 or case 2, so we have obtained a
contradiction.

Proof of Lemma 7.5. We set g̃εi (x) = (1/ε)ρ(x · ei/ε) where ρ ∈ C∞c (R,R) and

ρ ≥ 0, supp(ρ) ⊂ [−1, 1],
∫

R
ρ(x) dx = 1.

We then set

gεi (θ) =

∫
∞

0
rn−1g̃εi (rθ)f (r) dr

with f ∈ C∞c ((0,∞),R) satisfying
∫
∞

0 f (r)rn−2 dr = 1. For all 9ε ∈ C∞(Sn−1) and
pε ∈ Sn−1, define

Iε =
∫

Sn−1∩p⊥ε 'Sn−2
dθ gεi (θ)9

ε(θ).

To simplify notation, set 9 = 9ε and p = pε. We then have, if p is not parallel to ei ,

Iε =
∫

Sn−1∩p⊥'Sn−2
dθ 9(θ)

∫
∞

0
dr rn−1g̃εi (rθ)f (r) =

∫
p⊥
dx g̃εi (x)9̃(x)

where
9̃(x) = f (|x|)9(x/|x|)|x|.

Using the definition of g̃εi , we then find, by setting αi = (̂p, ei) and using the change of
coordinates x = (y′, yn) with y′ ∈ p⊥ and yn ∈ R, that

Iε =
∫
p⊥
dx

1
ε
ρ

(
x · ei

ε

)
9̃(x)

=

∫
p⊥
dy′

1
sinαi

sinαi
ε

ρ

(
y′.e′i
ε

sinαi
sinαi

)
9̃(y′, 0)

=
1

sinαi

∫
p⊥
dy′

1
ε′
ρ

(
y′ · e′i/|e

′

i |

ε′

)
9̃(y′, 0)

where ε′ = ε/sin θ̂i and e′i is the orthogonal projection of ei onto the hyperplane p⊥. In
particular, |e′i | = sinαi . Passing to the limit in ε, with pε → p0, 9ε → 90, αi = αεi =
̂(pε, ei) → α0

i =
̂(p0, ei) and 9̃ε = f (|x|)9ε(x/|x|)|x| → 9̃0

= f (|x|)90(x/|x|)|x|,
yields

Iε →
1

sinα0
i

∫
p⊥∩e′⊥i

dy′ 9̃0(y′, 0) =
1

sinα0
i

∫
p⊥∩e⊥i

dy′ 9̃0(y′, 0)

=
1

sinα0
i

∫
Sn−3'Sn−1∩p⊥∩e⊥i

dθ

(∫
∞

0
dr rn−3f (r)r

)
90(θ)

=
1

sinα0
i

∫
Sn−3'Sn−1∩p⊥∩e⊥i

dθ 90(θ).

This ends the proof of the lemma.
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8. Heuristical convergence and properties of the energies

8.1. Monotonicity of the energy

We begin by showing that the energy associated to (1.4) is non-increasing in time. We
recall that (1.4) is formally associated to the energy

Eε(uε) =
∫
λ

Eε(λ) dλ (8.46)

where

Eε(λ) =
∫

Rn
−

1
2
(cε0 ? ρ

ε
λ)ρ

ε
λ

with

ρελ = 1{uε>λ}, cε0 = c
ε
0 −

(∫
Rn
cε0

)
δ0.

Formally, we have
dEε(λ)
dt

=

∫
Rn
−(cε0 ? ρ

ε
λ)(ρ

ε
λ)t ,

which is defined only on the support of |Dρελ| (since (1.4) formally implies (ρελ)t =
(cε0?ρ

ε
λ)|Dρ

ε
λ|). Moreover, cε0?ρ

ε
λ = c

ε
0?ρ

ε
λ−(

∫
cε0)δ0?ρ

ε
λ. If we let ηn be a regularisation

of the Dirac mass, then ηn ? ρελ = 1/2 on the support of |Dρελ| (see Figure 2).

ρε
λ

x

1

0

ηn

Fig. 2. The convolution of ρελ with the Dirac mass.

So, we can assume that cε0 ? ρ
ε
λ = c

ε
0 ? ρ

ε
λ −

1
2

∫
Rn c

ε
0 on the support of |Dρελ|. Then

dEε(λ)
dt

=

∫
Rn
−

(
cε0 ? ρ

ε
λ −

1
2

∫
Rn
cε0

)2

|Dρελ|.

This implies

dEε(uε)
dt

=

∫
dλ

∫
Rn
−

(
cε0 ? ρ

ε
λ −

1
2

∫
Rn
cε0

)2

|Dρελ| ≤ 0.

So the energy is non-increasing in time.
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8.2. Formal convergence of the energy

We let E(u0) =
∫
G(Du0) be the energy associated to the mean curvature motion. We

have formally

d

dt
E(u0) =

∫
∇G

(
Du0

|Du0|

)
·Du0

t =

∫
−

(
div∇G

(
Du0

|Du0|

))2

|Du0
|.

Moreover, still formally we have

d

dt
Eε(uε) =

∫
dλ

∫
−

(
cε0 ? ρ

ε
λ −

1
2

∫
cε0

)2

|Dρελ|

→

∫
dλ

∫
−

(
trace

(
A

(
Du0

|Du0|

)
D2u0

))2

|Dρ0
λ|

=

∫
dλ

∫
−

(
div
(
∇G

(
Du0

|Du0|

)))2

|Dρ0
λ|

=

∫
−

(
div
(
∇G

(
Du0

|Du0|

)))2

|Du0
|.

So, formally,
d

dt
Eε(uε)→

d

dt
E(u0).

The work of Garroni and Müller [28] suggests that we should have
∫
x,λ

1
2 (c

ε
0 ? ρ

ε
λ)ρ

ε
λ →∫

dλ
∫
0λ
G(Du0/|Du0

|), where 0λ is the λ level set of u0. We deduce that (using formally
the coarea formula for BV functions)∫
x,λ

1
2
(cε0 ? ρ

ε
λ)ρ

ε
λ →

∫
dλ

∫
x

G

(
Du0

|Du0|

)
|Dρ0

λ| =

∫
x

G

(
Du0

|Du0|

)
|Du0
| =

∫
G(Du0)

and so, formally, Eε(uε)→ E(u0).

9. Appendix: some lemmata on Fourier transform

Lemma 9.1. The distribution Lg associated to g (see Definition 1.6) has the following
properties:

Lg(λ ·) =
1

λn+1Lg ∀λ > 0, (9.47)

F(Lg)(λ ·) = λF(Lg) ∀λ > 0, (9.48)

where F(Lg) is the Fourier transform of Lg defined by

∀ϕ ∈ S, 〈F(Lg), ϕ〉 = 〈Lg,F(ϕ)〉.
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Proof. Equality (9.47) results from the definition of Lg which by construction is homo-
geneous of degree −(n + 1). This can be rigorously shown using the general definition
for a distribution u ∈ D′(Rn),

∀ϕ ∈ C∞c (R
n), 〈u(λ ·), ϕ〉 :=

1
λn

〈
u, ϕ

(
·

λ

)〉
. (9.49)

We now prove (9.48). A straightforward computation for ϕ ∈ S gives

F(ϕ)(λ ·) = F
(

1
λn
ϕ

(
·

λ

))
(·). (9.50)

Using the definition (9.49), one can show that (9.50) is still true for elements of S ′. Hence,

F(Lg)(λ ·) = F
(

1
λn
Lg

(
·

λ

))
(·) = F

(
λn+1

λn
Lg(·)

)
(·) = λF(Lg(·))(·)

where we have used (9.47). This ends the proof of the lemma.

Proof of Lemma 7.4. Let R0 > r0 > 0 and ϕ ∈ C∞(Rn) with suppϕ ⊂ BR0(0) \Br0(0).
Let 9λ(y) = 9(λy) for y ∈ R with 9 ∈ C∞c (R) such that

supp9 ⊂ [−1, 1], 9 ≡ 1 on [−1/2, 1/2], 0 ≤ 9 ≤ 1, 9(−y) = 9(y).

Consider f ∈ C∞c ([0,∞)) with supp f ⊂ [r0, R0] and∫
∞

0
f (r̄)r̄n dr̄ = 1.

Assume first that g ∈ C∞(Sn−1). Then for ϕ ∈ S(Rn),

I =
〈
F
(
g(x/|x|)

|x|n+1 (x · ζ )2
)
, ϕ

〉
=

〈
g(x/|x|)

|x|n+1 (x · ζ )2,F(ϕ)
〉

=

∫
Rn
dx

g(x/|x|)

|x|n+1 (x · ζ )2
(∫

Rn
dξ e−iξ ·xϕ(ξ)

)(∫
∞

0
f (r̄)r̄ndr̄

)
.

Since |9λ(|x|/r̄)| ≤ 1 and 9λ(|x|/r̄) → 1 as λ → 0, we deduce by the dominated
convergence theorem that

I = lim
λ→0

∫
Rn×Rn×R+

dx dξ dr̄
g(x/|x|)

|x|n+1 (x · ζ )29λ

(
|x|

r̄

)
e−iξ ·xf (r̄)r̄nϕ(ξ)

= lim
λ→0

∫
Sn−1×Rn×R+×R+

dθ dξ dr̄ dr g(θ)(θ · ζ )29λ

(
r

r̄

)
e−iξ ·θrf (r̄)r̄nϕ(ξ)
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where θ = x/|x| and r = |x|. We set r = r̄s, x̄ = θ r̄ and s̄ = |ξ |s to obtain

I = lim
λ→0

∫
Sn−1×Rn×R+×R+

dθ dξ dr̄ r̄ ds g(θ)(θ · ζ )29λ(s)e
−iξ ·θ r̄sf (r̄)r̄nϕ(ξ)

= lim
λ→0

∫
Rn×Rn×R+

dx̄ dξ ds f (|x̄|)g

(
x̄

|x̄|

)
(x̄ · ζ )29λ(s)e

−iξ ·x̄sϕ(ξ)

= lim
λ→0

∫
Rn×Rn×R+

dx̄ dξ ds̄ f (|x̄|)g

(
x̄

|x̄|

)
(x̄ · ζ )29λ/|ξ |(s̄)e

−i
ξ
|ξ |
·x̄s̄ ϕ(ξ)

|ξ |

= lim
λ→0

∫
Rn
dξ
ϕ(ξ)

|ξ |

∫
Rn
dx̄ 8(x̄)

∫
R+

ds̄ 9λ/|ξ |(s̄)e
−i

ξ
|ξ |
·x̄s̄

where 8(x̄) = f (|x̄|)g(x̄/|x̄|)(x̄ · ζ )2 ∈ C∞c (R) and supp8 ⊂ BR0(0) \ Br0(0). Using
the fact that 8(−x̄) = 8(x̄), we deduce that

I = lim
λ→0

∫
Rn
dξ
ϕ(ξ)

|ξ |

∫
Rn
dx̄ 8(x̄)

∫
R+

ds̄ 9λ/|ξ |(s̄)
e
−i

ξ
|ξ |
·x̄s̄
+ e

i
ξ
|ξ |
·x̄s̄

2

= lim
λ→0

∫
Rn
dξ
ϕ(ξ)

2|ξ |

∫
Rn
dx̄ 8(x̄)

∫
R

ds̄ 9λ/|ξ |(s̄)e
−i

ξ
|ξ |
·x̄s̄
.

We set x̄ = x̄′ + ȳeξ with x̄′ ∈ e⊥ξ , ȳ ∈ R and eξ = ξ/|ξ | to obtain

I = lim
λ→0

∫
Rn
dξ
ϕ(ξ)

2|ξ |

∫
Rn−1

dx̄′
∫

R
dȳ 8(x̄′, ȳ)

∫
R
ds̄ 9λ/|ξ |(s̄)e

−iȳs̄

= lim
λ→0

∫
Rn
dξ
ϕ(ξ)

2|ξ |

∫
Rn−1

dx̄′ Jλ/|ξ |(x̄
′)

where
Jλ/|ξ |(x̄

′) =

∫
R
dȳ 8(x̄′, ȳ)F(9λ/|ξ |)(ȳ) = 〈F(9λ/|ξ |),8(x̄′, ·)〉.

We claim the following (the proof is postponed):

Lemma 9.2. We have F(9µ)→ 2πδ0 in S ′(R) as µ→ 0.

Using this result and the fact that |Jλ/|ξ |(x̄′)| ≤ |F(8(x′, ·))|L1(R), we deduce that

I = 2π
∫

R
dξ
ϕ(ξ)

2|ξ |

∫
Rn−1

dx̄′8(x̄′, 0)

= 2π
∫

R
dξ
ϕ(ξ)

2|ξ |

∫
Rn−1

dx̄′ f (|x̄|)g

(
x̄

|x̄|

)
(x̄ · ζ )2

= 2π
∫

R
dξ
ϕ(ξ)

2|ξ |

∫
Sn−1∩ξ⊥

dθ g(θ)(θ · ζ )2
∫

R+
dr̄ f (r̄)r̄n

= 2π
∫

R
dξ
ϕ(ξ)

|ξ |
A

(
ξ

|ξ |

)
(ζ, ζ ) = 2π

∫
R
dξ ϕ(ξ)A(ξ)(ζ, ζ ) = 2π〈A(ξ)(ζ, ζ ), ϕ〉.
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We have thus shown that〈
F
(
g(x/|x|)

|x|n+1 (x · ζ )2
)
, ϕ

〉
= 2π〈A(ξ)(ζ, ζ ), ϕ〉.

By a passage to the limit, this is still true if g ∈ C0 (and not only C∞) and for all
ϕ ∈ C∞c (Rn \ {0}). Hence

F
(
g(x/|x|)

|x|n+1 (x · ζ )2
)
− 2πA(ξ)(ζ, ζ ) = T

with supp T ⊂ {0}, and so the distribution T is a finite sum of derivatives of the Dirac
mass: T =

∑
aαδ

(α)
0 . Using the fact that δ(α)0 (λξ) = λ−n−|α|δ

(α)
0 (ξ) with |α| = α1 +

· · · + αn, and the homogeneity of degree −1 of D2F(Lg), we deduce that for n ≥ 2, we
have T = 0 and

F
(
g(x/|x|)

|x|n+1 (x · ζ )2
)
= 2πA(ξ)(ζ, ζ ).

This ends the proof of the lemma.

Proof of Lemma 9.2. Let ϕ1 ∈ S(R). Then

〈F(9µ)− 2πδ0, ϕ1〉 = 〈F(9µ)− F(1), ϕ1〉 = 〈9µ − 1,F(ϕ1)〉.

So, it just remains to show that 9µ→ 1 in S ′(R) as µ→ 0. Let ϕ ∈ S(R). Then

〈9µ − 1, ϕ〉 =
∫

R
dx (9µ(x)− 1)ϕ(x) =

∫
R
dx (9(µx)− 1)ϕ(x)

=

∫
|x|≥1/2µ

dx (9(µx)− 1)ϕ(x) ≤
∫
|x|≥1/2µ

dx |ϕ(x)|

≤ CN2(ϕ)

∫
|x|≥1/2λ

dx
1

1+ x2 → 0 as µ→ 0

where we have used the definition of Np(ϕ) = sup|α|,|β|≤p
∣∣|x|α dβϕ(x)

dxβ

∣∣ and the fact that

(1+ x2)|ϕ(x)| ≤ CN2(ϕ).

This ends the proof of the lemma.
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