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Non-generic blow-up solutions for the
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Abstract. We consider the L2-critical focusing non-linear Schrodinger equation in 1 + 1-d. We
demonstrate the existence of a large set of initial data close to the ground state soliton resulting in
the pseudo-conformal type blow-up behavior. More specifically, we prove a version of a conjec-
ture of Perelman, establishing the existence of a codimension one stable blow-up manifold in the
measurable category.
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1. Introduction

We consider the critical focusing NLS in 1-d of the form
iy + 03y = —lylty,  i=V=1, ¥ =y, (1.1)

with i complex-valued. It is well-known that this equation permits standing wave solu-
tions of the form _
ot x)=e%¢o(x,), a>0.

Indeed, requiring positivity and evenness in x for ¢ (x, ) implies for example
(11/2(3/2)1/4
coshl/Z(ax/Z) ’

Another remarkable feature of the equation (I.I)) is the large symmetry group carrying
solutions into solutions: this is generated by

do(x, a) =

e Galilei transformations:

U, x) ei(V+vx—v2t)e—i(2tv+u)p1//(t, x) = ei(7+vx—v2t)w(t, X —2tv— ),
d

p dx
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e SL(2, R)-transformations:

c+dt X a b
172 a+bi
Y(t,x)— (a+bt)” e4< - m’”(u e +bt> (c d) e SL(2,R).

Observe that the latter subsume rescalings v/ (¢, x) — a'/ 24 (a®t, ax) while the for-
mer subsume phase shifts 1/ (¢, x) — e'Y (¢, x) as well as translations. We usually iden-
tify a matrix (‘L‘ Z) € SL(2, R) with the corresponding transformation. It is the SL(2, R)-
transformations that distinguish the critical NLS from the sub- and supercritical NLS, and
allow us to exhibit explicit blow-up solutions: indeed, fixing (¢ 5) € SL(2, R), we have
the explicit solution

Flt.x)=(a+bt)” ‘/2’a+bre4<’5’+‘hf>¢o( a ,1), (1.2)
a + bt

which blows up for + = —a/b. Fixinga ~ 1, b ~ —1, it is then a natural question
to ask whether one may perturb the initial data of (T.2) at time ¢+ = 0 so that the cor-
responding solution exhibits the same type of blow-up behavior. More precisely, the so-

lution should asymptotically behave like ,/ 7— eV )qb(x L (t)) for a bounded function
(1) and suitable Schwartz function ¢, w1th blow up time 7. The recent work of Merle—
Raphael [MeRa] has demonstrated that this is generically impossible, i.e., there are open
sets of initial data containing f(0, x) in their closureE] and such that their blow-up behav-
ior is of the following type, which we henceforth refer to as ‘generic’:

log [log(T — )]

Y, x) ~ U0 G 0x), A1) ~ e

Blow-up solutions of this type were first constructed in a remarkable paper by G. Perel-
man [Per], but for non-generic initial data sets. This blow-up rate was shown to be stable
in [Ra]. Moreover, in [MeRal the authors showed that for initial data in a sufficiently
small neighborhood of f (0, x) the only possible blow-up speeds are the generic speed or
else at least as fast as the explicit speed; we now refer to the latter as ‘non-generic’. The
issue remains as to whether perturbations of the initial data f (0, x) in certain directions
would result in the non-generic blow-up type. The first and to our knowledge only result
of this type was established by Bourgain—Wang [BW]E] and asserts the following:

Theorem 1.1 (Bourgain—Wang). Let zy be the local-in-time solution of

v+ Ay + Y1ty =0, ¥(0) =,

which for smooth ¢ exists on an interval [—38, 8] for § = &(¢p) small enough. Then pro-
vided ¢ is smooth and vanishes sufficiently fast at 0, i.e. |p(x)| < |x|? for A large

1 With respect to any reasonable norm.
2 The authors state this theorem for the case of d = 1, 2 dimensions.
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enough,E] there exists a smooth w(t, x) in a suitable function space with w(0, x) = 0 and
such that

2 x2—4 X
Y(t,x) = 12050 ¢0<?, 1> + 2z, x) + w(t, x) (1.3)
solves (I.I)) on [—6, 0]. One may let § — oo by letting ¢ — 0.

The key behind this result is to first undo the blow-up by applying a pseudo-conformal
transformation C~! where Cy/ (¢, x) = t_l/zexz/‘”’w(x/t, —1/t) and then employ the
properties of the linear evolution associated with the linearization around the standing
wave e'/¢o(x). More precisely, one passes to the vector-valued function (w(t’x)) and

. ¥(t,x)
observes that if ¥ (¢, x) = €' (¢o(x, 1) + u(t, x)) solves (I.I) then

(i, + H) (;82) = N@),
where we put
_ (143450, 1) 203 (x, 1)
"= < —2¢§(x,01) —32 + 10_ 3453()5» 1)) (1.4)

and N (u) is of order > 2 in u. The spectral properties of the operator H are well-known
after the pioneering work of Weinstein [Weil] as well as Buslaev—Perelman [[BusPer] and
Perelman [Per]. In particular, the linear equation (i 9; +H) ( . ) = O only displays algebraic
instabilities. More precisely, the spectrum of H has essential part (—oo, —1]U[1, oo) and
discrete spectrum {0} of geometric multiplicity 2 and algebraic multiplicity 6. A solu-

tion ®(x) = (gg;) in the generalized root space satisfies for example ||ei’H<I>(x) | 12 <
(1413) f fooo e—cll |® (x)| dx. In order to counteract this growth behavior at infinity, Bour-
gain and Wang use the Ansatz u(z, x) = C*1Z¢e”" + W(t, x) (see (I.3)) and then ob-
serve that the non-linearity of the resulting equation for (z) decays sufficiently rapidly
at infinity (due to the local decay of C _1Z¢e_” ) that it overwhelms any losses due to
the algebraic instability of H. The fact that the ‘static coupling” (I.3)) barely exploits the
symmetries of the equation and in particular does not allow the standing wave to ‘drift’
certainly implies the suboptimalit of Theorem|1.1

Indeed, a careful analysis of the root space of H as in [Weil]] shows that five of the
generalized root modes (the ‘good modes’) ‘are due to’ the internal symmetries of (I.1)),
while there is one ‘exotic mode’ (see the ensuing discussion). This intimates that upon
applying suitable internal symmetries to the standing wave e’ ¢p(x, 1) in time dependent
fashion (i.e., using a modulation-theoretic approach), one should be able to control the
root part of the radiation corresponding to the good modes, and indeed obtain a codi-
mension 1 stable manifold of initial data (due to the ‘exotic mode’ which cannot be so
controlled) resulting in the non-generic blow-up profile:

3 The numerology in [BW] appears to imply A > 16.
4 In the sense that the set of initial data resulting in the non-generic blow-up should be signifi-
cantly larger than indicated there.
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Conjecture 1.2 (Galina Perelman). There exists a codimension 1 manifold of initial data
resulting in the non-generic blow-up behavior.

We note that this is also implicitly mentioned, although in less precise form, in [B]].

This falls in neatly with recent results in [?] and [KriSchll], the latter closely follow-
ing the former, which in the context of the L2-supercritical NLS (the cubic in 3-d in [Sch]
and the full supercritical range in 1-d in [KriSchl]) established existence of codimen-
sion 1 manifolds of initial data resulting in globally (for # — +00) smooth solutions. The
codimension 1 here has to do with one exponentially unstable mode (in the forward time
direction); the generalized root space has only dimension 4, in one-one correspondence
with the internal symmetries.

However, the critical case differs in a pivotal aspect from the supercritical one: this
is due to the nature of the dynamics governing the ‘exotic mode’. Recall that this mode,
together with one of the ‘geometric modes’, turn into the exponentially growing and de-
caying modes corresponding to the purely-imaginary eigenvalues in the supercritical case.
The latter are controlled by a hyperbolic ODE. As observed in [Sch] and later [KriSchl],
this hyperbolic ODE produces good decay behavior at infinity, provided this is coupled
with suitable initial conditions. In particular, the linear theory in [KriSch1] allows one to
get by with rather weak local decay estimates for the dispersive part of the radiation, such
as |pUqgis(t, )| < (t)~17¢ for a Schwartz function ¢.

In the critical case, the imaginary eigenvalues merge at zero. The evolution of the
‘exotic root mode’ which is not due to internal symmetries is then controlled by a Riccati
type ODE, (3.23). It is then clear that the linear estimates alone derived in [KriSch1] are
nowhere near enough to control the evolution of this mode, in a fashion similar to [Sch]
or [KriSchl]. Instead, we have to exploit subtle null-structures in the non-linearity, i.e.,
exploit the oscillatory behavior of the radiation part, to eke out additional decay in time.
Such estimates, while similar in nature to null-form estimates for non-linear wave equa-
tions and the defocusing NLS, appear completely new in this context, especially since we
do not work with the ordinary Fourier transform but with the distorted Fourier transform.
In particular, the considerations in Section 5.1, which produce almost optimal local decay
for the dispersive radiation part, appear of interest in their own right, and might be useful
in other contexts. The crucial observation in this section is that the expression |U|> has a
certain smoothing property.

In this paper we prove the following version of Conjecture letE]

Too = e—i(vgosﬂ—yoo—kvooy)ei(2voos+yoo)p (aoo bio > )
aOO

Also, let the generalized root space of H be generated by the (vector-valued) Schwartz

1
. n; .
functions 1; proper = ( __1"“”’6' ) i =1,...,6, and that of H* be generated by the Schwartz
i,proper

functions &; proper(x), i =1, ..., 6 (see. the ensuing discussion).
Our main result is the following

5 We identify the matrix with its associated transformation.
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Theorem 1.3. Fix real parameters A ~ 1, 8 ~ 1, 0o < 1,y <1, u < 1. Given a
vector-valued function x +— (g)(O, Xx) satisfying ((g)(O, ), E,-,pmper) = 0 foralli, as
well as the smallness condition |||U (0, )||| < § for a suitable nornE] Il - |ll and suffi-
ciently small § > 0, there exist numbers Xi € R with |A;] < IU(, MI? and param-
eters {doo, boo, Voo» Yoor Yoo} With laoe — A1 S U0, )11 b — BAI S U, HIIZ,

[veo — BA/2 — @ S NUO, I [yso — Al S MU, 2 Yoo = Voo ¥, &, By, 1) +
O(IIU (0, x)|I?), such that the initial data

6
YO,2) = WO, + T [U0,0 + 3 Zinl rope
i=1

lead to solutions of (1)) blowing up in finite time according to the non-generic profile,
where . s )
W0, x) = ! Y FTOC=m) =T =" /3 o (A (x — ), 1).

More precisely, the solution decouples as

Y1, x) = el Y OFOOG=RON =i EER2O GO 3800 () (x — (1)), 1) + R(1, %),

where A(t) ~ 1/(T —t) for a suitable T > 0, and () is bounded, while we have the
bounds

sup [[R(t, D)l S8, RE)|p SST -7, 0<t<T.
0<t<T

In particular, || (¢, x)|| g1 ~ (T — DV for0<t <T.

Remark. We observe that this result would imply Conjecture [I.2]if we could show Lip-
schitz continuous dependence of the i,-, ao etc. on U (0, x), along the lines of [KriSchl].
However, we cannot establish this. Indeed, even demonstrating the possibility or impos-
sibility of choosing these parameters in continuous fashion appears extremely difficult.

We now outline the strategy used to prove this theorem; there are the following four
stages:

Stage A: Setting up the equations for radiation part and modulation parameters

Instead of the static coupling (T.3]), we make the Ansatz
vt x) = W(t, x) + R(, x),
Wt 2) = 700 ERO0ROT (g0 (1) (x = w0, ).

In order to ensure that this solution behaves like a non-generic blow-up solution, we im-
pose the condition A(¢) ~ 1/(t, — t) for suitable ¢, € R.o. We shall similarly have to
carefully specify the ‘asymptotic behavior’ of the remaining parameters as we approach

6 See Deﬁnition

(1.5)
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blow-up time. In order to specify the evolution of these parameters, we impose suitable
orthogonality conditions: letting &; proper, i = 1, ..., 6, denote a certain basis of the gen-
eralized root space of H* (recall (T.4)) to be specified below, we imposd/|

(34)-»

eIV 0 (1.6)
& = ( 0 e_i\p(,,x)>\/ A(t)gi,proper(k(t)(x — n(0)), i=2,...,6,

where we have introduced the notation

W(t, x) = 6(t, x) A1) (x — ().

B0

4
For later reference, we define n; correspondingly, with &; proper replaced by 7; proper. This
is analogous to the procedure in [Sch], [KriSch1], where the generalized root space is only
4-dimensional. The above orthogonality condition then implies that at time ¢ the radiation
part when projected onto the generalized root space of the instantaneous linearization
around the drifting soliton gives zero. Note that the fact the we no longer work with a
static standing wave forces us to work with modifications of the operator H.

Instead of working with the formulation (I.3)), we then revert to a ‘different gauge’ as
in [BW]. Specifically, we apply a suitable transformation 7,

Pl ot (1.7)

Too = e~ (VoS H7a0Hv00) 4 Quoos+y00)p (aoo b°°>, p= 4
o0

to ¥ (¢, x) which is to undo the singular behavior and should map the blow-up time ¢, to
s = oo. To see how the ‘coefficients at infinity’ as, etc. should be chosen, we observe
that

(TooF)(s, y) = e—"“?wwx;o”z(s)F( / 32(0)do, AT )y + uoo<s)>,
0

where
2V008 +
Aoo($) = doo + boS,  Hoo(s) = oo—yoo
oo + boos
- boo (¥ 4 20005 + Yoo )?
Bools, ) = 308 + Yoo w0y = =g R
o o

and therefore
e_is(TooW)(s, y) = e—i(s+\f1w(s,}’))+i‘P(t(S),Moo(S)-&-/\;o] (S)y))\golﬂ(s))\ln(t(s))
oMt () (oo (8) — (2 (5)) + Asg (5)¥), 1),

7 The root functions & proper- | = 1,..., 5, here are chosen to be the ‘good modes’ in one-one
relation with the internal symmetries, while the root function &g proper is the ‘exotic mode’ due to
the degeneracy in the critical case.
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where we have put 7(s) = fg kgoz(o) do = ao_ols/(aoo + bsos). The above suggests that
we should impose A(7(s)) ~ Aoo(S), Loo(s) ~ u(t(s)) as s — 00 in a precise sense to
be specified. In particular, we have #, = 1/a.0b for the blow-up time.

‘We shall now work with the vector-valued function

§)=rm(l) (7 2)

Then introduce the functions 7; = MToon;, & = MTooki. One deduces the following

equation for (7 ):

i) + 000 ) = =160 = 21632 = s/ 2 + o)

3B+ BVis + 102 = ) D — i+ for)i
V(oo — 200) (—ily — T3 + Biia/2) + N(U, 7). (18)

where we use v(s) = A((5))/roo(s), A(2(s)) = A(s), A= %k(s), and N(U, ) is
quadratic in U but also depends on the modulation parameters A(s) etc., as well as the
parameters at infinity a, etc. We denote the latter collectively as r, following the notation
in [?], [KriSch1]. The operator H(s) in the preceding is given by

H(s) =
( 02— 14+32()¢d (Moo — L+ 20 Y) 20203 (Moo — 1t + A3 )2 (¥ ¥o0) )
2023 (Moo — 1t + Aog YD) AW =¥0) 52 11 — 302 (5)¢ (Moo — 1t + Aod )

where we use the notation W (s, y) := Woo (s, ¥) + s. The orthogonality relations (T.6)

become the following:
U\ : .
<(0>»§i>=0, i=2,...,6, (1.9)

and upon differentiating with respect to s imply a set of ODE’s for the parameters A(s)
etc. The crux now is to deduce a priori estimates for the transformed radiation part ( g ) as
well as for the modulation parameters; the latter need to satisfy the required asymptotic
estimates for s — oo. In order to control the radiation part, one essentiall invokes a
decomposition

6
U U
(U) (s,y) = (l_])dis(s’ )+ ; )Li(s)ni,proper()’)y

where the coefficients X;(s),i = 1,...,5, are determined by the orthogonality relations
(T.9). The coefficient A¢(s) is determined by means of the requirement lim;_, 5 Ag(s) =0,
which forces an initial condition A¢(0), similarly to the supercritical case treated in [Sch],

8 For technical reasons, one uses such a decomposition for a slightly transformed function (

Suh

)-
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[KriSch1]. By comparison to the latter, though, controlling A¢(s) appears more difficult,
and requires the development of rather new technology. Specifically, a careful analy-
sis of the modulation equations reveals that one needs to control quantities of the form
f;o tAe(t) dt, which upon substituting the solution for the ODE satisfied by A¢(¢) results
in quadratic expressions of at worst the forrrﬂ [72t [2(U(s) — U*(s), ¢) ds dt etc.,
where ¢ stands for a suitable Schwartz function. This shows that one should aim for a
local decay of the radiation part of at least the strength [(U (¢, -), ¢)| < (t)73/2 in order to
be able to estimate this expression; indeed, this local decay rate is in accordance with the
linear estimates derived in [KriSch1]. However, we are dealing with a non-linear problem
here. This is the first significant difficulty to be overcome:

Stage B: Deducing the strong local dispersiveFE] estimate for the radiation part

Schematically, the equation (I.8) can be recast as

4
(0 +H)<g) =VU + <_|I|JU||£]U>
07—143¢5(.)  2¢5(.1)
“23(. 1) —02+1-3¢¢ (1)
well as the modulation parameters etc. The loca expression VU is due to interactions of
the drifting soliton with itself as well as to interactions of the radiation with the drifting
soliton, while the non-local quintilinear expressions |U[*U come from interactions of
the radiation part with itself. While the root part of () is controlled in terms of the
coefficients A;(s), i = 1,...,6, whose estimation is relegated to the third stage, the
dispersive par (see the next section for the linear background) (g ) , satisfies

4
(i5, +m(g)d_ _ [vu + (_'jflj|§fl_]>}d_.

The really difficult contribution on the right comes from the non-local quintilinear term:
note that the standard way to deduce the local estimate is to combine the linear estimat

where H = ( ), and V, a Schwartz function, depends on U as

di

e M pais, ¥ S 121N 1)l

with Duhamel’s formula, which then forces us to estimate the expression

t
/ (t — ) 32U s, x)U (s, x) || 1 ds. (1.10)
0 X

9 We are again careless here; the expression should really involve U 2_p2.
10 More precisely, we establish the strong local dispersive estimate up to an arbitrarily small error.
1 We refer to expressions which are Schwartz functions alternatively as ‘local’.
12 Again, one should really use ( g) dis*

13 We abuse notation here and use letters ¢, ¥ to denote vector-valued functions. Also, we let
() =lx[+ 1.
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On the other hand, again from the linear theory summarized in the next section we expect
the estimate

U . 00U, 0l S UG I lxU s 021U 6. 012
< (s)"M2s = 5712,

which only gives the decay t~!/? when substituted into (T.I0). One can modify this ar-
gument to eke out a local dispersive decay of (f)~!*, which however is insufficient for
controlling the root part and modulation parameters.

The way out of this is to observe that the quintilinear expression exhibits a special
algebraic cancellation structure, which in combination with the linear theory of H (and
in particular the absence of resonances at the edges of the essential spectrum) allows one
to significantly improve on the preceding. To explain the use of this algebraic structure

4
,liju‘ |§] U )dis
less due to the absence of resonances at the end of the essential spectrum of . Another
reason is that the small frequency part propagates more slowly, and hence when hit with
a weight (x) should cost less than the s used in the above calculation. On the other hand,
assume that we localize one of the factors |U|? in |U[* = |U|*|U|? to relatively large
frequencyFE] In that case the key is to use the following simple identity:

heuristically, note that one expects the small-frequency part of ( to contribute

2isd (UG, ) = (x 4+ 2isd)U(s, VU(s, ) — Us, )(x + 2isan)U(s, ). (1.11)

The operator C = x + 2isd, is the standard pseudo-conformal operator, and one expects
an estimate sup~ ||(x +2is9,)U (s, -) ||L§ < 1. Indeed, this turns out to be true (although
establishing it requires a couple of tricks, as we do not deal with the free evolution e’/
here). Thus provided we restrict the frequency of |U|*(s, -) sufficiently far away from 0,
we expect to be able to score an extra gain here, and one can play these two considerations
against each other to almost obtain the optimal estimate. This very crudely summarizes

the strategy for stage B.

Stage C: Controlling the root part of (g) and the modulation parameters

We now return to controlling A¢(?) as well as the modulation parameters, which we recall
involved estimating expressions such as fﬁo t ftoo(Uz(s) — U?(s), ¢)ds dt, as well as
similar ones. Clearly even the strong local dispersive estimate is not good enough for this
purpose, and we have to resort to more refined considerations. In case of the above ex-
pression, this involves identifying another instance of an algebraic cancellation structure,
in this case a symplectic structure. Again this shall rely on the spectral properties of H.

14 By this we mean here frequency in the Littlewood—Paley sense. One has to be a bit careful
to keep this separate from frequency in the sense of H. The relation of the two will become clear
thanks to the explicit distorted Fourier basis explained in the next section; the general heuristic is
that a function with small frequency with respect to H is the sum of a (negligible) Schwartz function
plus a function of small frequency in the Littlewood—Paley sense.
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Stage D: Locating a fixed point

The a priori estimates suggest running a Banach iteration; unfortunately, the presence

of the phase /(Y ~¥)(:Y) with (W — W,.)(s, y) growing like s%Jr does not allow one
to deduce good estimates for the differences of iterates. This is the fundamental obsta-
cle to proving Conjecture [I.2] We thus have to resort to an abstract fixed point theorem
(Schauder-Tikhonov Theorem) to prove Theorem[I.3] It is to be hoped that the techniques
developed in this paper help to further elucidate the nature of the non-generic blow-up so-
lutions.

2. Background material on H

The material in this section quickly summarizes certain facts established in the last section
of [KriSchl]], much of which was based on the work of Buslaev—Perelman and Perelman
as well as earlier work by the second author. We refer to [KriSchll] as well as [Per] for
proofs. Consider the operator

82 — 1+ 3¢3(x, 1) 2¢5(x, 1)
H= 4 2 4 :
—2¢(x, 1) —0g + 1 =3¢,(x, 1)
Its spectrum is (—oo, —1] U [1, oo) U {0}, with essential spectrum (—oo, —1] U [1, c0)
and discrete spectrum {0} of geometric multiplicity 2 and algebraic multiplicity 6. The

generalized root space N is generated by the following vector-valued functions (from
now on, we adhere to the convention ¢q := ¢o(-, 1), see the preceding section):

. . )
N1, proper (2) 1= ( ipo(2) ), 12, proper (2) 1= <Z¢0(Z) + ¢o(2)/ )7

—i¢o(2) 2p4(2) + do(2)/2
. ¢6<z>> _ ( i20(2) >
n3ypr0Per(Z) = <¢(/)(2) s 774,pr0per(Z) = —izo(2) ,
; © = < iz%¢0(2) > . @ = (,o(z))
5,proper . —i22¢0(2) s 6,proper : 2(2) .

The first five are in one-one correspondence with internal symmetries (‘good modes’),
while the last is the ‘exotic mode’, characterized by

Lip=72¢o(z), Ly=—0>+1-5¢0.

The root space is generated by 01, proper» 173, proper-
As for the essential spectrum, its edges £1 are no resonances. This means that there
are no non-zero solutions f € L* satisfying

Hfr ==*fx.

0

—41 ), and responsible for much

JURP 2_1
This is in marked contrast to the operator Ho := ( % 0

improved local decay estimates.
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Identical observations apply to the operator

o 32 —1+3¢3(x, 1) —2¢3(x, 1)
- +2¢5(x, 1) —02+1=3¢5(x, 1))’
its generalized root space N'* being generated by

_ ¢0(Z)) _ ( i) + d0(2)/2) )

‘i:l,proper(z) : <¢0(Z) > gZ,proper(Z) : —i(Z¢6(Z) +60(2)/2) ,
_ (%@ ) ,_ (Z¢0(Z)>

E?ﬁ,proper(z) = <—i¢6(2) , E4,pr0per(z) = 260(2) > 2.1
_ (F0() _ [ ir@

ES,proper(Z) = (ZZ(bO(Z))’ E6,proper(z) = (—i,O(Z)>.

Then we have the direct sum decomposition
L*(R) x L>(R) = N + (W)™

This means that every vector-valued function ( g )(x) with U(-) € L*(R) can be uniquely

represented as
6
U) U U sy L
7] = )\'n',proper'f‘(‘) , (—) G(./\/) .
(U lzzl o v dis v dis

In order to determine the %;, one uses the following table of orthogonality relations

( j,proper» &1 proper> 0, 1< J= 5, (7]6,pr0pera El,proper) = 2k,

(nj,propers & ,proper) = 0, j=1,2,3,4,6, (N5, propers SZ,proper) —4ica,
(nj,proper» &3, proper) = 0, j=1,2,3,5,6, (N4, proper» §3,proper) =

(nj,propers &4,proper) =0, j =1,2,4,5,6, (13 proper, §4,proper) = 22)
< j,propers &s, proper> 0, j=1,3,4,5, (7]2,propera ES,proper) = _4’(2,

(n6, proper> &s ,proper) = 2k3

(nj,proper» &6,proper) = 0, j =2,3,4, 6, (N1, proper» §6,proper) = 2k2,

(N5, propers &6,proper) = 2k3

where we use the notation

1
(90, d0) =1 >0, (p,90) = 5 / P dx =1 k2 >0,  (x¢o, p) =

6

U U U
g AiNi proper = Proot([j)a <U) =P (U)
i=1 dis

We have the following important linear estimates:

We also write

15 We use the convention((gi), (g)) = (U1, V1) + (Up, Vo).
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Theorem 2.1. The following estimates hold for vector-valued functions f(-) € L'(R) N
L*>(R)and0 <6 < 1:

NP e S Ul P fllzoe S 161721 s

160) P& TP fllzoe S 1172 0x) £l
The first two of these are just as for e''2 while the last is not true for the latter and due to
the absence of resonances at the edges of the essential spectrum of H.

By analogy to Fourier transformation associated with A, there is a distorted Fourier
transform associated with H:

Theorem 2.2. There exist Lipschitz continuous vector-valued functions e+ (x, §) with the
property

Ps<g)(x) = @Kmei(xf%(g),03€i(x75)>d§v 03 = <(1) _01>’

for every rapidl decaying function x +— (g)(x). Moreover, there exist smooth func-
tions s(&), r(&) satisfying s(0) = 0, r(0) = —1, as well as suitable numbers y, u > 0
such that

s(é)[e“‘g (é) Lo+ |s|>—1e-”)}
+ O(E(1 + |E])2e™H), (x,£) € Rsg x Rxo,

[e™*s + r(s)efxé]((l)) + O(E(1 + [E)2er™), (x,£) € R x Rz,
er(x, &) = |
s(—s>[e”S (O) +0((1+ |f;=|>—1e+”>}

+ OEQ + &) 2etr), (x,£) € Rog x Ry,

[+ r(_g)eixf]((1)> +OE1+1EN2e77Y),  (x,8) € Rag x R,

Also, we have the relation

e_(x,&) =o1e4(x,8), o1 = <(1) (1)>

In analogy to the usual Fourier transform, there is a distorted Plancherel’s Theorem:
Theorem 2.3. Let ¢, ¥ € S(R) be vector-valued functions. Then
1 [ -
(P01 =3 5 [ 6 s T ent B .
—00

jE271

16 We are being overly restrictive in the formulation here; all facts about the distorted Fourier
transform apply in the same degree of generality as for the ordinary Fourier transform.
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‘We shall use the notation

Fe(@)(E) = (¢, 03e£(, £)),  Fa(@)(€) = (¢, ex(x, ).

When working with e+ (x, £), we shall for example write

er(x,8) =s@E)e e+ p(x, &), (x,&) €Rsgx Rag,

and similarly for the other values of (x, &). The functions ¢ (x, &), which are Schwartz
with respect to x, are understood to vary accordingly, but all vanish uniformly in x at
& = 0 and decay like |& |=! for |£] = oo uniformly in x.

3. Setting up the equations
3.1. Algebraic manipulations 1. Passage to a different reference frame

We now flesh out the discussion of the first section. In this section as well as the next,
we shall use formal algebraic manipulations to derive the equations which will serve to
define the iterative step. We shall also mention the required estimates. In the final sections
of the paper, we shall show that the iterative step indeed makes sense when performed on
suitable function spaces. Thus consider now a solution ¥ (¢, x) = W(¢, x) + R(¢, x) of

(1), where
W (t, x) = el = BEROC=1OP [3@ 00 i) (x — ().

Use the notation W (¢, x) = 6(¢, x) — g)\z(x — )2,z = A(x — p). Also, write 6(¢, z) :=
0(t, x). An elementary calculation then shows that

. i -
iW + 2W + |W*W = (L7 — mz)[ie"”ml/z%(z) + §z2w +oW - ezzw]

2
Z 25 5 5 5
+ Z(ﬁt +A2BHOW +ir%0, W + (W2 — 6, + 2202 — BA*20)W

+ (u — 2Aéz)[xéz — 232Vl (2) — gxzw}.
Introduce the following notation:

- ( i V/rgo(2) ) (e”’(z«/x%(z) +\/X¢O(Z)/2))

—ie= 1Y \/aho(2) 77 e (oAl () + Vo (2)/2)
- (e"f’ﬁ%(z) ) - ( iei%zﬁ¢o(z> )
e YA (2) —ie= Y z/0po(2)
ie'Y 22/ Ao (2) eV p(2)
= (—ie—iwz2ﬁ¢o<z))’ 0 (e—”’ﬁp@)'
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Now impose the relation 6, = 0, whence 8 = y(t) + w(t)z. The function p here is
defined via

L_ := —8xx+1_¢é, L, := _axx+1_5¢gs

1
L_¢o=0, L4 (5% +X¢6> = —2¢o,

1
L_(x*¢o) = —4<§¢0 + x¢6>, Lyp=x’¢p.

W(t,x)

Then the vector-valued function W(¢, x) := ( W)

. 3y O W *wW
aw g v (U

= i(GA™" = BAZ) (2 — Brs/2 + wn) — %(B 228005 — (2 =y + 2200

+ (@ + Br20)na + Al — 2hw) (—iwns — ins + iBna/2).

) satisfies

R(t,x)

Write (4)) = Wit x) + Z(1, x) where Z(1, x) = (%)

)
equation for Z:

). We deduce the following

i Z +HOZ= — i = B> (2 — Bns/2 + wna)
LB+ 2B + 03 =+ 526

— i@+ Br2w)ng — At — 2hw) (—ion — in3 + iBna/2) + N(2),

[ 3w 2w Pw?
H@) = |:—2|W|2W2 o, — 3W 3.1)
N(Z) = IR+ WHR+ W)+ |WAW + 3|W[*R + 2|W|2W2R
TR+ WIHR + W) — |WAW — 3|W4R — 2|W2W2R

_ (F3RWPW —6|RPIWPPW — W3R + O(IRPIW* + |RP)
 \3RZ|W2W + 6|R12|W|2W + W3R2 + O(IRPIW |2+ |RS) )’

In order to formulate the modulation equations, it will be convenient to introduce the
following family of auxiliary functions, which are in some sense dual to the ;:

6 (ewmo(z)) : .=< ie" (2V/394(0) + Vo (2)/2) )
T\ e Vao()) - \—ie Y (zv/Ag)(2) + VAo (2)/2))
i :=< ie'¥ V) (2) ) - (ef“/zﬁqbo(z))
—ie= 1Y \/0g)(2)) eV /Ao (2))’
£ = (ei‘pz2«/x¢o(z)) ( i vip(2) )
T2 V00" —iemhp ()]

&6 :
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Then, analogously to (2.2), we have the following (using the same notation):

(mj,&1)=0,1<j<5, (e, §1) = 2k2,

(mj.6) =0, j=1,2,3,4,6, (n5, 62) = —4«2,

nj,8)=0, j=12,3,56, (n4,8)=—«y, (32)

j,84) =0, j=1,2,4,56,  (n3,8) = —«1,

(nj,§5) =0, j=13,4,5, (m2, &) = —4k2,  (n6, §5) = 2«3,

(nj.§6) =0, j =2,3,4,6, (n1, &) = 2k, (s, &6) = 2k3.
Recall from the discussion in the first section that we impose the orthogonality relations
(Z,&)=0,i =2,...,6.This allows us to control the ‘good component’ of the root part

of the radiation. Using Leibniz’ rule we get
(0 Z +HDZ, &) = (Z, (i3, + HO)"E (1) =: (Z, L*E)).

Explicitly, using (31)), these relations read as follows:

—2iBGAT" = BADy — i (B + WPy = (Z, L*&) — (N(Z), &),

%wmu —20) + iK1 (a7 — BAD) + iK1 (@ + BAtw) = (Z, L*E) — (N(Z), &),
— i1 (ft — 2h0) = (Z, L&) — (N(Z), &),

iy (Ga" = BA%) = (Z, L*Es) — (N(2), &s),

ik (A2 — p 4 A 20?) + 2idwka (L — 2Aw) + iBrs (T — BA%) + %K3(,3 +A28%)

= (Z.L*€) — (N(Z). &).

Before proceeding, let us carry out a consistency check: we know that the case Z = 0
corresponds to a transformed standing wave. In this case, the above relations simplify to

. . d

Tl = Az =0, B+a2p2=0, ) = 0, B=—br\,
h=—bA%, A1) =(a+b)7Y, B(t) = —b(a + bt),
L—2l0=0, o+pr\w=0 &—biow=0,

w() =v(a+bt), p=2w=2v, wu)=2tv+ 1o,

1.
22—y + 2% =0, J}=A2+v2=—zk+v2,

A 2 2
y(t)=—;+tv + v = + vt + .

 b(a + bt)

So the exact solution looks as follows (with y = yp — vuo):

0(t,z) = — Vit 4y 4ux, B@)=—bla+bt),

" b(a + bt)
At) = (a+ b0, (1) = 2tv + o,
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and the transformed standing wave W is
1
W(t, x) = | ——— —
@ x) eXp(’[ b(a + bt)
“(a+bt) (@ + bty (x = 2tv — po)). 3.3)

Now recall the pseudo-conformal transformation

bx? c+dt x
: b2 exp( i
Cu : ¥ (t,x) = (a+bt) eXp<l4(a+bt)>w<a+bt’a~|—bt)

b

2 2

t —(x — 2tv —
vr4+y +vx + Xa bt)(x v — o) :|)

where M = (¢4) e SL(2,R). Starting from the standing wave ¢''¢(x), apply the

pseudo-conformal transformation with matrix (7 Z*‘ g):

. 1 . b 2 —1/2 -1
exp< lb(a s +l4(a n bt)x )(a + bt) ¢o((a+ bt)” "x)

and then the Galilei transform

Gyvio (1) = ei(y+vx—tv2)e—i(2tv+uo)17_

This leads to the exact same expression as in (3.3).

We now intend to translate the above equations from the (¢, x) coordinates to a new
coordinate system (s, y), in which we ‘desingularize’ the equations. The blow-up time
t, shall be transformed into s = +o0, and the #-interval (—oo, t,] shall correspond to
(—c, oo] for suitable ¢ > 0. Thus make the Ansatz{T_7]

£)-(3)

where
T :e—i(UgoS+Voo+Uooy)ei(2U005+y00)p doo bOO
00 0 azl)
e’ 0 .d
M—M(S)—( 0 e”)’ p—_la'

Then we have the succinct identity

(TooF) (5, y) = eV, 11/ 2(s>F( / ' 22(0)do, AT (5)y + uoom),
0

where
boo (¥ + 2008 + y00)2

’

4(aso + boos) (3.4)

Weo (5, ¥) = V28 + Voo + Vo —

20508 + Yoo

, Aoo = booS.
oo + boos 00 = oo + DooS

Moo(s) =

17 We use the notation U (s, v), U(s), U all for the same function of two variables in order to
streamline the notation in some places.
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Thus we have
e—iS (TOO W) (S, y) — e—l'(S+\I’oo)+l'\I"(l‘(S),}Loo+)Lo*ol (S)Y))\,;ol/z(s))\,(t (S))1/2
~Po(A(1(5)) (oo (s) — (1 () + Ao (5)¥)),

where we put t(s) = fOS kgoz(a) do = agols/(aC>o + boos). We shall now impose the
asymptotic conditions v(s) := A(#(s))/roc(s) — 1, A(#(s))(oo(s) — u(t(s))) — O
as s — -oo. Unfortunately, it appears that no such requirement can be applied to
W(t(s), hoo + Agol $)y) —s — \fJoo(s, y), as will follow from the ensuing discussion.
We shall write A(f(s)) =: A(s) etc. in the future.

Now introduce the Schwartz functions 7; := M75n;, §,~ = M7T5&;. Then we can
deduce the following equation for ():

id; (Z) + H@(g) = —iGA™" = V) (2 — Bils/2 + wila)

+ B+ BV +i0? — 4020

— i(& + Bov?)iig — iv(fthoo — 2v0) (—wil — 713 + Bia/2) + N(U. 7). (3.5)
In this equation A= ds[A(2(s))]. We use the abbreviation (with (g) = ( llg ))

NWU, ) :=
—3U12$8ei(‘1’°0—‘1’)u3/2—6|U1|2ei(‘l‘—‘1‘°°)v3/2$8—U22e3"(‘1’—‘1’°°)v3/2¢38+0(|U|3+|U|5)
<3U12<2>3ei(‘1'oo‘1’>v3/2+6|U1|2ei(‘1"Poo>u3/2¢33+u22e3i(‘1"I'oo>u3/2¢33+0(|U|3+|U|5))’

where @o(y) = do(A(too — 1 + 25 ¥)), and
92 — 1+ 3v2(5)dg 202 e (V= Vo) )
—202¢ge VT 52 41 =312 (s)¢ )

H(s) := <

The orthogonality conditions (Z, &) = 0,i = 2,..., 6, translate to (( Z ), §,) =0,i =
2,..., 6. If one differentiates this relation with respect to s and uses the Leibniz rule as
well as (3.9)), this leads to the following system of ‘ODE’s’, the modulation equations:

—20iBGAT" = BV?) — ko (B + BPvE) = —(N, &) + (U, (id; + H(s)ME),
i GA™! = BV2) + iy (& + Baw?) + %ﬂv(mo@ — 20V

= —(N, &) + (U, (id; + H(s)")E3),
—iKk1V(fhoo — 200) = —(N, &) + (U, (idy + H(s)*)&a), (3.6)
4iky (" = Bv2)r = —(N, &s) + (U, (idy + H(s)")Es),

2iks (V2 — 7 +120%) + 2iwvks (fLheo — 2V0) + %;Q(,B' + B2V + iBis (A — Bv?)

= —(N, &) + (U, (ids + H(s)")&),

18 Also, recall that Weo (s, y) = Woo(s, y) +s.
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Of course, for all this to make sense we need to specify the ‘parameters at infinity’
{asos boos Voo, Voo, Yoo} We shall soon see that their value is forced by the asymptotic
conditions on the modulation parameters.

3.2. Algebraic manipulations Il. The equations governing the modulation parameters

In accordance with the statement of Theorem [I.3] we now fix the values of (A(s), B(s),
w(s), o(s), y(s)|s=0 = (A, B, U, w, y), where we require A ~ 1, § ~ 1. Instead of
working with the parameters A(s) etc., though, we shall work with v(s) = A(s)/Aco(s),
BSIV(S) — boo/roo(s), 1(s), w(s), y (s). Start with the fourth modulation equation. For-
mulate it as follows:

vl — Bv? = (@ika) T (N, &) + (U, (105 + H(s)*)Es)] — booh o

From the fourth and second equation, we get

B+ BV = —(iky) ' Es — s,
2ik)

where we use the notation E; := —(N, §j) + (U, (ids + H*(s))éj). Noting the simple
identity (boors)s + (boor))? = 0, we get

D—boohag (V—1) = v(4iKk2) " Es+Bv(v—1)24+Qv—1)(Bv—bor ),
d v
—— (B =boch )+ (By—bood 3 Dboohsy = —v(ix2) ' Eat| =B ——+vB(4ik2) " | Es.
ds 2iky
We can further reformulate these equations as follows:

di[(v — DAG) = A V(i) T Es + (v — D? + (20 — D(BY — booro )],
)

i([,sw — boor T Mhoo) = Aoo| —v(ik2) ' E, — P g (s)
ds o0Moo 1Moo ) 2 2 4il{2 5 .
The condition that v(s) — 1 as s — 400, as well as the condition Sv(s) — bookgol (s)
— 0 imply the following identities:
o ﬂv
0= (B — beokog Y roo(0) + fo Aoo<s>[—v(ixz)—1Ez - EEs]mds,

0= —1Dr(0)

+ / hoo ()~ Toires) " Es + Bu(v — 1) + (20 — D)(Bv — boohs))1(s) ds,
0

whence

0= (BOXO0) — boo) + / Aoo(8) |:—v(i/<2)1E2 + 3‘iEs] (s)ds,
0 4iky

0=x(0) —ax

+a§o/ hoo($) T W(@iKa) T Es 4+ Bu(v — D + (20 — D(BY — booky))1(s) ds.
0
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Assuming the integral expressions known, this allows for solving for the coefficients
doo, boo, Using the Implicit Function Theorem. Moreover, we get the formulae

v(s)— 1=

—hoo(s) f h Aoo(@) T v@iK2) T Es + Br(v — 1? + (2v — 1)(BY — boorr)1(0) do,
3.7

(BY = boohs )(5) = —hoo(s) ™! / h xoo((f)[—v(ixz)lEz —~ f.—:Es}(a)da. (3.8)
K 2

Next, from the second, third and fourth modulation equations we gather
s o B
w+ Bvw = (ik))” Ez —wdiky)”  Es+ 2,—E4.
iK1

Introduce the quantity

B(s) = exp(/s[ﬁvz + %ES}(G)dU>'
0 LK)

_ —1 ¥ B(o)
w(s) = B(s)” w(0) +/0 _B(s) [

We can then write

(ik) " 'E3 + _iE4](a) do. (3.9)
2iK|
Decompose
BV? = (BY — booh v + (v — Dboor ! + boory .
The stipulations limg_, 40 V(s) = 1 and lims_, 4 oo BV — bookgol = 0 then yielﬂ
B7(s) = e (s) + o(1/s). (3.10)

‘We then reformulate (3.9)) as follows:
o B
o(s) = choo(s) ™! [w(()) + / B(a)[(iK1)1E3 + 2.—E4](o)da}
0 12,91

o0
— Choo(s) 7! / B(a)|:(i/q)_1E3 + ziE‘*} (0)do +o(s™h), (3.11)
s 12,91
from which we obtain for suitable co, the asymptotic relation w(s) = cookgol +o(s™h,
provided we can control all the integrals. From the third modulation equation we obtain

m(s) = n(0) + f Aoo(0) 20V — (ik1v(0)) T Es(0)] do. (3.12)
0

If we feed in the relation (3.10), we infer the existence of parameters veo, Yoo With the
property
2V008 + Yoo

-1
e T+ Do +o(s™ ).

n(s) =

19" We shall soon specify the precise decay rates.
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Finally, the fifth modulation equation gives
S
y(s) = y(0) + /O [v%a) — Qir2) " Eg(0) + v*(0)w* (0)

— ,La)(a)E4(a) — L(ikz)]Ez(a)] do. (3.13)
1K1 2K2

L:ast but not least, we choose Yo, such that (W — Wy)1(0) = 0, where Voo (s, y) =
W (s, y) + s, and we define (I — W) (s) to be that part of ¥ — W, which only
depends on s (see the ensuing subsection).

3.3. Estimates for the modulation parameters

We now state the precise estimates for the modulation parameters which we shall work
with: first, choose small positive numbers §;, i = 1,2, 3, and § > O with the propert
§ K 87 K 83 < 81. These shall be fixed throughout. The number § will control the siz
of the radiation part as well as modulation parameters, while the parameters §; measure
parameters in certain norms. Then we need, for a sufficiently largeEr] N = N (87, 83, 61)
and very large M > M (§>) held fixed throughout:

lu(s) — 1] < 82(s)~ /2,
sup  [[(s)¥ 221 d jds v(s) I m S 82,

1<i<[N/3]
IBHIV(S) — boohod ()] S (s) /210152,
di
sup ()7 ——=[B()V(s) — bocha (DI <82,
. dSl
1<i<[N/3] LM
l(5) — coohaa ()] S 82 (s)73/F01,
di
sup /()7 ——[w(s) — cooky O] S 8% (3.14)
1<i<[N/3] ds M

135 (7 (s) — ) — 2 Z(s)| < 8% (s)~ /2P0,

d (d
su <s>3/2—251—.<—( (s) —s) — 2 ,\—Z(s)) < 82,
15,'5[?\1/3] dSl dS Y eoTe0 LM
wis) — M < 32(5)—3/2+51’
doo +boos | ™
i
sup | (55720 L[ ey = BoeS T Yoo <52
ds? ~
1<i<[N/3] s Aoo + boos || M

20 With respect to suitable norms.

21 We shall need N < N 1(62,81) and N > N,(83). The parameter o will appear in the esti-
mates (3.30), where we specify Nj(82,81) ~ [log(81/82)|. The bound N > N(83) is needed in
bootstrapping the strong local dispersive estimate.
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The fact that we work with L™ instead of L for the derivatives is a technical compli-
cation due to the fact that we need a compactness property for the fixed point theorem to
apply (see below).

3.4. Algebraic manipulations II. Analysis of the radiation part

‘We now look at (g) As mentioned in the first section, we essentially break this into its
root and dispersive part; more precisely, we first tweak this function a bit, after a careful
analysis of the phase (W — W) (s, y) = (¥ — Woo) (s, y) —s.

From (34) we infer the relation

W — W (s, y)
) AooVoo — b 2
=) —s+ y[w(s)v(s) O 55 o — oy — L= e }
oo + DS
booy2 B 2 B 2
A - B A — ZAlpoo —
+ o ()A() (oo — u)(s) + Ham + bs) 4 [vyl 4[ (oo — 1]
2 2
V508 oo booVooS Yoo boo Yo
— — -—=. 3.15
|:aoo + booS  doo + boosS + oo d(ano + sboo):| ( )
Here we have also used the fact that
W(s,y) = W(t(s), oo + A3 Y)
B

=y (s) + @ (A oo + Ang ¥)] — 7O®lke + Ao ¥1 — ()%

We decompose the phase ¥ — W, into two parts, (W — W) (s, y) = (W — Uso)1(s) +
(W — Woo)2(s, y), where

(W —Woo)1(s) = y(s) — s + @ (s)A(S) (oo — H)(8) — g[k[uoo — ulP?

_ |: Ugosaoo _ booVooS Yoo Voo — booygo
oo + booS oo + booS o 4(ano + Sboo)
i.e., this is the part of ¥ — W, which only depends on s and not on y. Then we define
(l}(s, y)) . <e—f<*—%o>'<f>q<s, Y+ Aot — uoo)(s))>
Us.y) HW=VNOT (5, y + hoo (1 — poo) ()

The virtue of this vector-valued function is that it satisfies an equation whose linear
Schrodinger operator is essentially time independent. This is also why we apply a spectral
decomposition to it, instead of the seemingly more natural ( g) Thus we decompose

Us, y)) J (U<s, y))
~ = AiMi,proper T+ | = .
(U(s,y) 2 imiprn 0 s, )i

i=1

i|, (3.16)

22 Recall that we also defined Hoo(8) = QoS + Yoo)/(@so + boos).
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We can then infer the parameters A;, i = 1, ..., 5, from the orthogonality condition (1.9)),
while the parameter A¢ is governed by a suitable ODE. We now carefully analyze these
equations. First, for j = 2, ..., 6, we have explicitly (recall (2.I) as well as (T.6))

Voo VOU (1, y + hoo (b — Hoo) (1))
e Woom DT (1, y 4 oo (1 — [hoo) (1))
This may be recast a
0 e Vo= VNOU (1, y + hoo (1 — o) (1))
<(l:J> éfflproper("(t)y)>=<(e"'<‘l’oc—\lf>1(f)l_l(t, y+koo(u—uoo)(t)))’ gj’pmper(v(t)y)>

VooV (D) (] _ i (Yoo ¥2(0) 0
= 0 e (W= Wi() (] _ p=i(WoomW)2(0))

)» gj,proper(v(t)y)> =0.

Uty + hoollt — o)) .
<U(r, ¥+ hoo(tt — uoo)(r»)’ Si.proper (v (1) )>'

The point of this formulation is that as can be seen from the estimates (3.14)), the quantity
(W — Wo)a(s, y), when localized in y, decays quite rapidly in s. Our first task is filtering
outthe A;, i = 1,..., 5, from the above relation, while avoiding A if possible. From the
above we have

> U
Z Ai (N, propers §¢,proper (V1) ¥)) + A6 (N6, proper §¢,proper (V(1)¥)) + <<5,> ) gf,proper(v(t)y)>
dis

ol (Vo= W) (1) (] _ i (o= 0)2(0) 0
= 0 i (W11 (] — =i (W= ¥)2(0)

i=l1

<l{(t, Y+ oo (i = Hoo) (1))
U(t, y + koot — too) (1)

where £ = 2, ..., 6. We treat these separately:

) , Eé,proper(v(t))’)>a

3.5. Control over the root part of the radiation: the geometric modes { = 2,3,4,5

We commence with the case
(o) £ = 2. Observe that

(N6, propers SZ,proper(V(t)y» =0= (12, proper éZ,proper(V(t)Y))'

Hence

A (ni,proper, 52,proper(‘)(t))’)> + )\6(776,pr0per7 éZ,proper(V(t)y»
i=1

= Z Ai(ni,proper» SZ,proper(V(t)y))~

i#2.6

23 We also use the notation (Voo — W) 1(s) i= —(¥ — Weo)1 (5).
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(B) £ = 3. Next, we observe that

(776,pr0perv 53,pr0per(V(t).V)> =0= (’72,pr0perv éS,proper(V(t)Y))'

Thus we have

Z A (ni,proper’ ";:3,proper(v(t))’)> + )¥6(776,properv éS,proper(V(t)y))
i=1

= Z Ai(’?i,propcr: éf3,proper(‘)(t))’))-
i#2.6

(y) £ = 4. Further, observe that for reasons of parity, we have

(7]6,pr0pera E4,pr0per(”(t))’)> =0= (772,pr0per7 %'4,pr0per(v(t))’)>~

The conclusion is that

Z A (ni,proper, E4,proper(‘)(t)}’)> + )\6(776,pr0per7 §4,pr0per(v(t))’)>
i=1

= Z Ai(ni,proper» S4,proper(v(t)y))~

i#2,6
(8) £ = 6. This is similar to the case £ = 4.

(¢) £ = 5. Next we consider the inner product with &s proper (v(2)y). We note the follow-
ing inner product relations:

0, (n2, proper> éS,proper(V(t))’)) =a(t),

0, (N4, proper> éS,proper(V(t)y)) =0,

0, <776,pr0per» 55,proper(v(t)y)) = b(1).

(N1, proper> éS,proper(V(t))’)) =
<n3,proper9 éS,proper(V(t)y))
<775,proper» gS,proper(V(t)y))

In the immediately preceding, the function a(¢) can be forced to vanish nowhere upon
choosing & small enough. Moreover, we have a(t) = C(v(¢)) for some smooth bounded
function C(-), provided v is as in (3.14). The latter observation also applies to b(z). We
can now infer the following relations: first

U
ha(t) = (v(r) — 1)<< ) Lo, y>> + 3 an(ri0), (3.17)
U dis i#2
where ¢ (¢, y) denotes a certain time dependent vector-valued Schwartz function with re-
spect to y (with uniform decay estimates for all its derivatives, including the time deriva-
tives), while the ap; (t), i # 2,6, decay at the same rate as O, Y)(V — Wao)a(t, X)),
for another Schwartz function ¢~>(t, y) with respect to y; furthermore, Lemma 5.2 below
reveals that they are of size ~ 82, provided the assumptions are in force. Moreover,
the functions ¢ (¢, y), o(t, y) are of the form C (v, (W — Wso)1, (¥ — W)2, y), wWhich is
of Schwartz class with respect to y, and depends smoothly on the first three arguments.
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We shall henceforth denote such functions in the form ¢ (¢, y), it being understood that
this may denote different functions on different lines. We also know that the functions
as; (t) depend smoothly on the functions v, (¥ — W)1, (¥ — Weo)2.

In the same vein as (3.17), the preceding calculations allow us to infer that the coeffi-
cients A; (), i # 2, 6, satisfy the relations

U
ri(t) = (v(t) — 1)<<5> ,¢(I)> + A2 ()ain(t) + re(t)aic(t), (3.18)
dis

where the coefficients a;2(¢), aje(t) satisfy the same estimates as ap; (t) (with i # 2, 6)
above. Of course if we substitute (3.17) here we can get rid of the second term on the
right (choosing § small enough). We have used the fact that

U U
<([}>dis’ gﬁ,proper(v(t)')> = <<l:])dis’ El,proper(v(t)y) - Sf,proper(')>’ 14 7& L.

3.6. The equation of evolution of the exotic mode; £ = 6

In order to complete the control of the root part, we thus need to finally consider Ag(?),
which controls the contribution of the ‘exotic mode’. This we filter out by means of

U
2k2h6(1) = <(l:])’ gl,proper>a

where we recall the notation introduced before Theorem Upon differentiation, this
relation implies

. U
i2Kk0)6(t) = <i3; <l:]), él,proper>

(O (8w — Wl 0
- 0 ’ 0 _81[\11 _ \IJOO]I gl,proper

+ '<a oo ( )](3*(7) £ >
l - — ),
tlAco (U — Hoo 8.0 1,proper
eii(q’fq’oc)l(t)ia U t, +)\ _ ) ¢t
+ (W —W . K . ol = o) 1)) 7%-1‘proper . (3.19)
= W=V Oig U (1, y + doo (1 = o) (1))

We now carefully analyze each of the three expressions on the right. The key is to show
that no quantity morallﬂof the form (v(#) — 1)%Le(?), (W(t) —1)%Ay(t),a = 1, 2, occurs,
as this would sabotage any attempt at controlling A¢ by means of ODE techniques, on
account of the estimates (3.14). This appears to require a lot of careful bookkeeping. Start
with the first expression on the right. We have

24 Observe that for example the quantity 9; (W — Weo)(2, ¥) decays like v(r) — 1.
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U\ (0¥ — Waoly 0
ﬁ ’ O _at[\p _\IIOO]I Sl,proper

[V — Vool 0
= Z )»j(l)<77j,proper, < )fl,proper>
i£2.6 0 =0 [V — Yoo i

l:] 0 [W — Woolt 0
' <(l7>dis’ ( 0 —0, [V — \poo]1>§1,pr0per>~

Next, write

U
0 [Aoo (1 — Hoo)] 3 _U , é:l,proper = 9[Aoo( — Hoo)] Z Aj (axnj,propers Sl,proper)
X j=1
3, Ugi
+ 0 [Aoo (0 — Moo)]<<ax—0dls> ) gl,pmper>~
X 1S
Carefully observe from (B.14)) that |8, [Aoo (it — 100)](t)| < (£)73/2+%1. Finally, consider
the contribution of

e VTV Wi U (1, y 4 oo (it = 1o0) (1))
(W —Uoo) (D)5 s sl,proper . (3-20)
—e V= Vedt 0§, U (1, y + hoo (1 — Hoo) (1))
The idea is to use the equation (3.3) as well as integration by parts. Observe that
8y — 14+ 307¢5(v(1)y) 20365 (v(1)) Ym0 (y 4 kool = poo(1), 1)
—WwIv@)y) =05+ 1= 3v2¢0(0)y) ) \e T IOT (y 4+ ool — pool(), 1)

(e 0
= 0 =i (Voo =) ()

97 — 14302 (w()y) 207XV Ylgt(n)y)\ (U
T\ —202e Ui gd (4 (1) y) —37 4+ 1 =312 (v()y) g )"

This shows that we can reformulate (3.20) as follows:

ol Woo—W)1 (1) 0 ) U
<( 0 ei(‘l’oo‘l’)l(l)>[l o + Hl(ﬂ]((l‘]) (V + Aol — oo l(1), t))v él,proper>

(€ TIOUG el = o] 05D :
e*i(‘l’oo*\l’)l(T)U(y + Aoolt — ftool(®), 1)) 1,proper |5

where
A0y = (83—1+3v2¢3<v<r>y) —207¢5 (1)) )
B +2v2¢3 (v(1)y) —924+1 =3¢ )y))’

2 _ 24 22 (W—Woo)| 44
My = (L300 - 2t (0
—22e AW Yigd(u(1)y) =02 + 1 — 3025 (v(1)y)
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Moreover, we have

32t (n)y) = 3¢3(n)  —202t(0)y) + 208 >§
— 20293 (0(1)y) + 23] —[3v2 (v(1)y) — 3 (y)]) PP

which is of the form (%, ). This reveals that

7:((t)*?;'_l,propf::r = (

! Moo OU (y 4 hoolpt = pool(1), 1)\ 1
<(e"'<“’°°“"”<”0(y ool — 1ocl(0). r))’ o ‘51’Pf°1’“>

- U -
= Z Aj (t)<77j,propera H(t)*él,proper> + <<l}) s H(t)*SI,proper>-
dis

J#2.6

Also, note that ﬂ(t)*élypmper = (v(t) — 1)¢(t, -) for a suitable (vector-valued) Schwartz
function ¢ (z, -). We now need to carefully analyze the expression

el Woo=W)1 (1) 0 ) U
<( 0 e—i(\IJoo—\I/)l(z)> ([lal+Hl(t)](U))()"i‘)hoo[ﬂ_ﬂoo](t)s t)v";:l,proper>o

‘We reformulate this a

) - U e~ i (Woo— )1 (1) 0
<[l 0 + Hl(t)]<<0> (v, 1), ( 0 €+i(\1/oc_q;)l(;))gl,proper(y — Aoolpt — Moo](t)>>

and use (3.3), in which we schematically write the right hand side as 73, W + N (U, 7),
where the first summand refers to those expressions which only involve the modulation
parameters and their derivatives, and not (explicitly) the radiation. Then we can schemat-
ically rewrite the above as

(702 W, &1 proper) + (N (U, 7). &1 proper) + <(e"<‘”—“’°°>2<’> - 1>(g), ¢, ->>, (3.21)

where we have introduced the notation

e i (Woo—W)1 (1) 0 .
0 eI (W—Woo)1 (1) gl,proper(y — doo(t — Hoo) (1)) = Sl,proper

We now carefully analyze the first two expressions in (3.21)), again in order to check that

these do not implicitly contain expressions of the form (v(t) — 1)?Aa(¢), (v(¢) — 1)%1g(2),

a = 1, 2. The third expression in (3.2T) turns out to be small, as we will see later on.
Now expand the schematic expression (79, W, 51,pr0per), invoking (3.5). First one

obtains P
<(}\)u_l - ,3\)2) <ﬁ2 - Eﬁ5 + wﬁ4)a él,proper>-

We note that the vectors 77; appearing here carry the phases eT(W=Y) Thus by modi-
fying them by errors of size O((e!Y>=~%)2 — 1)¢ (1, -)), we can replace these phases by

25 Here we define 7:[1 (s) like H(s) but with W — W, replaced by (W — Weo)1.
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et (W=%=)1 By abuse of notation we shall refer to these vectors again as 1;. Then we

potentially have (7, 51,pmper) # 0. Using the fifth modulation equation, we recall that

4ika(Wr"" = Bv?) = —(N(U. 7). &) + <<Z> (0, + H(r>*>§5>,

where

el VYD) /(1) (v(B)]y — Ao — Moo)(f)]))
eI V=YD (1) o (0 (DY — hoo (1t — o)D) )

We put qS(y) = y2¢o(y) and calculate

Es(t,y) = (

o el V=YD ()G = hoo (it — Hoo) (D))
et WY &) /o) (0 (1)[y — hoo (U — Hoo)(1)])

_ ,< 10, (¥ — Woo) (1, )e' ¥ Y000 /()@ (0(1)y — kool — Hoo) ()]) )
—i0p (¥ — Weo) (1, y)e TV Yd D) /() (1) [y — oo (i — Hoo) (1)])

iV MO (1 — o) (D] + yD(D)]

. < ei(.\P—‘Poo)(t!)’)Vd)o(])(t)[y — Aoo (i — Hoo)(B)]) >
eI V=Y N o (W(1)[Y — oot — o) ()])

n iv() < e WY /(1) (W ()Y = hoo (I = Hoo) (1)]) )
2/v(1) \e YD So0)go (W) — hoo (it — 1oo) (1)])

Further note that for a certain k # 1,
H(t)*Es
— ( 07 = 14 30%¢g(v(1)]y + hoo(ftoo -l ~202@ (O + hoo(poo — p)])e2 ¥ V) >~
~ 220000+ hsolitos = DI (8] 14 3079400y + Aoolpoc — D))
21 0 - N
- <v 0 (- 1))55 + 028+ 0071 — Waolg (1, ).

Then we observe that

U\ (1?-1 0 - 9z
<(U)< 0 —<v2—1>>§5+”§">

21 0
= Z )\j<77j,proper» <V 0 —(\)2 _ 1))55,proper(v(t)y)>

j#2.6

U v2 —1 0
+ <<(}>dis, ( 0 _(vz . 1)>§5,proper(v(t))’)>

+ <(ei(‘1/\l"oo)2(tv') — 1)(5), o(t, )>
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Continue by observing that ()5 4,1, §1 ,proper) = 0, provided we abuse notation and change
the phase in 7; to (¥ — W), which generates errors of the type O ((e!V=Yoo)2() _ 1)
- ¢(t, -)). Continuing in this fashion, we note that (73, § 1,proper) 7 O generically (but this
function will only be of size O ((v(¢) — 1))). From the third modulation equation we get

—ik1V(fthoo — 20V) = —(N (U, 1), &) + <(g) (ids + H(s)*)§4>.

Werite as before

- (i1 — W) 0 - :
05€4 = ( 0 o[V — ‘I’oo](s)>g4 + vy + 0s[A(oo — 1)]10x84

+ 00e(t, ).

Moreover, we have (for a suitable j # 1)

H(s) &y =
( 07 = 1430 ()dg V() (¥ + hoolttoo = 1) =202 0(5)(Y + Ao (oo — p)))e? ¥ =¥ ) ;
202G (0(5) () + hoo (oo = w))e H YD — (@ — 14 302(5)g (v(5) (3 + hoo (oo — 1)

v —1 0 z 2 1.2
= 0 —? -1 E4+ V78 + 00y [V — Woo a9 (2, ).

Thus we obtain

- 2 _
<H(S)*E4, <g>> = Z )‘j<77j,proper’ (V 0 ! _(vzo_ 1))54,proper(v(s))’)>

J#2.6

U 2_1 0
+ <<f]>dis’ (V 0 —?— 1)>$4,pmper(u(s)y)> + 0O} [¥ — Voo (2, )

+ 0PV — g, ).

The preceding observations allow us to control the expression (779, W, § 1,proper) 1 @D
Observe that in the preceding we also generated the (schematic) terms (v(r) — 1)
A(NU, ), &), v(t) — D{(N(U, r), &). Now consider the terms at least quadratic with
respect to the radiation in (3.21)), i.e., the expression (N (U, 7), él,pmper). We are predom-
inantly concerned with the quadratic contribution, which we spell out explicitly:

i3l~]2¢~73e"(‘1’°°*‘1’)v3/2 _ 6|U|2ei(“’*“’w)v3/2<z>8 _ 02e3"(“’*“’°°)v3/2q§3 ;
3U2¢8e"(‘1’°°—‘1’)v3/2 +6|U|2e—l(xp—xyoo)v3/2¢8 _ U26—3l(\l/—\poo)v3/2¢8 » §1,proper )s

(3.22)
where we recall ¢ is ¢ evaluated at v(s)y + A((too — ). Now we substitute

(5) = Xt s+ (3)
~ )= i i, proper 6116, proper = .
U i=1 U dis
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Use (3.17) to reformulate this asFE]

U
<(3> @, )= Z Ai (8) (i proper + @2 (£)12, proper) + 46 () (16, proper + @26 (£)12, proper)
i£2.6

+ (U) (6, ) + () — Dot )<(U) (t1.). bt ->>
(7 dis ’ , 17 dis o , '

Back to (3.22)), we first rewrite
—UGRe (Voo 132N — 023 (v
U_zd;ge—i(\I’oQ—LIJ)(z,.)vyz aél,proper = 52¢8(U 32 ,fl,proper
+O(( VTR — gt ).
Then note that schematically
L[(~02¢50v? 320,772 43
E<< l:/2¢3(v-)v3/2 » §1,proper | = V / S{Ugis@p(v+), ¢o)
0

+ 2)\6[ Z )\iv?’/zg‘(’?l},proper ~+ @2i M2, propers ¢8(V')(n6,proper + aze (I)UZ,proper)l>
i£2.6

+3(g ¢, ), Udis>]+2a,-,-(r)m,-<t)+ D ) = Y (Udis, ¢1(2, ) (Udis, $a(2, -)).
i,j

j=1,2

The expression

<<—Ijze3i(“’“’00>¢8(v(t)y)v3/2> . >

~ . ’ Sl,proper
Uze—3z(\ll—\lloo)¢3(U(t)y)v3/2

is handled similarly. Moreover, it is easily seen that

—|UPv¥ 25 (vy) —o
|l7|2v3/2¢8(vy) s él,proper = VU
Finally, we can summarize the discussion following (3.19) in the following schematic
equalit

he = AGR(g) ,¢>+ (v— 1)<(g) ,¢>+v +6(0 = 1)+ (g (! VY2 — 1, ¢>]
dis dis

) =2 (U (U
H(N (g ), ¢1)+ 0= DN Ug. 7). o)+ Y (v—1) <(U> ,¢>+u<<5) ,¢>>
dis dis

a=1,2

U U 3 5 2, avrr2
+(V—1)<(:> ,¢1><(:) ,¢2>+ O(U” 4+ U+ [(v—1D=+v]U", ¢)). (3.23)
U Jais U Jais

26 As usual, ¢ (t, -) represents various Schwartz functions, which in addition to all their deriva-
tives, both with respect to ¢ and x, satisfy uniform decay estimates. Also, d;¢ is of size at most v.

27 The first instance of (N(Ijgis, 1), ¢1) refers to the symplectic form (ﬁgis — Ijgis, b1)-
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As usual, the functions ¢, ¥ etc. represent Schwartz functions with respect to the spa-
tial variable and uniformly so with respect to time. They can be written in the form
Cv, (W — V)1, (W — Wy)2, ¥). One easily checks that all these functions have time
derivatives decaying like v. In the arguments below, we shall omit the time dependence, as
one easily checks that any additional terms generated by this additional time dependence
of the ¢ etc. (for example when performing integrations by parts in ¢) can be handled by
exactly the same methods or are much simpler to estimate. We now impose the condition
limg_, 400 26(s) = 0. If we introduce the integrating factor

A1) —/OOR(Q“’ ')) ¢>+<v—1)(s><(l:](s’ ')) ¢>+1>(s>+x () (0(s)— 1)
) U(s, ) ais U(s, ) g ¢

(g (VTR ), w>] ds,
this leads to the following relation:

Ae(s) = —e—A”)/ AL 1ds, (3.24)

'
where [...] stands for the part on the right hand side of (3.23) without the expression
A6l ... The equations (3.17), (3.18), (3.24) completely govern the evolution of the root

part ( g ) root”

3.7. The evolution of the dispersive part of the radiation

We now formulate the equation satisfied by the dispersive part of the radiation, which
is straightforward from Duhamel’s principle. Recall from Theorem that we need to

match the initial data ( ZE—S; )ais = (38 ) To this end write

U ¢ A
(U) ©,) = Zaini,proper + (A) (3.25)

i=1
The coefficients «; here can be inferred from the orthogonality relations (2.2). Thus
schematically{zﬂ we get

U U _
o = <(U> o, ), Sk(i),proper> = <<[}) (0, -, Sk(l'),proper>.

Using our standard decomposition we now get

i 3
o = <<(}> O, ), %'k(i),proper(()’ )>

_ U i
=Y 2;(0) (0 proper: k(i) proper (0. )) + <<U) 0, ). Ex(i).proper(0, *) — skm,pmper>
j dis

28 We really get a linear combination of expressions of the indicated form.
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. U
= Z)‘j (0)(nj,propers §k(i).proper (0, )} + (v(0) — 1)<(5>d- ©, ), ¢>-
j 18
Using this relation, we shall think of the «; as functions of the A;(0),i = 1,... ,~6, as
well as the modulation parameters and (7dis. Now, to prescribe the evolution of (g) dis?
we refer to (1.8)). Introduce the function
U (s, 0 _ (e YY1 OU (s, y + hoo (1t — o) (1))
U0, y)) — el 0T (s, y + hoo (1t = poo) (1))’
(Q@(n y)) B (ljf(z, y))
g y)/) \Owy/)
Then we deduce the following equation:
32 — 1+ 3¢ 208 uw
P9y + 0 0 EN [CR))
[ ' ( 205 = +1-agy) [\ow )
e~ (W=Wo0)1 (1) 0
= < 0 ei(\v—wmn(r))[- -]
0 V=Yoo () =20 (V=Yoo (D 1, U (s)
+2<62i(ll/ll/oc)l(s)+2i(\ll\lloo)1(t)_1 0 > 0((7(’)@))
+0 (V=11 U)+0 ([ioo—11(5)1(5)gg U)+0 (' ¥ =420 719017, (3.26)

The quantity [...] on the right hand side refers to the right hand expression in (I.8)
translated by the amount +X., (1t — [Loo)(?) in the spatial variable, but one uses the iden-
tifications

4iky(Ga~! = Bv?) = —(N. &s) + (U, (ids + H()")Es)  etc.,
coming from the modulation equations, withil@ 710, W; thus we replace the left hand

expressions by the ones on the right. We then project the preceding equation onto the
dispersive part, and invoke Duhamel’s principle, which results in the following equation

dis*
O\ o= emtp [ (<0010 0 AC A+ kool — 1o0) (1))
Ulas ' 0 e i We= N0 JI LA + Aoo (1 — 11o0) (1))

6 t
+ Y [0 proper (- + Aot — uooxr))]ﬂ —i / ¢TI aig(s. ) ds, (3.27)
j=1 0

in which [...] refers to the right hand side of (3.26). Also, the coefficients «; are given
by the formula detailed further above, i.e.,

governing the evolution of ( g)

. U
a = Z)\j (0)<77j,proper» éfk(i),proper(oa )+ wO) — 1)<<l:/>

J dis

O, ), ¢>. (3.28)

29 Recall that we use the schematic notation (idg + H(s))( g )(s, =m0 W+ NUU, ).
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3.8. Estimates for the radiation part

We shall need
sup  [[(0)2 "ok n ()| < 82, (3.29)
0<k<[N/3]
where §;, 6, N, M are as in @D The reason why we do not work with L is again
the compactness propertym As for the dispersive part, let Cy be sufficiently rapidly{zr]
growing numbers, 1 < k < N; we shall impose 25N 8, « 81. Then we need

-1 1/2—25%85 i oJ
sup sup supCy ' [I(s)"/ 20003U (s, W)l g S8,
0<k<N 3i+j<k s>0 sy

| ok o
sup sup sup supCy [ (s)!~20 62¢8;8§U(S,y)IIL§wLM <3,
¢ AO0<k<N 3i+j<k s>0 y

sup sup || ()**"B¢U (s, Yizx S8, sup[CUGs, M2 S8,
peAs>0 ’ §>0 )

(3.30)

-1 —10%85 5i 5J
sup  sup supC, [|{s) 20,05 U (s, y)||L§wL% <3,
0<k<N 3i+j<k s>0 ’

where C refers to the standard pseudo-conformal operator C = y + 2isd,. Also, we
denote by A the set of all Schwartz functions satisfying

sup sup [(x)1%91 ¢ (x)| < 1.
i<100N xeR

4. The iteration step

Up to this point, we have assumed the existence of a solution with the desired properties
and deduced the equations governing its various parameters. Now, we need to establish
the existence of such a solution with given initial data, which we do by formulating a
suitable fixed point problem. First, we specify the variables we shall be working with:

Independent variables {( %) (). 21(). ... A6(). v1(). BI(). 01(), w1 (). i ()}
Here we use the following notation:

V() =v(s) — 1, Bi(s) = BV — book (5),

20008 + _
pi(s) = pls) — az+—bi°s° 01(5) = () — coohirg ().
Yol boo Yoo
y1(8) = y(s) —s — Coorog (M) dA, where coo = Vooloo — —
0

30" Of course we can recover L™ bounds for all derivatives with exception of the top derivative
from this information. We avoid this distinction in order to simplify matters.

31 As usual the necessary rate of growth can be inferred from the proof.



Non-generic blow-up solutions for NLS 33

We now explain the iterative step. We assume that we are given a tuple of independent
variables, as well as the given initial data (2) and A, B, o, ¥, u as in Theorem Now
departing from the data, we construct a different tuple of independent variables, which

we denote by prime superscripts, i.e., {(%), ... }. as follows:

The iterative step:

(i) Construct the ‘parameters at infinity’ as follows:

oo = —— b= Bh— BiOase. oo = [ — w1 (0)]aso,

1+v1(0)°
Coo + booYoo/2

oo

Yoo = [(0) — u1(0)]aco, Voo =

(ii) Construct the original modulation parameters A(s), B(s), w(s), v (s), u(s):
M) = oo @) 1) + 11, B) =27 S [B1()hoo(s) + bool,
1(s) = p11(5) 4 2oy ($)[2v008 + yool,

(5) = 01(5) + Coord (), Y () = y1(s) +5 +/ A2 dA.
0

(iii) Construct ¥ — W, as in (3.19), where yo is specified by requiring (¥ — Weo)1(0)
=0.

(iv) Construct

U (W =Weo)1 (1) 0 i
<0> - (e 0 e—W—ww)](r)) (5) (= doo(t — Hoo) (D).

Here we have
U U 6
(l:]) (s,) = (5>dis(s’ )+ ;)‘i (S)ni,proper-

by using the right hand side of (3.27)). Thus all the inputs on the right

o'
[i40) )dis

(v) Construct ( g: ) dis

hand side are with respect to the un-primed variables. One can then also define (
by inserting primes on the left hand side of (3.26).

(vi) Construct the root part of (g: ): define )‘/2 (s) via the right hand side of (3.17), the
coefficients A} (s), i # 2, 6, by means of the right hand side of (3.18), and the coefficient
A (s) via the right hand side of (3.23).

(vii) Construct the first two modulation parameters v/ (s), 81 (s) by defining v|(s) as the
right hand side of (3.7), and B{(s) as the right hand side of (3.8).
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(viii) Construct the parameters at infinity al, b, via the first two formulae in (i), with
v1(0) replaced by v} (0), and 81 (0) replaced by B{(0). We then define A, (s) = a,,+b/s,
and from this obtain A’(s), B’(s) as in (ii). Further, pu

l g 712 1
B'(s) =exp vV -+ —FEs|(o)do |,
0 4iky
where Es is defined with respect to the un-primed quantities as in Subsection 3.2. We shall
show later that under suitable assumptions on the tuple {( g ) disr }, we have B'(s)"! =

c'M5l(s) + o(1/s) for suitable ¢’. Then define ' via the formula
> B
o' (s) = A ()7 ! [a)(O) +/ B/(U)[(i/q)_lE3 + 2_—E4} (o)do]
0 12,9}
*® B
— ()™ / B’(o)[(im—lEs - 2.—E4} (0)do +o(s™")
s 1K1

(se;éhe discussion preceding (3.11))). We can infer from this a number ¢, with the prop-
ert

whence we can define @ (s)’ = w(s)’ — ci M5! (s). Continue by setting

u(s) = n(0) + / Mo (@) 20V + (ik1v(0)) " E4(0)] do. (4.1)
0

Again, under suitable assumptions on the original tuple we shall be able to infer the
existence of numbers v/, y., with the propert

o
20! ! 1
n(sy = 2ot F Voo 0(_>,
al, + bl s s

whence we can define 1 (s)" = u(s) — Quis + yio)/(al, + bl.s). Also, we shall have
cl, = vial, — bl vl /2. Finally, put

S 1
y(s) =y (0) + /0 [u%) — (2ik2) ' Eg(0) + v (0)w*(0) — mw(om(a)
— i(ixzﬂEz(a)] do,
2K2

whence we can define y;(s) = y(s) — s — fos 2 /N2

32 The quantity B’(s) is not the derivative, but the new B(s).
33 We shall verify later that this definition is indeed meaningful.
34 See last footnote.
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We shall refer to the map assigning the tuple {(g:), ...} to the original tuple as

T4 3. B,0,y,- Recall that the subscripts refer to the given data. The following proposition
then shows that we may reduce the proof of Theorem [I.3]to locating a fixed point for
Tax.8,0,y,u- We shall call a tuple of independent variables a good tuple provided it satis-
fies the estimates (3.14), expressed in terms of v; etc., as well as the estimates (3.30). In
the latter, one is to think of U as being expressed in terms of the variables in the tuple.

Proposition 4.1. Let A : R — C be a smooth function satisfying ||A|l| < § for suitably
small § > 0, as well as the orthogonality conditions <(3 ) Ei,proper> =0i=1,...,6.

Let {(g)dis(" S } be a good tuple satisfying the fixed pointproper

U U
TA,x,ﬁ,w,y,MK[})d G, ... } = {<5>d G,),... }

Also, assume that supg- |U (s, M2 < 8 and sup;-) 12U s, Mg S8 Deﬁn

U el (W=Yo0)1(5) 0
(0> (s,) = ( 0 e—i(\ll—‘l/oo)l(s)>

U 6
: [(U) + kaj,pmper} (5. - = Do (1 — 100 ().
dis

i=1
Then the function (with 15 as in (1.7)
Yt x) = W(t,x) + T35 [ Us, )1t x)

is a non-generic blow-up solution of (1.1) exploding at time t, = 1/accboo (recall
oo, boo ~ 1). We have

Wi(t, x) = ei()/(S(l))-i-[w(X—M)](S(l))e—ig[)n()f—u)(s(l))]2 /(s () Po([A(x — w)](s(@)), 1),

where s(t) = asot/(az! — boot). Finally,

6
(g) 0,x) = <2) (x) + Z] Xi’?i,proper

for certain numbers X; with |A;| < 82

Proof. First note that under the assumption of the proposition we have a’, = ax etc.,
and then that the modulation equations (3.6) are satisfied. We continue by verifying that
(g)(s,.y) satisﬁes. (I8). Thus define a function (g)(s, ¥) by means of the inhomoge-
neous linear equation

35 In particular, we assume that the operation of T4 3 g,w,y,, is well-defined on this tuple. We
shall soon analyze where this map is well-defined.

36 The function (¥ — Weo) 1 (s) is given by (3B:196).
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ids (g) + ms)(g) = —i(a" = B — Bils/2+ wila) + 7 (B + Bv)ils
+i(? =y + 20N — i@+ por?)i
— iV(fthoo — 200) (=i — 713 + Bila/2) + N(U. ),

“4.2)
Q U
(Q> ©,) = <0> ©, ).

Define

Q =i (W =Woo)1 (1) Q
(é) )= (e 0 1 e+i(\P—0‘Uoo)1(t)) (Q) (7, -+ doo (b — Hoo) (1)),

and use a decomposition

Q Q 6
(é) (t,) = <S:2>dis(t’ )+ Zﬂj (t)nj,proper. 4.3)

j=1
Now we deduce the equation

& 710
2 t,) =™ v- ©,) —i te"“—sm[...]dis ds
Qgis U0 Jgs 0

o t I 0 — e 2(W—Woo)1 () =21 (¥ —Woo)1 (1) 4 |
B o= 21 (W —Weo) ()21 (W —Woo)1 (1) _ | 0
QO (s ))} t —_
4 s . i(t—s)H
X ¢ | == dS—l/ e [... Jais(s) ds,
°<sz<f>(s, )/ Jais 0 "

where [...] refers to the right hand side of (4.2) translated by +Xoo(it — oo)(t) in the

. . . i(Woo—W
spatial variable and ‘twisted” by (e‘( 000 o e,.(%(l%,(,) ), and we put

i (W) () 0
[..1= 0 o= (Woom )1 (1)

_§v2(s?%(' o — A{oo)(s)) n 3‘53 2(561621'(:1‘—\1’00)1(S)(_eZi(\lJ—‘I’oo)Z(l) +})>
2o V=Yoo () (=2 (WY () 1 1) 302(5)G (- — hoo (1t — Hoo)(5)) — 30

< (_
X (g) (8, -+ Ao (it — Hoo) (1))

and as before we put q§0(~) =@ (- + Aco(t — o) (?)). From the iterative step and the fact
that the modulation equations are satisfied, we then deduce that

(Q-U) -
S~2_i}dis '

[ Iy 0 T2 (Y —Woo) 1 (5) =20 (¥ —Woo)1 (1) 4 |
=2 fo € o2V =Woo) ()42 (W—Woo)1 (1) _ | 0

4({20)(& D — f](l)(s, )

t —_ —
= = ds —i | &UITAL L Jgis(s) ds, 4.4
NQD (s, ) — OO s, _)>]dis /0 [ - lais () 4.4)
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e~

where the expression Al. .. ]gis(s) is defined as above but with €2 replaced by the differ-
ence 2 — U. Next, we have

’3<(g) g,.> = <<ias + H(s))(g), §i> - ((g) (s + H*<s>)§i>, i=2,....6,
whence we obtain
ol(3)- ()@ - (¢ irreng) =2

Thus we obtain from (( g) - ( g))(O, -) = 0 the relation

J(Q U\ : Q U\ _
{(2) - () #)er=((3) - (5)-2 )
= —/0 <<g> — (g) (i 3 +H*(s))§,->(s)ds, i=2...,6, (4.5)

where the first equality can be used to define E; in the obvious fashion. We shall use
the last relation to solve for the coefficients u;, i = 1,...,5. Finally, we consider the
coefficient wg:

ifie(t) =< ( ) &1, proper>
(&) ("™ o Jeieoe)
_at (\.II _ ‘Ijoo)l 1,proper

EN)
+ {9 (oo (1t — foo) (2 ))( Q) &1 pr0p6r>
e WY1 W9, Q(t, y + hoo (1t — too) (1))
+<< —— —= >,§lproper>
etV =Yo) 1073, Q(t, y 4 Aoo (1t — fLoo) ()

Du

Now we recall the corresponding identity in the derivation of (3.23), namely (3.19), take
the difference of the latter and the identity above, and proceed as in the paragraphs after
(3:19). Using the fact that A¢(0) = 16(0), we deduce the schematic identity

(A6 — 16) (1)
= /[[<<§:2) (s,°) — <({> (8, )s ¢(S)> + <3x <§:2) (s,+) — Ox (g) (85 )5 w(s)ﬂ ds
0 Q U Q U
(4.6)

Now from @.4), (4.3 , as well as (@.3) and the linear estimate Theorem 2.1} we
easily deduce the estlmate
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6
sup [11€2 = Ollis(t. g + Y 1oy = il 1)

0<t<T =1

6
ST sup [I1€ = Olat, )l + Y 1xi = wil0)].
0<t<T i—1

Now choose T > 0 small enough to get the identity 2|[0,7] = U0, 7). Continuing in this
fashion implies U (-, -) = Q(-, -). Next, observe that the condition

U U 8
( :> 0,-) =Py |:Z ni,proper(' + Aoo (Ut — /’Loo)(o))<( :)(0» ), ";:k(i),propcr>
U dis i U
+(3)e# rmtu—mon] @

in addition to Proot(g)(O, D) = Z?:l 2 (0)7; proper uniquely determines (g) 4is (0.,
hence in conjunction with the values of the modulation parameters also (g)(O, -). Then
one verifies that (g)(O, N = (ﬁ-) + ) i, proper with the «; defined as in (3.28) is
consistent with [@7), as well as the root part of ( g )(0, ).
Now reverse the algebraic manipulations that led to (T.8). We deduce that
Z@t,x) = W(t, %) + T [ U s, )1, x)
is indeed a non-generic blow-up solution of (T.I)). One checks that

2
b . t . 1
ot i (Voo +oox —vZ) —9%00— —ygyoo) i(—92L—)

. —i—beex®
T U (s, )= (ag) —boot) ™ /2e it bt ¢ o0 ~boot e a0 —boot

. U( oot X — 2Vs0loot B yoo).

agol — bt agol — boot

The assumptions in the proposition imply that this remains bounded with respect to L as
t = ty = 1/axbso, while due to the asymptotic relations (3.14)) the principal soliton part
W (t, x) blows up according to the non-generic profile. Finally, recall the decomposition

(3.25) in which we use (3.28)). Our assumptions (3.14) as well as (3.29) imply the last

statement of the proposition. O

4.1. Deducing the fixed point from a priori estimates

We now need to demonstrate the existence of a fixed point for the map 74 on the set of
tuples satisfying the above specified inequalities. This will follow from an application of
the Schauder-Tikhonov Fixed Point Theorem, which we recall here:

Theorem 4.2 (Schauder-Tikhonov). A non-empty compact convex subset S of a Banach
space has the fixed point property, i.e., for any continuous map T : S — S there exists
xr € S satisfying T (x7) = x7.
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‘We now need to locate such a set S. We construct it as follows: first, for M, N as before

((3-T4), (3:29)) and very largd’| K > 0 introduce the norn|"|
NUlgvx = > b 7 [sup )22 %20 0] U s, y)l
0<k<N 3itj<k 20 ’

+ sup (s) 1" 5251 an(s Wiz + sup sup (s )1—2°k52||¢a;'a§'U(s,y)||LMLM]
s>0 peAs>0 s

+ sup [ sup (s)¥27%3 U (s, Mg + Sup ICU (s, y)||L?V

s>0 -gpeA
+ 3 K sup [CoilUCs, )||LML2]
lkaNfl 3l+j k

where C is as in (3.30). The role of the last summand is to ensure uniform spatial decay
on finite time intervals, again needed for compactness. Also, let ||U|||gv be defined as
above, but with the last summand replaced by ||CU || L2 where we use C = y + 2is0,.

Define the Banach spaces SV X and SV as the completions of S(R?) Wlth respect to these

norms. Now for a tuple I" := {([{) . } as before, define the nor ) (as usual we let
(s) =Is[+ 1)
T Mgv.x = Tl gv.x
dk
+ 6‘1[ sup () 20wl + Y [P ()
0=s <00 1<k=<[N/3] ds L

+ sup ()20 ()]

LM 0<s<oo

dk
+ osup ()P D TS Bi)

0=s<oc0 1<k<[N/3]

s, df
+ D | qee)| + sup

20 Ly )
1<k<[N/3] LM 0<s<o00 ds

s, d* .
+ 2 @Y+ sup () s)]

2<k<[N/3] LM 0<s<oo
52, d° ‘ 245
Y R l
+1<k<Z WP IR ©) Z Z /\ ) }
<k<[N/3] = o<kTv

Also, let [[T"|llzv be defined as above but with ||0dis||SN,K replaced by ||0dis||SN- Then
we define the restrictions ||| - [[[gn 0,7y €te. for any time interval [0, T') in the obvious

7 This parameter will eventually depend on a time 7.

38 We only include the parameters N, K as superscripts in the norm, since we shall only vary
these.

39 We use the notation (

Suh
~
j=d

I
—_
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fashion, and denote by SN (0, T)) and S'N’K([O, T)) the completions of S([0, T) x R)
and of

S([0,T) x R) x ([0, T)',
respectively, with respect to the above norms localized to [0, T) x R. Then we have@
Lemmad4.3. Fix0 < T < oo. For any R > 0, the set of tuple A[((()))T) = (I on
[0,T) xR | |||F|||§N,K[0,T) < Ré&} equipped with the norm ||| - |||§N-4~K[0,T) is a compact
convex subset of

Ajo1) = (T defined on [0, T) x R | I lll5n 4707y < RS}.

Proof. We demonstrate the compactness assertion: thus consider a sequence of tuples
{I'i}i>1 C AE((;)T)' Consider the functions

(@) _<0i,dis)
Ui /dis Ui, dis

By assumption, letting ¢, (x) := ¢(x/p), where ¢ (-) smoothly localizes to |x| > 1, we
have

lim sup > Y 16,0093 Unaisll e 200,7) = O-
P I 0<k=N—43itj<k '

Indeed, this follows from uniform control over ||C a;' 3){ ULdis I LM2(0,T)" Combining this

with the fact that } oy SUp3;4 <k [EH 8){ 0i,dis||L§WL%[0,T) is uniformly bounded and
applying the Rellich—Kondrashov Compactness Tl}eorein as well as Sobolev embedding,

we obtain a subsequence (which we again label ( gi ) gis) Which converges with respect to

D 0<k<N—4 5Pzt < 1% 3){(')||L§,WL§[0,T) as well as the remaining norms in | - || gv—4.x
toa limi ( g ) dis® Passing to a further subsequence, we may assume that all 8;' 8){ (7,-’(118,
N > 3i+j > N —4, converge weaklwith respect to LM 1.2 [0, 7), LMLM[0,T), and
one checks that the corresponding limits necessarily equal 0 3] Ugis in the distribution

U
(3 )aisllllsv = R
Now consider the root part, i.e., the functions A;;(¢), j = 1,...,6. By assump-

tion, we have a uniform bound on ZOEkS[N/3] ||<t)2_461%)\.j,[(t)”LM[O’T). By the

Arzela—Ascoli Theorem, we can then choose a converging subsequence with respect to
2—468;

sense, respectively. Also,

k - . . .
ZOfkf[N/3]—2 || (1) ;7(-) || LM{0.T) whose limit satisfies the desired estimates. The ar-
gument for the modulation parameters vy () = v(¢) — 1 etc. is identical. ]

40 Recall that the first entry of a tuple is always required to also satisfy the orthogonality condi-
tions.

41 We omit the dependence of these sets on R in the notation, it being understood that R below
will be fixed throughout.

42 Clearly this limit satisfies the same orthogonality relations, whence we may apply the subscript
“dis”.

43 Ttis at this stage that we need LM instead of L°.
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Now define the sets A" [0, T), n > 1, inductively as follows: first, we can modify the induc-
tive step T4 5, g,w,y,u to the interval [0, T'), by simply replacing co by T in the formulae

for the modulation parameters and root parameters. By abuse of notation refer to this by
TA 8,0,y as well. Then put

) © "D
Afg)py = convhull[Afg ) N Ta s gy (Al 1)1

The closure operation is always with respect to ||| - ||| sn-a.x- Then clearly A[O  C A(g Tl))’

and these are all compact convex subsets of Ao, T).
Everything now reduces to the core analytic theorem below. First we make a defini-
tion:

Definition 4.4. We call a function A : R — C admissible provided

dk
AN := sup [ (x)!®0—A(x) <.

0<k<N L'NnL?
Theorem 4.5. Let A be admissible. Let N satisfy the specifications in (3.14), (3.30),
and § > 0 be small enough. There exists R > 0 sufficiently large such that with the
corresponding AEg)T) etc. constructed as above we have the following: For every T > 0,

there exists a number K = K(N, T) as well as an index no(N) such that for n > no, we

have Ta x.g,w.,y, ,L(A(”) )) C A(O)T), moreover, Ta ). g.w,y,u acts continuously on A[0 )"

The last assertions are always non-vacuous if § > 0 is sufficiently small, since then
AES)T) # (. Thus by Theorem there exists a tuple I't € AES?T) with the property

Taspoyul'r =T7. For T < T, one has the inequality
T 710, 7y xR lgn.c vy S 6.
Also, we get the uniforn{"| bounds

sup [[Ur(s, )2 S8, sup ()21Ur(s, e S 6.
T>5s>0 T>s>0

Assuming this, we can now deduce the following:

Theorem 4.6. There exists a fixed point I for T4 (acting on [0, 00) x R) satisfying the
assumptions (3.14), (3.29), (3.30). Thus the assumption of Proposition[d.1)is realizable.

Proof. Let T; =1i,i > 1. Then construct fixed points I'; for the operation of T4 |(o,7;] as
in the preceding theorem. Thanks to the uniform bounds for |[|I';|[o, ) |||S,N,K(N,Tj), Jj<i,
and invoking another compactness argument as before, we can select a subsequence I'; ;
which converges on [0, T;) with respect to ||| - [|[gn-a,x v, - Observe that we only need a
uniform bound on K (N, T') for bounded T here, as we have arranged. Doing this for j =
1,2, ... and invoking the Cantor diagonal argument, we then construct a subsequence,
which we again label T';, which converges on every [0, T;], j > 1,to a tuple in S¥-KV./),
The limits then fit coherently to define a tuple I" on [0, co) living in SN which is the
desired fixed point. O

44 The implied constant is independent of T'.
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5. The proof of the core analytic estimates, Theorem 4.5

5.1. First stage. Estimates for the radiation part

,,,,,
sssss

iterates Ta 3 g,w,y.u Starting with the tuple yivial == {(9). 0, ..., 2(0), (0),0,0,0},

one always stays inside AE(O)?T) provided &, §; etc. are chosen suitably, whence AEE)%T) # 0
for all i > 0. Then observe that

(n+1) )
Ta.poy.u(Apry) C A )

as well as

T o pooy.u (COVRU(TA 5 .00,y A LG 7))

-1 0
c TA,A,ggw,y,M(convhull(TA,)Hﬂ,w%MAES’T)) N Al )

C convhull(Ta . ..y (Al 7).

This then implies T4 x,8,w,y, M(Afg—;l))) - Afgj;l)), as desired. Thus we need to prove

Theorem 5.1. Under the assumptions of Theorem TA‘A,ﬁ,w,V,M(AEg,)T)) C Afg,)T)'

Proof. This shall occupy the rest of the paper. We first interpret the condition I'r €
AES)T). Note that by definition this means that 'z is the limit of finite convex linear

combinations }, - T a1 [‘y) where each Fg) itself is in intersection of the image

of Ty, Byt applie.d to AES:_Tl)) apd the set AEg?T). It wi?l suffice to r.estrict the Proqf to
tuples which are obtained by iteration of alternately forming convex linear combinations
and applying T4 ). g,w,y,u- In order to proceed, we will need the following two lemmas in
order to control the phase function W — W:

Lemma 5.2. Assume that the relations (3.14) are satisfied. Then for ¢ € A (recall the
definitions after (3.30)) we have

PNV — Woo)a|(t, y) < 8%(r) 73/,
Proof. Recall the definition

_ _ & . _ AooVoo — booyoo/z
(¥ = Wooha(t, y) = Y[w(t)V(t) 5 VOAD) (oo — w)(@) bt }
2| Do BW) 5 - B®) ., )
g [m — 3 VO - A O oo — 1) (t)}.

The claimed estimate now follows easily from the facts that coo = dooVoo — PooYoo/2
as well as | (1) — coo/Aoo(D)] S 82(1) /2F01 |B)V(1) — boo/hoo ()] S 87(1) /2400,
() — 1] S 82 (1) 12+, o
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We also need

Lemma 5.3. The following estimate holds under the same assumptions as in the preced-
ing lemma:
(¥ = Woo)1 (D] S 8% (1) /2470

Proof. This is along the same lines, although the algebra is a bit more complicated. Ob-
serve that

i vgosaoo _ booVooSYoo Voo boo}’go _ (AooVoo — b<>oyoo/2)2 _ Cgo

ds | oo + booS  doo + boos  ° Mdso + boos) (Ao + boos)? A2 ()
while also |3;[ys — 51— coor 2 (s)| < 8251/2191 The claim follows easily from this and
the definition of (W — W4o)1. ]

We commence by controlling the dispersive part of the radiation, (g:) first dealing

dis’
with the easier estimates:

LemmaS54. LetT'r € AE(;)T). Then provided the conditions of Theoremare satisfied,

we have
—1 1/2-25%8y 1 ai 0J 17/
Z Ce [Sup (s) 2||3;3§Udis(5’y)”Lé4Li”
0<k<N  3ifj<kbs=0 »

L L R
+sup (s) 71092 100 Ty (s, y)ll e 2 + sup sup {s)' 2% g0} 0d T} (s, y)nLMLM} <>,
>0 Y el s>0 s 2

/
uI'r =T7.
Remark 5.5. Note that we do not need the nested structure implicit in the definition of
the AES)T) for these estimates.

vvvvv

Proof. It suffices to prove the assertion for a tuple I', = T4 5 g,w,,,. 7. We start with the
case k = 0 by controlling CO_l (s)1/2=%2 ||0éis||L(,V’- Now use (3.27) as well as Duhamel’s
principle and Theorem [2.1] to deduce that '

(5).
(7/ dis ’
p [(THTYO 0 A+ hoo (1 = 100) (1))

' 0 el V=¥ J LA( + hoo (1 = Hoo) () Jyis

6
+ Zajrlj,proper(' + Aot — Noo)(t)):|:|

=1

t
+ ¢y / e L Dais(s, )l ds.
A .

C(;l (1)1/2=%

Ly

5 Co—l (t)l/2—52

Ly

The first two terms here are easy to estimate with respect to || - ||, » on account of (3.14)
t

as well as Theorem if one chooses R large enough. Indeed, one gets the bound %8
by choosing R large enough in relation to |||A|||. We now turn to estimating the terms
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implicit in [. . . ]4is. Recalling (3:26)) as well as the estimates implied by I'r € AE(])?T), we
see that the term linear in U and of least temporal decay is the following:

0 _ YY) ()2 (=Yoo (0) 4 1\ (T D(s)
[(eziw%o>1<s)+2i<wwoc>1<r) _ 0 >¢0 <I7<’)(s)>]dis’

whence we need to estimate

Co—l ()12

A 0 QA=) ()20 (U =We) (1) 4
: /0 e =2 (W) (5)420 (W) 1 (1) _ | 0

U (s
S
UD(s)/ Laisl L
Observe from Lemma[5.3] that
sup (W — Weo)1[(s) S RS0,
0<s<8~1/2
whence we get, if we restrict < 8 U2 and M > 8_1,
Co [ xas2 () (t) 127
. /t — | 0 (W) ()2 —) (1) |
A o200V —Wo) 1 ()20 (W Vo)1 (1) _ | 0
U (s
G00) o
UDO(s)/ Jaishey lm

g C0—1R2811/4—51 5 C()—1R2811/4—61

Ly

t
(t)l/z—éz/ ([ _S)—l/2+l/M<s)—3/2+53 ds
0

upon invoking (3:30), (3:29), which in turn can be bounded by < X8 upon choosing
etc. small enough. Now assume that # > §~!/2. Then we get

Co [ xag12(0)(0) /2722
' /t Sit-M ' 0 — @2 (U=o0)1 () =21 (¥ —Woo)1 (1) | |
) =2 (W —Woo) 1 ()42 (W —Woo)1 (1) _ | 0
(s
A (Gaen) oL ®
UD(s)) laislizy v
t
SCy IRS‘X>31/2(f)(I)1/2_82 / (t — )7 V/2HUM () =3/248 g ,
0 L!

< C615_1/M+52/28R,



Non-generic blow-up solutions for NLS 45

which is also < %8 upon choosing § small enough. The remaining local terms in [. . . Jgis
can be handled analogously, so we now consider the contribution of the non-local term,

which is
/t i(t—s)H( P00, ) >
e N ds
0 —OOPUO G, )

Again referring to (3.30), as well as Theorem [2.1] and using Holder’s inequality, we can
bound this by

Cal (1)1/2=%

Lyl

(M=5)/M
< C(;l

~

()22 (RCy)8 [/t[(t )" V/2HUM gy =3/2435 M/ (M=5) ds:|
0

L
< i(g
"~ 100

upon choosing § > 0 small enough, as desired. The estimates for || (f)~%2|| U, ") | 12 Il LM

and supye 4 SUP;>o(s) ||¢Uéis(s, y) ||L§\4L1¢4 are carried out similarly and omitted. This then
completes the case k = 0. )
We move on to the case k = 1. We start by showing

- - = _ ~ R
C; ' sup 1165) 22 9, D (5. 0l r i + 1) 20 Do, 021 | < 7558
peA X s X s 00

provided § is small enough. We use the decomposition

U U 6. 1/0
O |:<l}>dis] N [ax [(ﬁ)disﬂdis - ;< <l}>dis’ axgk(i)’pmper>m’pr0per.

The second term here is then estimated using what we know from the case k = 0, whence

. . . 3. Ugis)di .
we must estimate the first term, which we write as ( O Uais)ais ) Assuming that

(9x Udis) dis

B(t) = C;I[ sup ()" =22 11 (3 Utis )ais (5, )l e 1 .37 10,
¢e

o+ 1148) 1% @ Dasdais (5, 22 o | < R,
we shall boost this to the bound < WROS. Note that the assumption also gives us the

corresponding bounds for d,U upon using the already established estimates in the case
k = 0. Commence with the expression

o sup 1(s)'=29%211 (3 Uais atis (5. )| e | 1 0,7 -
¢e R

If we project (L.8]) onto its dispersive part, differentiate with respect to x, and then project
again onto the dispersive part, we produce additional local source terms of the schematic
forms VU, (V, U)W for certain Schwartz functions V, W, in addition to terms involving
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0, U. The former terms are handled by using the already established estimates for k = 0
as well as the assumption C; > Cy. As for the latter, the most difficult local term leads
to the Duhamel ter

(5) 17205

P~ 0 e ()20 W) () 4 |
p(x)e 2 —Voe) (D2 —Bee) (5) _ | 0

()
0. 000/ Jai

First restrict integration to the interval [0, s —8~'/2(s)%/M]. This we can estimate crudely
by

cr!

b

dx

Ly

LM ([0,11)

s—8~1/2(5)6/M

0

< Ascy!

LY ([0.1])
R

<3

= 100

upon choosing § small enough. O

On the interval [s — s~V z(s)ﬁ/ M s], one proceeds similarly, but exploits the fact that
thanks to the proof of Lemma[5.3] we have
sup |_eZi(\If—\Poo)l(/\)—Zi(\I’—\I’oo)l(S) +11 < 53/2<S>—1/2+81+6/M_
Ae[s—8—1/2(5)6/M ]

The remaining local terms involving o, U™ are easier and estimated similarly. Next, con-
sider the non-local term. We have to estimate

¢/S eimm< 0O 0090, ) ) "
0 =109 G, H*: TS (&, ) Jais

Cl—1 (5)1-20%

LYEWLY([0.1])

in addition to similar terms (Leibniz rule). If we invoke the assumption on B(t), the
weighted estimates in Theorem as well as the estimates for the case k = 0 we can

45 One uses the auxiliary variable

- 77 (1) _iw—
" (lg>“)(s o e (f’deis(S’ X>> - (e Y=o 0, Ui (s, x + hoo (1t — uooxt)))
0x 0 (s, x) el (V= ¥o)1 (05, i (s, X + Moo (1 — 1100) (1))

dis

IUOITR 7 7 (1)
analogously to (%ES ; ) which we used before. We similarly introduce Bx( g )(t) = (%)

S, X
46 One again uses Holder’s inequality to handle the fact that we only control

160, 0 G )| Lt -
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bound this by

< RCY8

<S>1—2082/S(s_)\‘)—l+2032—1/M<)\)482+1052—3/2<)\'>1/2—2052+6/M di
0

LM ([0,1])
< ig‘
~ 100
‘We move on to control || (s)_lo‘32 || (O l}dis)dis(s, X) ||L% ||L£w([0),]). Note that we cannot sim-
ply reiterate the Duhamel procedure here, since this would lead to a loss for the local
terms["7| Observe that (T-8) implies the following schematic relation:

19510, TN1(s, ) + 920 081G, ) — 0.0 (s, )
= [V, 0D, )+ [Va,TOY(s, ) + - + (TP, 001(s, ), (5.1)

where the subscripts really refer to the top entry of the dispersive part of the correspond-
ing vector-valued function. As usual V refers to certain Schwartz functions which may
depend on ¢ and s. We deduce that

o —
i9; f 10,082, ) dxe = 23 / i, TN, el 0, U (1, ) dx

—00

— 23/ Vo, OS (A, 03,08 0y )+ -+ 109,098,090, )]dx.  (5.2)
Using the already improved local bound, we can estimate

<S>—2052 fs
0

dx

o -
s/ Vo, U®, )a, U (A, ) dx
—00

LY (0,11

CiR 52/ () ~20-2082) 5
100) ° ),

which is integrable in A upon choosing 8> small enough. The remaining expressions on the
right hand side of can be estimated similarly, and combining the preceding estimates
we get the improved bound on B(¢), as desired.

Next, consider the norm ||(s)1/2_25k32||(8xl7dis)dis(s, Il LIl Lo, 1y)- This we esti-
mate by reverting to the usual Duhamel’s formula; we treat eiZgains first the local term of
least time decay, as the others can be treated similarly and are simpler: we have

47 More precisely, it appears that the extra factor (s)™ 1082 should allow one to gain a bit; however,

the loss from the weak local decay control, i.e., [¢dxU(s, HLx < < (s)7 112082 s too much. On
the other hand, if one strengthened the weight in the L%-norm to (s)~ 0% one would encounter
difficulties in retrieving the weak local estimate. The reader may ask why we do not build in the
strong local decay for all higher derivatives to begin with. The problem with this is that we would
have to gain control over more and more derivatives that way, indeed forcing control over infinitely
many derivatives.
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(5)1/2-255

N
/ ol =M (=2 (W —0e0) i A=Y O) L 1YY ) []gic (b -) dh
0

M

M
L X K

< RC18H (5)1/2-25% /s(s )12 M 14208 g
0

~ 100

Ly

This is easily seen to also improve the bound R3Cy, if necessary by improving the pre-
ceding estimates for B(f). Proceeding to higher derivatives k > 2 is an elementary
induction, recycling the same estimates. Observe that if one differentiates the quinti-
linear non-local term k times, one obtains schematically either |L7 (S)|48)]C‘(U )), or else

HT)a, (T U)2U orelse 3y (TS (U®) ... 3y5(U), where all o; <
k — 1, or terms equivalent to these to all intents and purposes. The first term in this list
can be treated just as before, using the estimates for U. For the second, one estimates

1@ T TONT OV TO)(h, Y e < ROCro1 C1C831 10 8210024302 (5 =372
_ ~ _10k—1 1~ _ ~
RO 0Ll 20 IO 2 1) T2 TP G, )2,

and we have
Alok_'52+1052+352(k)_3/2 < (A)‘3/2+15k52

. K .
Thus one can comfortably absorb an extra weight A!/2720"92+4/M here and continue as
before. The estimate for the last term in the above list is similar. Time derivatives can now

be handled upon turning them into spatial derivatives via (1.8]).

Lemma 5.6. Under the same hypotheses as in the previous lemma, we have the inequality

Y KTF sup [COLAUGs. Iz < RS,
1<k<N-1 3i+j=k Y

where K = (T)'%

Proof. This is a consequence of the fact that the operators y —2ps and i d; + A commute,
as well as using the already established estimates from the previous lemma and crude
bounds. m]

We now turn to the much more difficult estimates involving the local decay of U, as well
as the conservation of |CU || L2 This is where we have to penetrate more deeply into the
iteration in order to be able to close the estimates. The proof of the next lemma is long and
hard and ends on page[74} we shall refer to this estimate as the Strong Local Dispersive
Estimate or SLDE:

Lemma 5.7. LetT}, € AE(?T)' Then provided the conditions of Theoremare satisfied,

_ R
sup sup [|[(s)* 275U’ (s, )L < =8
PeAT>s5>0 : 2

Proof. We may 'assume that F’T = Ty, *B.w.7, uIr, I'r € A_E(]),)T)' .In particular, we may
assume that I'7 is a convex linear combination of elements in the image of Ta x.8,w,y,1
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applied to AES?T) and satisfying all the estimates implied in the definition of AES)T). For

this we need to employ (3.27), which forces us to distinguish between the different kinds
of expressions on the right hand side. Clearly we may assume ¢ > 1. We first observe that

Theorem conjunction with our assumptions on A(-) as well as (3.14), (3.29), (3.30)
5.3

and Lemma|5.3|imply that the free contribution is acceptable, with a % to spare:

Jrp [0 0 A+ hoo(t = poo) (1))
* 0 e Wm0 JI A+ Roo (1 = 1oo) (1)) Jyss

6
+ Zajnj,proper(' + Aoo(ut — Mm)(t))]:|

j=1

sup (1)*/?

0<t

< —396,
— 100

by choosing R large enough. We next subdivide [. .. Jgis in the integrand of the Duhamel
term in (3.27) into local and non-local contributions. As for the local contributions, the
one with least temporal decay and hence most delicate is (written schematically)

t
/ et(l—s)'}‘[[_e—Zl(\I/—\I/oo)l(S)+21(\IJ—\IJOQ)1(t) + 1][VU(Z)]dis(S, Y ds.
0

One estimates (using Theorem [2. 1)

12

t—38"
<t>3/2783 ¢(X)/O el(tfs)'H[_e*ZI(‘l’*q’oo)l(S)+21(‘1’*q’oo)l(t> + 1[VU D4is(s, -) ds
L
1512
S (t)3/2—53R5/ <t _ s>—3/2(s)—3/2+53 dS S; R81+63/2,
0

which leads to the bound < %8 upon choosing § > 0 small enough. Moreover, using

Lemma one gets the same estimate for the integral over [¢ — s~z t], as desired. The
remaining local terms in [. .. ]gis can be handled similarly. Observe that up to this point
we still have not invoked the iterated structure of AE(I)?T). We shall do so in the course of
the ensuing considerations, clearly indicating where the extra iterated structure is needed.
Note that by definition, we may write

. ' -
(’{) = Za,- <U> (5.3)
Ulas = \Uildgis

where ) ; o = 1 with o; > 0 for all i. The same comment applies to the modulation
variables v etc., as well as the root parameters A;. In particular, we can write

U®s, ) (VYo ()= (P =oo)i (1) 0
UG, y) 0 o~ i (W =Woo) 1 (9)+i (¥ —Woo)1 (1)

. (Q(s, C— hoo(p = uoo»)
U(s, - = hoo(lt — fto0))/

Here, according to the construction defined in the iterative step at the beginning of this
section, the functions (W — W) 1, Aoo (4 — o) are obtained from the variables v; etc.
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by the steps described there; the variables v; etc. are convex linear combinations of the
variables vy ; etc. Furthermore, we have

U U; 6 ,
(:> = Zai[(:l) + Z)»k,ink,properjls a; > 0Vi, Zai =1
Y i Ui/dgs 1= i

We shall use this decomposition at one step below in the proof of the lemma. For the most
part, though, it will suffice to know that 'z € AE(()))T)' We now turn to the more difficult
task of dealing with the non-local term, i.e., the expression

t 7)) 477() .
o) [ oo (11T )
0 —|UDFTO (s, ) Jais

We intend to turn this into an expression of the following form:

t () 1477(1)
3/2-8 it—syH [ U TTU G, ) ¢
") </0 < <—|0<’>|40<f>(s, ) disds’ V)l

for suitable Schwartz functions ¢, 1. The device for achieving this is the discrete Fourier
transform. First, using a partition of unity {¢;} subordinate to intervals of length 2w, we
reduce to estimating

: (1) 477(1)
sy 10PPOOG, .)>
(x . 3 _ ds
9 ()9 )/o <—|U<’>|4U(’)(S’ ) /ais

. ORI pin(x—x))
i¢¢j/ el(t_x)H( | - | A7 ) > ds = E <_anjein(x;')>’
0 —[UOPFUO(5) Jais anje ’

neZ

(1)3/25

L°°.

X

Write

We have

i t |0(f)|40(f)(s) gin(x—xj-)
Rap; = —(pg; | I T L ds. [ Cimin )
\dpj 4 <¢¢] [) e _lU(t) |4U(t) () i s e—in(x—x;)

g = b . ' i(t—s)H U100 (s5) PN —x;)
Sdpj = oloy e ~ () 4T ds, CinGe—xn ) )
4 0 _|U | U(t) (S) dis —e J

We can rearrange the first of these expressions as follows:

. t 0(t) 40(0 in(x—xj)
manj:’_< / e,o_sm<| : |4~ (s)) ds’<¢¢,e m(}(;)))
4 \Jo —UOPFUDO @) Jais \PBieTY

and similarly for the imaginary part. We now claim that we only need to focus on rela-
tively small values on n, specifically |n| < §~€(¢)€ for small € > €y(N). Indeed, note that

U(I) inx 1 N 0([) inx 2 -3/2
() ) b oG} )
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for suitable choice of €, and |n| > §7¢(r)€. We shall simplify the term ¢¢je_i”(" i) to ¢,
while taking account that we need to pay a factor § € ()€ at the end for summing over n.
We can easily absorb this error, since we may assume §3 > €. We now need to estimate
the following expression:

YOOOPTOS Y\ e (¢
/0 <<—|l7<’>|40<f> <s)>’ ¢ (1/f>dis> as.

We distinguish between the cases s > ¢/2, s < t/2, which aside from a simple techni-
cality are treated by the same method. We shall use the notation P<,, P,, P~4,a € R.o
dyadic for the standard Littlewood—Paley multipliers (see e.g. [St]). We shall also as-
sume that U (and hence also U ") satisfies pointwise-in-time estimates below in order to
simplify the exposition; thus we shall assume bounds of the form (s) /72|, Us, )| L <
SR etc. It will be straightforward to adjust the arguments below to the case of weighted-

in-time norms, since we assume M > 52_ ! and hence we can absorb losses of order
(s)00/M)

Case A: s < t/2. The idea is to exploit the pseudo-conformal operator to reduce at least
one of the two |U|?’s to frequency < s~3/4. In this case, one exploits the fact that the
distorted Fourier transform vanishes at the origin. We start by chopping things apart, by
specializing to the following two terms:

/l/2<< x=0lUD T (s) ) —i(t—s)H*<</>> >
T ,e ds,
0 —x=0lUDAT D (s) Y Jis

/f/2<< X<0|0(’)|40(’)(S)> e—i(r—s)H*<¢> > s
0 —x<0lUDPFTO(s5)) Vasl

where x-¢ is the Heaviside function localizing to x > 0. Both are treated the same way,
so consider the first expression: rewrite it as

/l/z« X0l UV (s) )-(Z000) xere-ome (8) Ya
0 —x=0lUD 1) )" \TO(s) Vasl
where x denotes componentwise multiplication@

x=0lUV1*(s)
—x0lUP1*(5)

( x=01T D14 (s) ) _ ( X010 D14(s) )
—x=0lUD*(s) —x=0lUD*(s) Jyis

6 (1) 14
x=0lU|7(s)
ak(j 7 ) j j 9
+/z:; k(/)<<_X>O|U(,)|4(S) &k (j).proper )1j.proper

We commence by reducing (
that

) to its dispersive part. To achieve this, note

48 We shall more generally mean Py for @ € R to denote P; if 2l <g <2,
49 Also observe that we use the subscript “dis” both with reference to H as well as *.
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where & proper is the basis for the generalized root space of H*, while 1; proper is the
basis for the generalized root space of H, as explained earlier. The ay(;) are suitable
numerical coefficients. Then observe that by the improved local dispersive estimate, we

have (¢ = €(53))
x=0lUD4(s) :,
—x=0lU D (s) )7 > Propet

whence we treat the contribution of this part to the above integral expression by

< (RCo)*8*(s) 70,

t/2
< (RCo)*s* f (1 — 5)"(s) "6+ d,
0

which is better than what we need. Thus we now consider

12 (1) 4 7
x=0lU D1 (s) U(’)(s)> _,~(,_S>H*<¢) >
/o <(_X>0|U(l)|4(s)>dis’ (0(')(5) e ¥ Jis @

Using the distorted Plancherel’s Theorem [2.3] we can equate this with

oo rt/2 ()4 —
2 x>0lU" 7 (s) > U(t)(s)) _i(,_‘?)H*<¢>
+ /;00/0 7 (—X>0|U(l)|4(s)> ) F ([_](f)(s) xe v (§)ds dé&.

Observe that Fix(¢)(§) = (¢, o3e+(x,£)) and F($)(€) = (¢. ex(x.£)). The cases &
are treated exactly analogously, so we stick with the + case. Break the &-integral into two
parts, over [0, co) and over (—o0, 0]. Commence with the case & € [0, co). Write

00 t/2 () 14 —
x-0lU 7 (s) F U(’)(S)) —i(t—s)H*((»b) }
/(; /0 f(_X>O|U(t)|4(S))(E)f[)(>o<l~](t)(s) X e v (&)ds d&

oo pt/2 _ 00)4 N
=/o /o <(—Xxf<|)|0<f|>|§2>>’s(f)e ‘§€+¢>(x,s)>

~ U®(s) iy (@
'f[x>°<0<'>(s)> Xt (Ilf)dij(g)mg’

recalling Theorem We first treat the simple contribution coming from the rapidly
decaying function ¢ (x, £). As before, observe that

‘<<x>o|12“>|4<s>
x=0lUD14(s)

>, o (x, §)>’ S(s)7OE e =e(8y).
Indeed, we can estimate the Lg-norm of the function on the left in this fashion. Moreover,

we have
= U(s) —i—syH (@
Hf (i) e (w)dij@)

5 <t _ S>_3/2S1+6(82).

2
Lg
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We are using here the pseudo-conformal almost conservation, which is part of our as-
sumptions (3.30):
- 9
I = 25p)U (5. M2 SRS, p=i—.

From this we obtain

o 12 7(1) 4
X>O|U | (S)
/0 /0 <<—x>o|0(’>|4(s)>’¢(xy§)>

= T (s) —i—syHr (P —3/2 555
Fleo(Gu) e (), Jerasa] <o

Now consider the difficult oscillatory part. Decompose

[, e
: f'|:x>o <%8;> x e—ilt—syH* (Ii)dis] (&) ds d&
L ) s
. ﬁ[bo (%Ei;) x e—ilt—syH* (:i;)dis] (&) ds d&

[P Pealx=0lUDP()1P<a[|T D] ixt
+/o fo <(—Pza[x>o|0“>|2<s>]P<a[|0“>|21)’s@)e €>

. TG i [
FlreaGo) e (), Jeasae

% L2 P_lx=0lUD ()1 P=al|UD)2] ixe
+/0 /0 <(—P<a[x>o|z7<'>|2(s)]P>a[|17<’>|2])’S(g)e €>

. TOG) L i [
'f[M(ﬁ(’)(s)) Xt <w)dis]@)d3d5

% (2P alx=0lUD ()1 P=al|U)2] it
+/o /0 <(—P<a[x>o|z7<’>|2(s)1P<a[|0<f>|21>’S@)e g>

- U0 (s) Ci—syH [P
'f[x>°(0<f>(s>>xe o <'/f>dij(§)dmg'

The cutoff a here will be later chosen to be (s)~3/4. We treat each of the above terms

separately. Start with the first, the high-high case: note that we can write
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- U (s) i(zs)H*<¢’) i|
f[“’(U“)( )) V)l

% —i(t—s)YH* ¢ ix
=<x>o(0m8) x ¢TI (¢>dis,S(é)e 5g+¢<x,s>>.

Then we first estimate the contribution of the elliptic component

/2 P-4l X>0|U(’)| (S)]P>a[|U(')| ] e
<< P>a[X>0|U(t)| (S)]P>a[|U(l)| ),S(é)e §>

, TOG) 5 i _S>H*<¢> > ‘
<X>O<U(1)(s)> ! " disv ¢(x,8) ds d&

t/2
< / (S>—3+€(53)<t _ S>—3/2 ds 5 <t>_3/2.
0

~

Hence we reduce to estimating the expression

[P Paalx=0lUD ()1 P=al|U 2] it
/0 ./0 <(—Pza[X>o|0<f>|2(s>]PZa[|0<’>|2]>’s@)e §>

) U®(s) i(ts)H*(¢> ixt >
<X>0<U(I)( )> y dis,s(é)e e)ds.

We intend to use the ordinary Plancherel’s theorem here. We break this integral into two

by including a multiplier ¢ 1000 ;1000)(§) OF x>0(§) — P ;-1000 ;1000y (§ ), where the function
—1000

@ -1000 41000y (§) smoothly localizes to the interval (z , 11000y Ttis easily seen that con-

tribution obtained upon including the latter is very small (bounded by (r)~>%), whence
we may focus on the contribution of the former. By choosing ¢ 1000 ;1000)(§) suitably,

we may assume that its Fourier transform has L'-mass bounded by < log . Now denote
the Fourier multiplier with symbol S(s)2¢(t—10007t1000) (&) by TT(;~1000 1000y Using ordinary
Plancherel, we now reduce to estimating

- - U0\ o it (¢
(Pza[X>0|U(t)|2(S)]Pza[|U(’)|2],H(,1000,t1000)><§, X>0<l~](”gs;> x ¢ =M <w>dis>-

We claim that

T (s ity (@
‘H(,1000,11000)<€’ X>0<U([)§ ;) e i—=s) 4 dis

This follows from ||xU (s)]| L < (s) 1/2+€(%2) which in turn is a consequence of

< ([ _ S>_3/2<S>1/2+E(52).

~

XUl < (x4 2i59:)U || + (12050, Ul Lo
S +2i5900:Ull 2 +s10: Ul + (x4 2is90)U || 2
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and the following bounds, the second of which we establish later (see the next lemma):
10: T ($)llzee S ()7 12HCD (x4 2is0) VU [ 2 S () /2

Now consider ~ _
P-alx=0lU P2 ()1P=a[1T V1.

Observe that
Poalx=0lU P ()] = Psadr A [0, (x=0) 1T V12 ()] + Padx A [x=08x[1T P12 ()11

Note that ~ ~
A (=0T D2 (s) = 8010V (0)?,

whence i
1P2ade A [0 (=0) 1T O Pl 1 S @ (s) 770,

Next, use the fact that
isd[JUP 2] = isa, UPU®O — UWisa,U®
_ | N0 _ of Nrro
= (isd: + 5 )0O0O O isd + 5 )OO, (5.4)
whence we get

P00 A =00 1T PP )N 2 S @™ s) ™ () 712,

Arguing similarly for P>, [1U®)2], one gets
1P=alx=0l U PIP=allUC Pl 1 S a2 s) 7.

U

v ) x e~ —s)H* ( Zi ) 4is given above, we can bound the

Combining with the bound on (
whole expression by

~ ~ U (s CitesyH: [ ®
(qu[X>0|U(t)|2(S)]Pza[|U(t)|2],H(t1000’,1000))<€, x>o<0(1)8> Rl ( '#)di)

S a—2<s)—3<s>1/2+€(52)<t _ S)_3/2,

which yields something almost integrable in s upon omitting the factor (t — s)~3/2

vided we choose a = (s)~3/*. This is good enough since by assumption 83 >> 8.
We now consider the other extreme, the case of low-low frequency interactions, i.e.,
the expression

(121 Palx=0l U9 P PllT O] ixe
/0 /(; <<_P<a[X>0|0(l)|2(5)]P<a[|0(l)|2])’S(%-)e €>

- U0 (s) —it—syr [P
'f[x>°(00><s>>xe o <1/f>dij(§)dmg'

pro-
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We can express F (...) as before, and only the term s (& )el¥E ¢ in the Fourier basis matters.
On account of the fact that

P<a[X>0|U(T)|2(s)]P<a[|[7(f)|2] ixt
<<_P<a[X>0|0(1)|2(s)]P<a[|0(t)|2] ,5(5)e e

B Pl x>0l U2 ()1P=al|U D)%) ixé
_X“’*O(”(€)<<—P<a[x>o|0<'>|2(s>1P<a[|0“>|2] $E)ee)

we can estimate

[ Pealx=0lUD ()] P<allUD] ixt
/0 <<_P<cz[X>0|l7(’)|2(s)]P<a[|[](t)|2] ;58 ve

2, (00 — - -
'7[X>o<l~](t)8> x emi-oM (w)dis]@)dé‘ < @) s — )2,

—3/4

which for a ~ (s) can be integrated in s to yield the bound (r)~3/2.

Finally, we consider the mixed case, i.e., the expression

[ (Paliol 0 POIP<ll0 ) o)
/(; /0 <(_P>a[X>0|0(t)|2(s)]P<a[|U2|])fS(S)e e

T U(t)(s) —i(t—s)H* ¢
Fealgog) < (), Jorwas

We proceed as before, simplifying F(..) by discarding the Schwartz term in the Fourier
basis (as this case is again easy to handle as seen before), and using the ordinary Plan-
cherel’s theorem to translate this to the physical side. Arguing as before, we may do
this by including a multiplier IT(,-1000 ,1000y Which is given by a kernel of L'-mass <
log r. We indicate this by replacing the functions Pza[x>o|l7(’)|2(s)] and P<a[|l7(’)|2]
by translates, T, P4 [x>0|U®|?(s)] and T, P—,[|U %], where (T, f)(x) := f(x + 2).
The integration over z in the end will cost < log¢. Thus we now need to consider the
following expression:

702 702 T (s) —i(t—syH* (@
(72 Poabol 0PI Pat0 0P (e o0 T ) o7 (9) )

We rearrange the terms here:
T, Po[|UD2], T, Pl x=0l0 P 2 (9)]{ e UO()) o p=iti—syr (@
< s T P=alX=0 & X=0\ o) ) Y aisl I

Revert to vectorial notation:

<<TZP<Q[|0“>|2]) (Tsza[x>o|0<f>|2(s>](g, 10(God) X e"“sW*(f,i)diS)»
0 ’ 0 '
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We break this into two portions:

<X>O(x) <TZP<a[(|)U(t)|2])’ <TZPZCZ[X>0|[7(t)|2(s)]<e X>0(ggzs)) emit=H 1}7 )dis>)>’
0

<X<0(x)<TzP<a[(|)L~/(l)|2]>’ <T L P=alx=0lU D12 (s)]e, x>0(g,)<s)) eIt (9 )dis)>>.
0

As these can be treated similarly, we consider only the first. Our first step consists in
reducing the factor o (x)(7zF<a %U(”‘z]) to its dispersive part. Note that if we substitute

(x=0(x)( TzP<a[O‘U([)|2] ), &(j))n; for this expression instead, we can estimate

7)) 12
<<x>o(x)(sz<”[(|)U | ]),ék(j)>'7js

~ ~7(t) Y %
(TZPZa[waU D@ x=0( ) x e (i)dis>>> < (5)73%s — 5) 732,

0
This can be integrated in s to yield the upper bound < (#)~3/%2. Now, with the left factor

reduced to its dispersive part, invoking the distorted Plancherel’s Theorem 2.3 we need
to estimate

00 5012
> [ A o (Pl o
T J—oo

. ﬁi[<TzPZa[><>oll7(’>|2<s>1(z, x=0( G ) e"“"”"(i)dis))](s) ds.
0

We may and shall treat the case +, and omit the subscript for simplicity. As before, we
need to subdivide the £-integration into two contributions, one from (—o0, 0], the other
from [0, co). We treat here the contribution from the latter, that from the former being
more complicated and treated below. We decompose

r7(t))2
f[x>o(x)(TZP =llU ])](«9

7(1))2 7(1))2
- f[x>o(x)<TZ”’f) ! ])]@ - f[X>0(X)<TZP =0 ])}@.

Substituting the second summand results in an expression which can be treated as in the
high-high case. Thus substitute the first summand on the right, F[ x=0(x)( TZ”%“) 71 )]©).
One explicitly writes out the Fourier transform, and may discard the contribution from the
local part ¢ (x, &) of the Fourier basis, reasoning as before. Then one obtains the following
expression:
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o 7(1))2 ;
| <X>o(x)(Tz[|% ']>,s(s>e’x§g>
0

.ﬁ[<Tsza[X>oll7 OPGe, x=0( i) x ei(fs)”*(i)dis)>](5) dt.
0

In this, break o (x)( Tz['%(’”z]) into two parts, a large frequency and a small frequency
part:

~([)2 "(02 ~(t)2
x>o(x)<TZ”% | ]) - Pza|:X>0(x)<TZ[|% | ])} +P<a[X>o(x)<TZ[|lé | ]>]

Consider the first summand on the right: we replace it by

7(1))2 702
BxA_lea[So(x)(TZ“%t | ])] +8xA_1PZa|:X>0(x)<TZax“(§]t | ])]

Observe that the a~! from the operator 3, A~ P>, is counteracted by the factor s(£)
above. In order to treat the contribution from the first summand, subdivide the interval
[a, o0) into dyadic intervals, and sum. Thus we need to estimate

3 /°°<<axA—1sz[aoéx)Tz[|0<”|2]]>,s@)emsg>
0

2i>a
()12 o) —i(t—s)H* (¢
-ﬁ[(Tsza[bolU“)I e x=0( ) ) x 7Y (¢)dis>>](s)dé.
0
‘We have
-1 R r7(1))2 . .
K(axA sz[sogx)Tan | ]1>’s@)e,xg€> < minf2~/, )5~

Moreover,

Hﬁ[(Tsza[X>()|0(1)|2(s)](€’ X>0( ggiii;) X e—i(t—s)’)-[*(:?)dis>>:|(§)
0

2
Lg

§ a—l<s>—3/2<s>l/2+6(52)(t _ S)_S/Z_

Thus, by Holder’s inequality,

/°°<<axA1sz [5oéx)Tz[|l7(’)|2]]>’ ] (E)e,-xsg>
0

. ;E[(TzPZa[bolff OPENe x-0(g00) % e"(”’”*(i)dis)ﬂ@) dé‘
0

< minf27972, 1)(s)"La~ (s) 732 5) /2@ ( _ 5y=3/2,
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Summing over j costs at most log s, whence substituting a = (s) ™3/ and integrating in
s yields the upper bound < (r)73/2+%  as desired. If, on the other hand, we substitute
BXA_IPza[x>0(x)Tzax[|U(’) |2], we argue just as for the high-high case. Now consider

the expression

© 7(1))2 .
| <P<a|:X>0(X)(TZ[|% '])],s@)e’xsg>
0

LGS D0l T P@Ne x-0( ) x e (§ o) | e
0

Estimate

Sa(s)”'?,
L2

7() (2 .
H<P<a [X>o(x)<TZ[|lé | ])},S(E)e’x§£>
3

H]:I:<TzPza[X>O|U(t)|2(S)]<€’ x=0( 588) x eq@-»%*(@)ﬁg))}(g)
0

2
Lg

g a—1<s>—3/2<s>1/2+6(52)(t — S)_3/2_

Putting these together results in the upper bound

© 702 .
| <P<u|:X>0(x)<TZ[|% ”)},s(&)e”‘fg>
0

A (Pt e a0 <))
0

Sals)™ 2 s) ) B (1 — ) T2 S ()TN — )2,

which upon integration in s again yields the desired upper bound (r)~3/2%%_ The case
when the &-variable is restricted to (—oo, 0] in the mixed case will be treated further
below.

Now we consider the case & € (—o00, 0], and hence the expression

0 t/2 (1) 4 —
x>0lU" " (s) > U0 (s) i —s)H*<¢> :|
/;oo /0 j:<_X>0|U(t)|4(S)> @ ]:|:X>0([7(t)(s)) x et v i (§)dsds.

Reformulate this as

0 t/2 (1) 4 . . .
KolTDRE e i »
/—oo/o <(—Xfo|0(’)|4(s)>’(e S—e s)é-ﬁ-(l—}-r(—é))e Sg-}-<;§()c,é§)>

> U0 (s) Citt—syHr (@
FlealGogy) < (), Jerasas
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We can treat the contribution of ¢ (x, &) just as we did before. Futhermore, note that
11+ r(—&)| = O(|&|) around & = 0 (see Theorem [2.2), whence we can treat the contri-
bution of this part just like we did for the transmission part before. The remaining part is
more difficult and we break it into a number of contributions:

/ /’/2<( P=alx=0l0 VP )] P=allU 7 <s>]> (o _e_ixs)e>
Poalx=0lU D12 ()1P>al|U D2 (s)] =
~ () . ”
-f[x>o<U(;Es;) et ()@ asae,
/0 /’/2<< P<a[x>o|0j’>|2<s)]Pza[|l7j’>|2(s)1) (@t _e_ug)e>
oo Jo \\=P<alx=0lUDP)P=a[lUD()1)’ =
z W(s)) i(mm»f(vﬁ)}
7"[)(>0<0(t) ) < o) [©dsds,
/ ’ / ’/2<< P=alx=00 " P(5)1P<al|U 2 (5)] ) (el _e_ixs)e>
oo \\=Poulx=0lUDP()Pa[IUD*(5)])’ -
~ (t) . .
-f[m(Z(Z)E‘;) it (fﬁ)]@)ds d,
/0 /'/2<< P<a[x>o|U|2<s>]P<a[|Uff>|2(s>]) (eixs_e,»xs)e>
oo o \\=Palx=0lUP$)1P<[IUD2(5)1)° -
F %(S)> —i(t—s)H*(¢):|
f[X>o<U(,) ) < o) |©dsds.
Start with the first term in this list; write
~ %(s) —i—syH* [ @
f[x>°<l7<f>(s)> e (w)}

_ D) s gmitt—syrr (@) yixt —ixk
—<x>o<Um( )) f (w>’[e +r(—E)e ]g+¢(x,s)>.

The contribution of ¢ (x, &) here is again straightforward, and left out. Now one proceeds
as for the transmission part (§ > 0) treated before, using the ordinary Plancherel’s Theo-
rem and introducing a multiplier TT,-1000 ;1000.

Next, we consider the low-low frequency interaction, i.e., the expression

0 r1/2 7(1)12 7112 : ,
/ / <( Pealiol U P01 Poall U )] ) (@t _e,xs)€>
—00 J0 —Poalx=0lU 7 ()] P<allUY|7(5)]

F UD($)) o pmit—syr (@
-]-'[X>0<U(,)()> t—oH (w>](g)dsdg. (5.5)
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This calls for a different strategy than for the transmission part, since the Fourier basis in
this regime does not vanish uniformly at & = 0. First, we observe that

P<al=0lUPOIP<allUC PO | ine _ int,
—P_a[x=0lUD PP [ITUD ()1 ) =

_ Poalx>0lUPPOIPllUP PO\ | ive  —ixe
- X<““’(”®<<—P<a[x>o|0<f>|2<s>]P<a[|0<’>|2<s)] e e e
Hence we have

P<ali=0l0CPOIP<allUC PO ie _ iney,
—P_alx=0lU D 2()1P=a[|UD>(5)1) =

<a(s)”".
1
L
Notice that putting ¢ = (s)~>/* is not quite good enough yet to counterbalance the loss
of s arising when one extracts the (z — §)73/2-gain. This extra gain of s~!/4 has to come
from the second factor F(...). For £ < 0 write

T % —i(t—s)H* 0]
f[x>°<0<f>)” ” (w)dij@

= <x>o(§§§§) xeT =T <¢) e =T et (147 (—8))e e+ (x, s>>.
dis

We first deal with the contribution of (1 4 r(—£))e™*5e + ¢ (x, £). Note that for & < a,
we have

”<X>°<Zg;) x e i=)H (i) (14 r(—é))e""5£>
dis

Combining this with

P<al=0l0POIP<allUCPO] | ive _ int,
—Palx>0lU VP ©)1P<llUDP(s)])" )

5 a<s>1+€(82)<t _ S>73/2.

2
Lg

S )72

2
Lg

we obtain the inequality

0 t/2 r7(1) (2 r7(1) (2 . .
‘/ / << P<a[X>0|U~'(t|) 2(S)]P<a[|Uf(t|) 2(S)] ) ("€ — ezxé)€>
—00 JO —P_a[x>0lUY |7 ()] P<a[|U]7(s5)]

) %(S)) —i(t—s)H* <¢> _ —ixE >
<X>0<0(,)(S) X e v s (T+r(=§))e e+ o(x,8))(§)dsdE

~

12
< / (s)fﬁ/(4+)<t _ s>73/2ds S <t)73/2
0

We now reduce to estimating the contribution where Fl...lis replaced by the expression
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- —
. . U(t) —i(t—s)H* ¢
[ —e ’x‘f]<§, X 0< . ) x e dx
/—oo “\o® ¥ Jdis

e [Trixe | —ixe OO %(S) —iGt—syH* (@
_’5/0 e e ]<€’/x X>°<0<f>(s)>xg t (w)dis(y)dy>dx'

It is at this point that we use the fact that U has the structure of convex linear combination,
(3.3), detailed at the beginning of the proof of the current lemma. In particular, we shall
express Ugjs as a sum of Fresnel type integrals. First, using the distorted Fourier transform,
we write

X=oe T (i) =y / T HDEH e (v, 6) P (i)(é)déﬂ
dis + J—00

Fix the +-sign here, the —-sign being treated accordingly; it is important here that the
oscillatory part of e_(x, £) only has a lower component, i.e., e_(x, &) = ei"éalg + .,
where o1 = (9}), e = ({), while the oscillatory part of e, (x, &) only has an upper
component. Then we break the integral into two contributions:

/0 ” JOETD Y ore(x, s)f?(:f;) (&) dé, (5.6)
O —sE 1 = (¢
/ (H-9E X>003€(x,€)f<w>($)d§- 5.7)

Write the first integral (5.6) as

/0 ” JIEFD o5 (&)e e + p(x, snﬁ(;ﬁ)@) dt.

Carry out an integration by parts in &, thereby replacing this by

1
t—s

(@
X o2 , F()E)
/ HIEHD o ()03 ([S(S)e”‘gé +x, s)]‘”T> d.
0
The contribution of ¢ (x,§) here is again negligible, as is easily seen. The worst case
occurs when the derivative d; falls on the phase ¢ costing a factor ix. Explicitly, this
is the following expression:

F(5)®

ix i(t—5)(E2+1) ixg
e x>0(x)o3s(&)e g—é d§.
0

t—s

Break the £-integral into two, one over the interval [0, 10007 " the other over its comple-

ment on [0, co). On the latter, an additional integration by parts in & easily furnishes
more than the needed gain in . On the former interval, observe that we may interpret the

integral 3
F(5)®
3

o0
fo OIE s (E)e Ee Xt (&) d
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as a solution for the free Schrodinger equation, evaluated at time ¢ — s, with initial data

F(3)®
§

The definition of F as well as further integrations by parts in £ reveal that this decays like
x~2 for large values of x, resulting in

() = /0 o35 (E)e e Ko () dE.

H/ 035(€)e*s e (?ZE)@) 1 <logt.
Thus we can now write
ti_xs /OOO ei(f3)(52“)hﬂOOO(S)%S(%)E”%% dé
SECARL I = He0)dy. 59

Next, returning to (3.7), we consider the integral

0t ~(¢
/ e—IE+ )X>003e(x,§).7:<w)(§)d5~

In the regime considered we can write e(x, &) = [/ — e™*§ 4+ (1 + r(—£))e ¢ e +
¢ (x, &). We proceed as before, arriving (up to error terms handled as before) at the ex-
pression

. 0 ) . . ﬁ ¢
- / FUTIERD () + e (Wg)(é‘) dg

r—s
0 oy?
- S i)y, (59
s i) gndy, (5.9
where o
0 , o F(5)®
g) =/ X=0()[e™* + e‘”‘f]g(w— dt.
—00 3
Now substitute either (3-8 or (3-9) for the right hand factor in ( %) x eI i ) dis-

We replace the resulting U by 58, U ®), upon using the control over |CU @ || 12- Thus, if
we substitute for exampl@ (3.9), we need to estimate the term arising upon substituting
F(5)®)

/ i(t—s)Ez[eixs_i_e—ixS]e v d&
—00 -8

1(t s)

X>0(x)s0yx U(’)

30 The contribution of (5.8) is handled similarly.
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for the right hand factor FT...] in (5.3). We now use the expansion (5.3). Specifically,
write

00 (s, ) = VY nOE=TnON " 0, 175 i (5, . — hoo (1t — o))
6 J
+ Z)\k,j (S)Uk,proper(~ — Aoo(t — Moo))-
k=1

Here U j.dis 18 the first entry of the dispersive component of a tuple I'7 ; obtained upon
applying Ta j. g,w,y.u» and Ay ; are the corresponding root components. The contribution
of the root part here is again easy to control due to the strong local decay estimate, and
hence omitted. We may then assume, recalling (@), that each of the f/j,dis satisfies a
schematic equation of the form

- )
(s,)=e 8V, U] dis

- oo
(s,) + e BV;d, Uj dis

O
(—idy + A)deeis ULy

+e V0, U;fgm

- O
(s,)+e ™V UJ dis (559
(s, )+ + 3x[|0j(t)|4eis Uj(t)]dis(sv ).

Here V; denotes certain Schwartz functions whose fine structure beyond uniform bounds
is irrelevant. We can then write

3 Uj dis (s, X)

i(s—\) - )2 5 —_—
=/ / e VO ) + 1010 Gl dady + -
(5.10)

It will now suffice to control the contribution of one of the U i.dis- This is the most
delicate part of the argument. We shall break the integrand inside (5.10) into a number of
pieces each of which leads to a manageable contribution. We only do this for the terms
displayed in (3.10), the other ones being handled similarly. Specifically, write

00 K ei(s—)») e 1)2 ©)
/ / NG e i=%) VU is(As y)didy

i(s—X) (e—y)2
T iG= (s)
:/ /0 me =1 Y s s2e (M) X <5¢ (W) V; U] gisds y)drdy

00 el(s—)\.) a—p? ®)
+/ / e 6= ” X<s— SZe(k)x»e(y)V,U, dis(h> y)dady

[e'e) i(s—X\) (e—y)2 ©)
—_— S
+/ /(; \/_e =0 xs o2 (M) VY U is(Rs y)dady.
—00

s —

>

The last two terms lead to acceptable contributions: note that

€
—S
<e

’

o0 N 1 _ =y
H[ f € TG—h) )») X>Y5(y)V UJ d1s()" y) d)\'dy
—00 J0 s -

L3
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o0 s 1 _(ley)2 -
H /_OO/O me 670 X <se (D) X5 5—52¢ M)V Uj gis (X, y) dr dy

13
< ()72 52,

If then, returning all the way to the beginning of the proof of this lemma, one substitutes

the corresponding terms in the Duhamel formula for f/dis, Udis directly for the fifth factors

U®, U® (up to a phase factor and translation) in

/t/2<ei(ts)7'l( |Ij(f)|4lj(’)(s, J) ) ¢>ds
0 —[ODPTOCs, ) g |

one easily bounds this contribution by < (¢)~3/2. Similarly, we have

H / h / L W ITO P G )T G )l dy
—o00 J0 VS—)\' / /

L2
< (5)~1/2+Co

which leads to a similar conclusion upon substituting this integral for the last factors U ®),

U®. Finally, note that on account of the pseudo-conformal conservation law, for x > A
we have

’

- A~
U s g2 ~ ”—VU/'()», )
. X 2

whence we can estimate

o0 s1/2 1 G-y . A y
e T 2Ny, ) d
H -/;00/0 s — A Ui I X s12(DUj (y, 2) dy

L}
sl

< s—l/zf A72ad < (s)7 2 log(s),
0

and the argument proceeds as before. This discussion justifies us in substituting

~ o0 S l _ (‘X_,V)z ~ (S‘)
axUj(va) = e i6=h) [X<s—32€X<S€(y)VjUJ’ ()\'v y)
—00 JO0

Vs = A
+ X2 X2 WRNT TS Gl dady + -+ (5.11)
Next, write as before
0o . L F()®
/ el(tfs)ézquooo(é__)[elxé +€71x§]g (1//) dt

—0 &

1 ©@y)?
- / e 3y dy

t—s —00

where

0 y F(e
qep :/ Koo (§)[e +e‘ly5]g% d.
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We observe that we may include a cutoff x _ (t—s)12( y’) in front of g(y’); this is on account
of the estimate |g(y")| < y'~>logt, and hence

1 o —(’."«"/)2 N~ ] I -1
e T Ko o2 (EG) AY'| S (1 — )7 logt,
—00

r—s

whence the corresponding contribution to (3.3)) is acceptable. Now keeping in mind that
our point of departure was the expression

o %(s)) —i(t—sYH* <¢>
fx X>0(0(t)(s) X e wdis(y)dy,

which, amongst other terms, led to the expression

——it=) 0 , L F(D)®
K=0(x)s0, 00 / el(t_s)éz[e”g+e_’x$]g—(¢) dg,

t—s Jowo §

and substituting the expression (3.11) for 9, U® (we neglect here a phase shift as well as
small translation in passing from Uto U ). which do not affect the estimates), while also
re-expressing the right hand integral in terms of g and including the extra cutoff as above,
we arrive at the following expressions:
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s o0 o0 o0
(t — 5)372 / /_oo /_oo x-0(x)
1 (x=y")

$ = ~ a2
/ e Ty _ge (y)x<37S2€ ()")VJUJ(S)(A, y)e i(t—s)
0 A/s—A

Aes2ONEG) drdydy dx,  (5.12)
s o0 o0 o0
(t —s)2 / /_oo f_oo x>0(x)
S 1

(ch)')2 (x— /)2

G- 7 4ge (=
'/(; N G X 12N A<t 2P NUY O DU (v, Me™ T

K-V )drdydy dx,  (5.13)

where x( ranges over [0, oo], plus similar terms which can be treated identically. Write

_e=»? _a=y)?
e iG=h e it-s) — ¢

St i
for certain functions yj 2(y, y', s, A, t). Our restrictions in either term (5.12) or (5.13)
ensure that y; = O(1). Carrying out the x-integration, we obtain

oo,
1 / SOt
Xo

s —A
1 1 N 1 ‘1/2S 1 N 1
= x J—
Vs —A\s — A t—s 0 s—A t—s N

e 1 1,2 2xy  2xy iy iy
HIGG )Y - - it s

This can be rewritten as




Non-generic blow-up solutions for NLS 67

where S(y) = fyoo e dx = eiyz/y + O(y~?) as y — +oo0. Finally, we need to estimate

00 —1/2
é/ [0t imé] ] Ly ! §(x0y —— + —— — ) dxo
0 JE—A\S—A  t—s Ss—A t—s¢ '

Here it is important that y; be uniformly bounded. The oscillatory nature of S(y) allows
us to bound this integral by
SIEWV) < 07

This bound suffices if one combines it with the estimates immediately after (5.3) to give
the bound (log¢)2(r)~3/? for (5.3). Note that the integrals in y, y’ converge due to our
estimates on g(y), 2(y’).

Continuing in the situation £ € (—oo0, 0], we proceed to the mixed frequency case.
This is the expression

0 1/2 7() (2 7(8)12 . .
/ / <( Pza[X>0|U~'(t|) §s)1P<a[|Uj(t|) ©] ) (@t _elxs)€>
—00 JO _PZa[X>0|U [“($)P<a[IUY]7(s)]

T U(I)(s) Cit-syr (P
Aralgag) <G Jowe

We shall be more terse here as the treatment mirrors that before. We first employ the
ordinary Plancherel’s Theorem to replace the &-integral (up to negligible error terms) by
an expression

502 50 12 U@ (s) —iG—syH* [ @
<TZP<a[|U ! [“(s)], TZPZa[X>0|U ! | (s)]<g, X>0(0(t)(s)) x e ! <¢>dis>>y

where we have to integrate over z in the end which will cost log ¢, as before. Express this
in vectorial form as

<(TZP<H[|0<’>|2(s>]) (Tsza[X>o|0(t)|2(S)](€a x-0(Z0) x el‘<”>H*($)>)>
0 ’ 0 ‘

’

Decompose this into the following two terms:

r7(t))2
<X>0(x)(TzP<a[|g |(s)]>’

(TZP>a[x>o|0<f>|2<s>](z, x=0(Z00)) x e"'"‘””*(i)dis>)>

U(’)(s)
0
()2
<X<0(x)<TZP<,,[|zOJ |(s)]>,

(TZPZa[boIU OPe xo0(00)) x e“’””*(i)diﬁ».

0
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These being treated similarly, we treat the first term: commence by replacing x-o(x)
(TP <a[|l()] (’)|2(S)]) by its dispersive part. This is done as in the mixed frequency case
treated earlier. Then use the distorted Plancherel’s Theorem [2.3] which produces

00 ()12
/ f[x>o(X)<TZP =t '“”)}(&)

LGS D0l T P@Ne x-0( ) x eI (§ o) | e
0

Divide this into the integral over (—oo, 0] as well as the integral over [0, co0). We treat the
more difficult former case, the latter already having been dealt with. We recast this as

0 702 : ; ,
/ <X>O(X)<TZP =¥ I(s)]>,[e”§—e”“5+(1+r(—$))e”‘S]g+¢>(x,§)>

. ﬁ[(Tsza[bolﬁ“)IZ(S)](E’ x=0(Ju) % e—"(f—””*(i)dis))](s) d.
0

The contributions of 1 + r(—£) and ¢ (x, &) are straightforward, and handled as before.
We then need to estimate the following two contributions:

0 702 , ,
/ <P2a[x>0(x)<TzP<a[|g’| (S)]):|7[ezxs _e_,xg]g>

_ ﬁ[ (szza[x>o|0<'>|2(s)]<g, x-0( G0 ) e‘i"‘””*(i)dis)ﬂ@ i,
0

0 702 . .
/ < P, [X>O(x)<TzP<a[|g | (s>]>]’ (i _ e_,xs]g>

.]?|:<sz>a[)(>0|0(l)|2(S)]<€’ X>0(gx;8) X e_i(t_s)H*(qu)dis>>](g)d§.
0

Consider the first of them: it is straightforward to replace P x=0(x)( %" <a[|g’ O] )]

by P=q[x>000)( Tz[lff((’)) HOY )]. by arguing as for the high-high case. Then we replace this
term by

0 r7(t)2 . .
f <ax A- Pzaax[bo(x)(nhang’ | “”)},[e’xé _e_mg]g>

. f[(TZP>a[x>o|ﬁU>|2(s>](g, x-0(900)) e"'("””*(fi)dis>>](g)dg.
0
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First let the inner derivative d, fall onto the factor x-(x). This results in

0 5 t))2 4 4
/ <8xAlea [SO(x)(TZP<“[|gt | (s)]ﬂ, [e"¢ — e’xg]€>

: f-[(Tsza[bolﬁ“)|2(S)](£’ x=0( fu) % e—“’—””*(i)dis))](@ d.
0

In order to estimate this, we decompose it further into two contributions:

0 r7(1))2 . ,
/ <8XA—1P(S)1/22.ZL1 |:80(x) (TZP<a[|g d | (S)])i|’ [elxé _ e—lx§]£>

—00

- ﬁ[(Tsza[bolff OPe xo0(0 ) x e“”)”*(i)dis))](s) dt,
0

0 r7(t)12 . .
/ <axA_lP>(s>1/2 |:80(x) (TZP<a[|g ! | (S)]>i|’ [ele _ e—lxé]€>

'];|:<TZPZa[X>0|(7(Z)|2(s)](g, X>0(g$8) X e_i(t_sm*(fa))dis)>](§)d§_
0

Freeze the frequency of Pyy-1/25 -, [80(x) (% P<a”gm HOY )] to dyadic size ~ b. By Bern-
stein’s inequality we get

A0, Py [50()6)<T1P<a[|ﬁ(t)|2(5)]>]

< b—l/z(s)flJre(Sz). (5.14)
0 ~Y

L3

Next, note that

f_[<Tz Poalx-0lU P )l(e. X>o(f 000 x o=t (4 ”)}(5)

=/ <[(ei’"‘=E —e P + (1 +r(=§)e ™8))e + ¢ (x, £)],
0

~ 1510} TP %
(Tsza[X>0|U(t)|2(S)]<§v 1=0( gy ) x e (i’é)dis)»dx.
0

We treat here the most difficult contribution which comes as before from ¢/*é — ¢7#%¢,
Carrying out an integration by parts, we have to estimate the following terms:

/ g[ele + e—ixf]
0

' <TZPZa[x>o|U(z>|2(s)]/xoo(g, x>o(Zg;8) x e*i(zfsm*(zj)dis(s’ y))dy) N

0
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o0
/ [eixi;‘ _ e—ix%‘]
0

_ (Tszaax[x>o|0<f>|2<s>] Se x=0(U00) x miM (8) (s, y>>dy> .

[](t)(s)
Our calculations for the low-low case above have taught us that we may assumelﬂ

o %(s,y)) —i(z—s)H*<¢> >
/x < ">°<0<f><s,y> e 0 )l

Since || ~ b, the ordinary Plancherel’s Theorem then implies that
H / T el 1 o)
0

, (Tsza[X>0|0(t)|2(S)] [3e x=0( 00 x e IR (9 L, y))dy) i

< () (e —s) 2

0(1)(5)
0

S s){t = )T PBIT Poalx=0l TP Pl 2 S bis) 4 s) it — )72,

The contribution of the term

0 . .
/ [etxs _ e—txs]
—00

_ (sz>aax[x>o|0<’)|2(s)] S&le x-0(Z0 ) x e I (9) L, y))dy) dx

2
L

U (s)

0
is handled similarly, by arguing as in the high-high case, using (5.4). Combining this with
the bound (5.14), we estimate

0 r7(1) )2 . .
/ <8XA1Pb[8O(x)<TZP<a[|gt | (s)]>}7 [ezxé _ elx%']€>

~]:"[(TZPZa[x>0|0(t)|2(S)]<€v X>0(ZE28) X e_i(t_S)H*(I?)dis)>:|(€) dé‘
0

< b71/2<s>71+€(52)b<s>1/4(t _ S)73/2.
Summing over all dyadic b with @ < b < (s)~!/? and integrating over s results in the
bound < (£)~3/>+% Next, we consider the contribution of

0 (1) 2 . .
[ <3x AP [ao(x)(TzP<a[|g<f | (s)])}, (e _ g—1x5]2>

.ﬁ[<TzP2a[><>oll7 OGN x0(Fin ) x e"(”’”*(i)dis)ﬂ(s) ds.
0

oo
1440}
trivially estimable contribution, while the other satisfies the above inequality.

51 More precisely, we may write ( ) as the sum of two functions, one of which leads to a
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We may again essentially replace F by the ordinary Fourier transform, and invoke the
ordinary Plancherel’s Theorem to replace this by (up to negligible errors)

7 2
<3x A_l P>(s)*l/2 |:80(x) (TZ Pea [|g(t) | (S)])],

()12 TO(s) i(t—s)H* (¢
I—I(Flooo £1000) (TZPZa[X>O|U | (S)]<§’ X>0( [](ﬁ(s)) xe (w )dis>>>’
’ 0

where IT ;1000 ;1000 is as in the discussion of the high-high case. We bound this by

7(1))2
O A L e |

<
~ 0

Ly

U0 s)

T, Poalx=0l0 @ P()lle, x=0( U000 x e—“f—sm*(i)dis))
0

. H 1'[(,_1000’,1000)<

We can bound the preceding expression by

Slogt - (5)€02 ()12 (5) =V is) ~ ) V2 (e — 5) 732,

L

which upon integration over s leads to an acceptable bound. Thus in order to complete
the discussion for the case s < ¢/2, we need to estimate the expression

0 7 (0)2 . .
f < P [M(x)(Tszng ) (s)])]’ [ _ e_,xs]€>

| ﬁ[ (rz Pealt-0l0OPO)lle. x-0(20) x ei(fs’”*(i)dis))]@ .
0

—3/4

Keep in mind that we put a = (s) . As usual we simplify FIl...] and carry out an

integration by parts, replacing this by

~ 70 (< T %
et e, (TPl 0 POle o0 1 (g ) e g (i)diﬁ))

0
<[€ng i, (Tz Padel =00V P@)e, 10 [ () 0)) x eI (G )dis)))
0

Consider the first of these terms. The second is treated similarly, using (5.4). We have

X <(s)-3/4 (f§)$<[e”‘g + e e,

(Tz Pza [X>0|0<t) |2(S)]<§, X>0 fxoo(%g; ) x eii(tiS)H* ( 1(/6 )dis)>>
0

o %(s)) —i(z—s)H*(fﬁ)
X>0(x)/x (U(”(s) X e ),

o0
Lg

S ()T Poal X010 VP ()]l 2

L3
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From our treatment of the low-low case we may assume that
o ST
U(t) Ky Y *
‘X>0(x)/ <~(t)( ) x e~ tt—s)H :z
X U (s) dis
. 7O . . .
More precisely, we may decompose ( g 7 ) into two constituents one of which upon sub-
stitution into the original quintilinear expression immediately yields the desired estimate,
while the other constituent satisfies the above estimate (see the discussion of the low-low
case). We also have

< ()s) =),
13

1T Poalx=0l U1l 2 S a”Hs) 72 < ()74

Combining this with
()2 ) )
H< P<a[x>0(x)<TzP<a[|g | (s)]ﬂ[e,xg _e_,xs]g>

we can bound

0 .
‘/ <P<a [X>o(x)<TZP<a[|g(t)|2(s)])} [l — g—ixg]g>

~ @), e\
‘ g<eixs 4 emist [<szza[x>o|u<f>|2(s>](e, 10 5 (G ) x e (i)dis>>]>d§‘
0

< ()7,

1
Lg

< () (s) T ) T ) T — )2,

~

which is again as desired upon integrating over 0 < s < ¢/2. This finally concludes
treatment of Case A.

Case B: s > t/2. The procedure here is basically identical to the preceding case A, so
we shall be relatively short here: one divides into the cases

T xs0lUDPFTDG )\ e (¢
S0 AT 0 ¢ ) 95
1/2\\—= x>0l UV [TUW (s, ) dis

/f << x<0lUOPI O, -)) e_m_w(cb) > s
2\ \=x<0lUP OO, )" ¥ Jais

Both being treated similarly, we shall only consider the first term. We easily reduce
( x=0l0D TV (s,
~x=0l 00O s,

olUOPRTO s, - o
‘<<( x>ol ~(tl)4~ (s )),Sk(j)>nj,€l(”m (45) >
—x=0lTOFTO (s, ) ¥ Jdis

) ) to its dispersive part: note that

5 s76+6(t _ 5,)73/27
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which is significantly better than what we need. Now use the distorted Plancherel’s The-
orem to rewrite what remains as

o0 t ~(t) 4 p—
x>0lU"| - [(0® e
;f—oo /z/zfi<—)(>o|l7(’)|4)(é)fi[(gm) xe 't v). (&) dsdé.

We consider here the case + and £ € [0, co) and how one has to modify the argument in
case A to get the desired estimate. Analogous modifications will then also give the result
for & € (—o0, 0]. Write (leaving out the subscript)

<[ X>0|U(’)|4) ~[(%> —i(t—s)H*(¢> }
/0 ./t/zf<—x>o|0<f>|4 EF N\ gm ) *e v, (&) ds dg
o0 t ~(l) 4 A
:/0 //2<<_XX>0(|)T][]0|)|4>,S(ff)e”‘E +03</>(x,é‘)>
t >
r % —i(t—s)H* ¢
]—'[(00)) x e—it=s)H (W)dis}(g)des'

The contribution of the local term ¢ (x, &) is again easy to handle. As usual, invoke the
decomposition

00 t - 0(1)4 ix - % o %
f Lot e 2 (50) < eemme (§), Jorasas
(] Psalx=0lUPP1Ps,[1UD 2] ixg
_fo /t/2<(_Pza[X>O|U(t)|2]Pza[|ﬁ(t)|2])’S(g)e >

[(U(t)> x e~ it—s)H* (i) ](g)ds d§

dis
) s(&)e ”5>
U(t) i(—s)H* 0]
A (G0) e (§), Joraas
[ Pealx=0lUDP1Ps [T i€

+./0 /t/2<< Pealxo0l T2 Pay |U<’>|) s@)e >

+/°°/ << Pealx0l0 O P1P_a[|T 2
0 Jip\\=Psalx=0lUDPIP[IUD

]
]

(gg;) x e—it—s)H* (ZZ) ](S)ds de
dis

< <a[X>O|U(t)| |U(t)| ] ix€

+f0 /t/z<< Pealxool DO P01 )¢ >

[(UZ;) x e—it—s)H* <$> :|(§) ds dE.
dis
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We consider here the first term. Use the fact that for £ > 0 we have

d % —i(t—s)H* ¢
}—I:X>O(-x)(0(t)) xe = <w>dls:|(§)

<X>0(x)( g)xe‘“"””*(f’;) ,s(s>e"xf+¢<x,5)>.
dis

The contribution from ¢ (x, &) is easy to handle: note that

<03¢(X £), X>0(x)( (f)) e_i(t_S)H*<j;>dis>

whence inserting into the full expressions and integrating over s > ¢ /2 results in the upper
bound < (T)_5/ 2 Thus we now need to consider

P=alx=0lUD 2P [[UD 2] e
/ //2<< Pxal (x0T ]P>a[|U(’)| 1) ,s(§)eve

T —i(t—s * ¢ ix
<X>0(X)< (t)> x eit=s)H (I/f)dis,s(é)e §g>dsd§-‘.

Using the ordinary Plancherel’s Theorem, we replace this by (up to negligible error terms)

< (1 — 5) 323/

2
Lg

0o pt
/ / (Pza[X>0|U(f)|2]qu[|U(f)|2], IT ;1000 41000y )
)2

<e X>o(x)(0§;)> % e—ilt=syH* (i) >
dis

This is all as in the case s < ¢/2. At this point, though, we do not pull down the full
power of (t — 5)73/2, but only (r — s)~'/2, which costs nothing in terms of weights. In
other words, we estimate

oo —i(t—s)H* ¢
IT,,~1000 ;10001( €, >0()c)(~ )xe !
' L )< * u® ¥ s

Then use again the estimate

<@ - §)" 12712,

1P2alx>0l0 P P1P-allTU PP ) Sa s
Putting these together and integrating up over s > £/2 yields the upper bound (7')~3/2
up to an arbitrarily small power error independent of §3. The remaining terms above
follow by similar modifications from the arguments for the case s < ¢/2, and are omit-
ted. This establishes the strong local dispersive estimate up to demonstrating the bound
1Ca U (s, )| 2 S s1/2+€(2) which will be done in the next lemma. This finally con-
cludes the proof of Lemma- O
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The next essential lemma improves the bound for the pseudo -conformal operator expres-

sion CU/, 4is- Note again that the iterated structure of A[0 o 18 not directly needed here, but
only in order to invoke the already improved bound from the preceding lemma:

Lemma 5.8. Let '}, € A[ Ty Then under the conditions of Theorem and the as-
sumption Ifo (Uégi)) (s) — (Uég?)z(s), @) ds| < R*8% for ¢ € A, we have

cU t, —8
oiltlfr |C U ( y)IILz_ 100

We also have the bound

sup ||cayUdls||L2 < R&(s)'/2.
0<s<T

Proof. Recall the operator C = y — 2sp. Fix 0 < ¢t < T. We will derive a bound on
SUpg<s; ICU, d(t) (s, Wl L2 which for s = ¢ implies the bound of the lemma. Now note

g\ (O

. 1 1
afe(G) (%)

dis dis

7(0) TN 740) 740) 740)

_ lC Udis 1+iC9 UdiS Udis Y e Udl§ 10, Udl§

- 1 0/0) 10s 0/(!) ’ 0/([) 1 U/(t) U/(t)

dis dis dis dis dis

(y —2sp)2 0 .
C = , = —i0,.
! < 0 (y + 2sp)? P L0y

where

. . 2-1 0
) gis Schematically as follows, with Ho = (| ", ):

'y

U/(t)
U/(t)

Then write the equation for (
i o
o <U’(’)>dis " HO(U’(’)>dis
2 2@ G (), s e
-— . ’ + 73 W+ NOY, 7)
[(Z _X) (U(’) dis 265 —3¢5) \U"® ) "

(cf. (B27)). where ¢ = po(v(1))(- + Aooltt — foe](1) = Aoolft — o] (s)) and

302E* — o1,
_ 2v2(¢(()t))482i(\I/—\I/OO)(s)—Zi(\I/—\I/)l(t) _ 2‘158(5)’
7 = _2v2((5((;))46—25(\11—\1100)(s)+2i(\11—\1100)|(t) + 2¢61(S)
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If we substitute this back into the preceding and expand C, we obtain the relation (here

v =v(s))
‘ G 01
0 <C1(U’(’)> (17’(’)>dis>
8isp? —2 —4i 0 o 0'®
=<< A A )(—w)> +C1(—Ho<~m)
1sp= +4ypJ\U'® i U™ Jais
-G @)
® dis
4 o . U’
<3¢0 290 )( ) +7’r8nW+N(U(’),n)),<~ >>
205 =365) \U'® g U™ Jgis
01 i
+<C (U’(t)> (ﬁ/(t)>dis
" 3% 244 U’ -
+ 0 0)( ) — 70, W—N U<f>,n>.
[( )(U(’))Lis <_2¢3 =3¢5 ) \T"® ) " ( )

We then observe that we may recast this complicated expression in the more manageable
form

4 4 7/(t) 4 4 7/(t) 7/(t)
(e (O o) (G, + Gt S)e(Gw), (5w,
=205 =305/ \U'D Jgis 285 —39; U'®D Jgis \U'® Jgis

1149 U'® ) .
<C1(718 W+ N, ), (U/([)>dis> - <C1 (m)dis,naﬂW+N(U,n)> (5.15)

_|_

modulo error terms which are absolutely integrable with respect to s. The last four terms
in shall be fairly straightforward to control. However, the first two appear to lead
to a loss, as they are not absolutely integrable. Observe that we can be rewrite the sum of
the first two terms as a commutator

s 268 (10 1(2) (2
2¢5 3¢5) \0 1) G0 )y g0 )i

The trick here is to introduce a correction function

o 3¢4 2¢4 ﬁ/(t) ﬁ/(t)
06 = <(2¢§ 3¢§) (0/<f>>difs’ ) (0/<f>>difs’ )

If one applies the time derivative to 6(s), the main contribution comes from the terms

2%0) . . . .
when (Um) ) gis ets hit. Otherwise, one obtains at least an extra d,[V — W], which

makes the expression absolutely integrable. Thus 6’ (s) equals up to negligible errors
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4 ") (1)
2 U U
i0'(s) ~ 2 3¢2 ¢°
207 34 0/ )i \T'O Jis
B s2 3¢61 2¢4 U/(t) U/(t)
265 3¢5/ \0'D i " \OO )
-G ) (U“”) (“3 1) 7)1 (7))
265 34; 00 ) \=205 =365/ \0'O )y~ "1 \T'O Jgis
-Gt DG (), (s 2
265 3¢5/ \0'0 g’ NGO s~ \ =265 =363 )\ 00 Jy '

(5.16)

Here the terms . . . are absolutely integrable in s after spatial localization and multiplying
with s2. Now observe the matrix identity

(o s -G e
265 3¢g) \~2¢5 —3¢p)  \2¢5 —3¢;/)\20; 347/

Thus up to good error terms, we can reduce (5.16)) to the commutator expression

(G 3 ) (7, (7).
208 3¢3) U0 )i \O'® Jgis|

This last expression is of the form

2 /(t "t
ST — (07 )
for a certain time independent Schwartz function ¢, and hence integrable according to the
assumptions of the lemma. Thus to conclude the proof of the lemma, we need to control
the remaining terms in (3.13). We demonstrate this for the expressions of the schematic
form

»]. U 5] (U . U \U1*U
sAmo W, | = , sHmo W, 8y = , 1=1,2, Ci| = , ~ a7 )
U Jis U /s Ulgis \—|U["U

the other terms implied in N U, ) being local and at least quadratic in U and hence
leading to straightforward contributions. Assuming control over the preceding terms, we

then obtain
T 1§4Q) U'® ]
[ oo (Gm), oo,
0 U/(l) dis U/(l) dis 4

This easily implies the assertion of the lemma by choosing § small enough in relation

to R. Thus to conclude, first consider s2(77 9, W, (U/z; )ais (55 ))- Using (B.6), we see that

R2
- 100

— 5%

these are all equivalent to expressions of the form

2w = DENO% @), s2225),  sPhe(s)(U, ¢)
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as well as terms of higher order in U, A¢. All of these are easily seen to be absolutely

integrable in light of our decay assumptions.

We have to argue a bit differently for the expressions sz(ff 0 W, 8; ( g ) dis), i=1,2,

U/(t)
as we have not built the strong local decay rate s —>/? into the estimates for the derivatives

of the dispersive radiation part. In this case, we need to leak a little extra: for a Schwartz
function ¢ write

B3y (UL (5,) = P _scam dy (U (5, ) + PP yeaimdy (Ul (s, ).
Note that if we choose €(1/N) large enough, we can ensure that
16 Poearm By (U5 (s N1 S ()~

for large No = No(N). Next, use a compactly supported partition of unity {¢;} with ¢o(y)
centered at y = 0 to write

GP_scan 8),(Ué§£)(s, D)) = Z¢P<ss(1/1v> Oy (¢; 0&52) (s, ))..
J

Then we have 5 B
16 P_gectm By (e Ugtt (s Nt S 57

for any N and j > s10/N) whence we may restrict to j < s1(1/N)_In that case, use the
fact that the proof of the preceding lemma improving the strong local decay only required
control of finitely many weighted estimates involving ¢ and its derivatives to conclude
that

16 Pgectm 9y (U350 (s, Ml S s@HMs 7372,

Thus one obtains in summary (with a similar estimate for the second derivative)
i B
Ia, U (5. M1 S gy =2/,

Then one can proceed as before to estimate 52 (7 9, W, 8;’20 (ﬁ?). Finally, we turn to the
non-local expression

<c( '0'40—)@ ) (U—()> « -)>
—o*o) " N0 Jy

_[(y—2p 0 U1*0 ) y —2sp 0 o ‘.
B 0 y+2spJ\—o)ru) " " 0 y+2spJ\O® )y
(5.17)

Decompose U into its dispersive and root part. The latter is easily seen to lead to a con-
trollable contribution, so we now replace U by Uyis. Then use the identity

(v — 25p)[|Udgis|* Ugis] = —2sp[|Uais|*104is + |Uagis|* v — 25p) Ugis.
Also, we have

25plUdis|*1 = 4spl|Udis)* 1 Usgis|* = 2[—(y — 25p) Udis Ugis + Udis (v — 25p) Uagis 1| Uais |-
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Thus we can expand the integrand in (5.17)) as a sum of expressions of the form

[y — 25p) U JI(y + 25p) Usis] | Ulis|*

plus similar terms. We can bound its L ;—norm by < R686(s)~2<(2) and hence integrable
with respect to s.
For the second statement of the lemma, one decomposes

Cayﬁ’(” = P>Se(1/N)C8yl7/(t) + Pﬁse(l/N)Cayl}/(t).

For the first part, one reiterates the preceding proof, but uses the much improved decay
estimates due to the frequency localization and our assumptions on higher derivatives.
For the low frequency part, one leaks (s)¢!/N) which is of course much better than
(s)1/2 upon choosing N large enough. This concludes the proof of Lemma O

In order to complete our control of the radiation part, we now need to improve the es-
timates for the root part of the radiation. We shall take decisive advantage here of the

iterated structure of the spaces A(()"I)T).

Lemma 5.9. Let '), = Tp ;. g0yl T be an element ofAE(])f)}). Then

k

(T)>* d—kA; ()

sup sup T

0<t<T 0<k=<[N/3]
Proof. Recalling (3.18), (3.17), we see that it suffices to prove the claim (if necessary

with improved right hand side) for 14(¢). To do so we recall the relation (3.23) as well as
(3.24). Expanding the phase ¢ in a Taylor expansion, we obtain a number of terms, of

<
M ~— 100

which the following have the least temporal decay: (v — 1)4(( g ) dis® ¢),a =1, 2. Indeed,
all the others are easily seen to have decay rate at least (s)7372%1 Now use the fact that

(g) gis 1S @ convex linear combination of functions (L:] each of which is obtained
i

)dis’
as in (3:27). It clearly suffices to consider the contribution of a single such function; we
shall omit the subscript for simplicity. Using the Duhamel formula and recalling
the precise structure of its right hand side, and plugging everything into (3.24)), we then
need to estimate, amongst others, the expressiong’| (in the case a = 1, the case a = 2

being similar)

/Oo(v - 1)(s)</s e—MH
t 0

0 — 2 (¥—Woo) () F2i(W—Woo)1 (1) 4 |
: |:<62[(l11—\1100)1(S)—Zi(\l/—q/oo)l()‘) -1 0 )
y ((:](s)()», -))4 ¢>dkds (5.18)
U0, lais ’

52 Recall also the proof of Lemma
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<o b i—H G900, )
/t (v 1)(s)</0 e <_|0(S)|40(S)(A’.) dis,qb drds. (5.19)

Of course we are using schematic notation here, the symbol ¢ denoting various Schwartz
functions, which also may depend on time, and are more precisely of the form C(¥ —
Weo, V, Ao (It — o)) for some smooth function C(-, -, -) satisfying uniform estimates
with respect to its three arguments. Also, we commit abuse of notation and do not differ-
entiate between the inputs used for the Duhamel source term and the outputs. We com-
mence by estimating the first of these terms: introduce the matrix-valued function

0 2V Voo) ()42 (W =Woo)1 (1) 4 |
¢(s,k,y)3==(em(w—ww)mm—ZNw—wa»wk>_.1 0 >¢

Using the Plancherel’s Theorem [2.3] for the distorted Fourier transform, we can then ex-
press the first term above as

u®
Z / f v =1)s) f He- “@””&[mnx)( )(A )](E)fm(%‘)dkdsdé

We perform an integration by parts in the s-variable, replacing the above by the following
terms:

(t) r
Zf (v—l)(r)f HEDEH) F, [w”)( )(A)}(aﬂ"’@ dh.ds,

() E24+1
(5.20)
00 poo s U®
Z/ f (v—l)(s)/ ei"@*><$2+‘>fi[as¢(s,x,x)( )]@)%qﬁ(&) dids d,
+ J—ooJt 0 U() ‘i:
(5.21)

)Y B RECERCCX SR
T J—ooJt

S A (E2 oo Fid (&)
x/o eI (—1)E +1)}‘i|:¢>(s,)»,x)3y< (6)>i|(§) £ 1 drds dg, (5.22)

U® 2
Z / f b(s) / HOThE +”ﬂ[¢(sx\x)< )(x,-)}@)gﬁ(i)d%dsdé.

(5.23)

Most of these are almost immediate to estimate. Note that upon undoing the Fourier trans-
form in the first expression, we obtain

! i(t— N()"v') —
1 it A)H[(L: ) o ] C(H! >
(v — )(t)/(; <e G0 o, A, x) " (HH o (x))dr
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We claim that ||xz7-t_1¢||L1_Jr < 0O(1), where 14 can be chosen arbitrarily close to 1.

Write

o0 ]-‘
H ¢ = Z/ ex(x, & ;z(‘i)(f) dt. (5.24)
T J—o0

We treat here the + part, the other one being similar. We equate the preceding for x > 0
with

F=(9)(&)
£ 41

+ f (16 + r(—6)e e + p(x, £))

/ (5@ e + g (x, )] EDE) 4

F(P)(E)
£2+1
For the first integral, omitting the exponentially decaying local part, we have
F(@)(&)
/ s(E)e e —" d&
0 £2+1

e FL(@)E) FL@)©)
_ ixé ixé
- l.x/O (as[s@)]e S e+ s@e e [ m D de

< Fr(@) (&)
— ix§
= (—xz)/o €' 0 <3§[s(§)] 11 _) dg

L Fr@)®) 1
rm o] R e - of5)

Similarly (omitting the contributions from 1 + r(—£), ¢ (x, £)), we have

0 gixt _ pmint ) Fr(®)
o= o lx§ ixé
fm P @6 dt = / e ]8[§2+1}d§

e e [ Fip® 1
- (—xz) /_oo(e e E)gag[ £211 ]ds - 0<F>'

If we then repeat the steps in the proof of the strong local dispersive estimate, we get

! o U()L 2) _
-1 +i(t X)H[( ) )\‘ i| , * 1 >d)\,
8 )<t>f0<e Go)ee k| ot e

dk.

< 128 =324

as desired. In the expression (53.21), note that we have the schematic identity
059 (s, 2, y) = 05[V — Vo]0 C(W — Woo, V, Aoo (b — Hoo))

d
+ 120 = Woo, v, oo (1 = foo))

d
+ 75 Proolit = 100)103C(¥ = Woo, v, Aoo (1 = Hoo))-
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We have d;[V — W] = v — | 4 error. Now perform at most two additional integrations
by parts with respect to s in (5.21)). This either produces additional factors of at least the
decay v — 1, or else kills the integral over A, in which case one arrives at an expressiorﬁ

0 d ~
/ (v— 1)(S)d—[‘1’ - ‘I/ooh(s)<<l~]>(s, )P (x), (H*)2¢dis>ds.
t s U

In the former case, one can close directly, while in the latter case, use the customary
decomposition of ( g) into dispersive and root part. Recycling (3.18), we thus see that up
to an integral of the form

f Oo(v — D2(0)re(r) dt, (5.25)
t

we arrive at the expression we started out with but with an extra weight of at least the
strength (v — 1)(s)(f—s[kll — Wooli(s) ~ (v(s) — 1)2. Now iterate the procedure. The inte-
gral (5.25) can be estimated using Proposition [5.10] which will be proved independently
below. The remaining terms after are simpler; indeed, they can be integrated abso-
lutely to give the desired upper bound.

Now consider (5.19). Here we also pass to the Fourier side, perform an integration by
parts in s, and undo the Fourier transform. This results in the extra weights o[V — W11,
95 [Xoo (U — oo)], or else one winds up with the expression

> |0J405s)) i >d
/z <(—|U|4U<s> LT

The former cases are treated by repeating integration by parts in s if necessary and pro-
ceeding as in the proof of the strong local dispersive estimate (Lemma with ¢ re-
placed by H~'¢, while in the latter case we simply estimate (using the bound derived
above on ||(x)2H’1¢||L1Y+)

% |UJ405s)> 1 >d
/, <(—|U|4U<s> P

Finally, obtaining estimates for %)\6, 1 <k < [N/3], is straightforward upon differenti-
ating (3.23). This completes the proof of the lemma, up to handling (5.25), which is done
using Proposition below. |

o0
</ QD) gg < 424281
t

Note that the preceding six lemmas give us control over the radiation part. Now we need to
obtain control over the modulation parameters. This will be more difficult and in particular
build sensitively on the foundations provided in the preceding subsection. We first need
to establish some bilinear estimates.

33 Using the distorted Plancherel’s Theorem
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5.2. Second stage. Estimates for certain quadratic expressions involving the radiation
part

We now need to refine our estimates for the radiation part. Specifically, inspection of
etc. reveals that certain expressions quadratic in Udgis (s, ) need to be integrated against
suitable weights of 5. Indeed, the most delicate of these expressions have borderline decay
in light of the strong local dispersive decay. The only way to estimate these expressions,
then, is to exploit some additional oscillatory behavior.

Proposition 5.10. Let T € AY0[0, T). Then writing Ty = Ta 3 g0,y I'1, we have

T
/ she(s) ds
t

g 82(T>73/2+81+d(*1/2+81).

Also, p
/ (v —1D*g(s) ds
t

Proof. The proof shall hinge on two auxiliary lemmas, which pivotally improve on the
work in the preceding subsection. We refer to (3.23)), which we solve via (3.24). Expand-
ing the phase ¢, we need to estimate a list of terms. We shall use the definition of
AU9[0, T) to expand ¥ as a convex linear combination of terms each of which is de-
fined as the right hand side of with respect to a tuple 'y € A®[0, T). It suffices
to consider the contribution of one such term in the convex linear combination. We now
consider the contributions of a representative list of terms arising from (3.23):

(A) The contribution of the term [~ t [7°(v — 1)(s){( Z )ais» @) ds di. Recalling the dis-
cussion preceding (3.23), the Schwartz function ¢ here is itself dependent on time s, and
more precisely, is of the form C(v — 1, (W — Wo)2, Aoo (L — hoo)). Then expand C(-, -, -)
into a finite Taylor expansion, where the cutoff is chosen far enough such that the error
automatically leads to an acceptable contribution. Then, up to terms treatable by the ex-
act same procedure, we see that we may assume that ¢ is a time independent Schwartz

function. Now, write ( v ) 4is 38 a convex linear combination of functions ( g )l. 4is» €ach of

which is given by the right hand side of (3.27) with respect to suitable tuples I'; 7. Again it

suffices to consider the contribution of a single such term ( g )l. dis*

the same estimates, we will no longer differentiate between different tuples here. Now,

As we shall always use

plugging in the Duhamel expansion for (g) and abusing notation by omitting sub-

i,dis’
scripts, and recalling the structure of the terms for example from the proof of Lemma[5.4]
we see that we need to estimate the following schematically written expressions”

/OOI/OO(U —1(s)
T t

s QW —We) () =2 (¥ W) 1 () T (5)
. i(s—AMH (1—e YU ()
</O ¢ [<(_1+ezi<www)l<x>+zi<wwoon(s))[j(s)(x) ¢ disd’\"b ds dt,

00 9] B s Hs—H |0(S)|40_(S)()\,')
fT t/t ¢ 1)(s)</0 e <_|U<s>|40<s>(x,-) | dhg)dsdr (5.26)
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as well as local terms with better decay behavior than the first expression; these can be
treated analogously. Start with the first term. Our plan is to exploit the oscillatory behavior
of the integrand: We perform an integration by parts in s, and replace it by the following
list of terms upon going to the Fourier side. We leave out + for simplicity:

oo o t
/ / t(,)_l)(t)/ Pl E=PE+D)
—o0 JT 0

(1 — 2V =Wo)1 (=20 (U=Yox) (DY T (1) (3, . Fo
f[((_l+e_zi(w_%o)lwm.(w_%)l(,))ﬁ(,) 2 Yol diaias, s

o0 o0 o0 s
/ f t/ ,,(S)f i) EHD)
-0 JT t 0

(- ezi(\y_\yoc)l(A)—Zi(‘l’—‘l’oo)l(s))[j'(x)()\,, ) ¢
]-'[((_1 4 e 2=V (W2 (U =Ws)1(5)) 7 () (3, . ¢ (5)5 dk dsdtdg, (5.28)

00 0 00 d s R
/ / t/ W —1D(s)—[¥ — ‘I'ooh/ S G=REHD
—00 JT t ds 0

20 (W —Weo) 1 (M) =20 (¥ —Woo) 1 () FT(5) () . F
e U@,
7[( —2i(W—wm>1(A>+2i<\I/—woo>.<s>g<s>@ ')>¢}($)€2

/ / / (V—l)(s)—[?»oo(u Moo)]/ i(s=1)@E*+D)

(1 — 21 (¥ —Yoo)1 () =20 (¥~ q’oc)l(b))axU()()\” ) Fo
]—'|:((_1 + e AW —Voo)1 (M) +2 (W —Woo)1(5)) 5 TG (1, -) ¢ (é)g ddedtdS (5-30)

dids dt dé, (5.29)

A similar list of terms results from (5.26). We commence with the first term in this list.
Perform an integration by parts in ¢, thereby replacing it by

0 T
/ T 1)(T)f S (T=1E+1)
—00 0

(1 — (¥ =¥ ()=2i (V=Yoo (D)) [T (T) (3 ) Fo
[<( 1 4 @2 (V=Yoo 1 () =20 (W =Woo)1 (1)) 77T (5, ¢ (5)@2 1)2 dh ds,

/oo /OO(U_I)(,)/ Pl (=DE+D)
—o00 JT 0

£ (= 2 enm i G,
(—1 4 (¥ =Woo)1 ()=2i(V=We0)1 () 771 (5, )

oo o d t ) "
/ / tv—1D(@)—[¥ — ‘Ifoo]l(t)/ L U=ME+1)
—00 JT dt 0

a +ezi(q}—wm)l(k)—zi(\p—woo)](”)%()\,’ ) Fo
f[(a+e_z,-(xp_\pw)<x>+2i(\y—ww><r))0(1)(/\’.) ¢ (E)(%_ g 5 dhdt dg,

Fo
drdtd
M@)(& Tz Ardrdss
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o0 x t
/ / (0 = DO o — 1010 f (UDED
—o00 JT dt 0

. (1 — 2 (¥ Vo)1 ()=2 (¥ =Wse)1 (0) 5 [T (1, - Fo
f[((_l e 2V 2 0y 70 ()P | gz g y2 IH S

Each of these terms is straightforward to estimate: undo the Fourier transform, using the
distorted Plancherel’s Theorem thereby replacing ¢ by H~2¢, which again satisfies
||x2H’2¢||L|+ < O(1). Thus, for example we get

~

00 T
‘/ T — 1)(T)/ ei(T*)»)(Serl)
—00 0

. (1 — 2 (Y=Y 1 ()=2(¥=Weo)1(T)) 7 (T) () F¢
7[<(_1 4 e~ AW —Voo) 1 ()F20 (U =Yo)1 (1)) 7 (T) () ¢|® (E2 +1)2 ads

better than what we need. The second and fourth terms in the above list are estimated
similarly. For the third term, perform an additional integration by parts. Either one pulls
down an additional factor of at least the decay %[\I' — W ]i1(t), in which case one can
integrate absolutely to get the desired upper bound, OIF_I] one obtains expressions of the

for .
/ t(v(t)—l)2+”<<l:j) (t,-),¢>dt, a=0,1.
T U /s

One can easily handle this by further Duhamel expansion, which we leave out. We now
turn to (5.28). This is more difficult, as the strong local dispersive decay rate (s)73/2+0
combined with (3:14) is not good enough to obtain the desired bound. Then take advan-
tage of the fact that v can be written as a convex linear combination of terms v;, each of
which is given by the (derivative of) the right hand side of but with right hand side
evaluated at a tuple I'; 1 € AEg?T). Again we can focus on the contribution of a single v;,
and by abuse of notation we shall not distinguish between I'; 7 and I'7, and suppress the
subscript i. Thus put

V(s) = — b
. foo A (@) [W(0) @ika) T Es(o) + Bv(v — D2(0) 4+ 2v — 1)(BY — boor sl (0)] do

+ v(s)diK2) L Es(s) + Br(v — 1)2(s) + 2v — D(BY — boor)(s).

We claim that if we replace v by the integral expression above, and proceed as in the esti-
mation of (5.27), we obtain an acceptable contribution, i.e., one bounded by (T)y~ 1/t

54 In the case when the inner integral gets abolished.
33 Use the decomposition (g) = (g
nor Ag contribute anything to the expression in question, hence the expressions, using (3.18).

) gis T Z?Zl Xi N proper; We shall soon see that neither A
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To see this, perform an integration by parts with respect to s. If the resulting s derivative
falls on the integral expression we substituted for v, one easily checks, using |Es|(s) <
(s)~2t, that the resulting contribution is bounded by (7)~!T, better than what we need.
If the s derivative falls on [ e~™ME+D L[], one produces an additional weight
decaying at least like %[‘-IJ — Wsol1(s). In this case, repeat integration by parts with re-
spect to s, which either kills the integral in the expression we substituted for v, or we
abolish the integral in fos e~HMEFD £ [...]... (notice that now the integrand no longer
necessarily vanishes at s = 1), or else we produce an extra weight of at least the decay of
%[\I/ — W ]1(s). In the first case, we conclude as before, in the second case, one arrives
at an expression of essentially the form we started out with at the beginning of (A), but
now with weight

m@/ Aoa (@)[V(0)@ik2) " Es(0) + Br(v — D*(0) + 2v — D(BY — boohx (0))]do

instead of v — 1. Then reiterate the whole process started at the beginning of (A), which
then leads to easily manageable terms. In the third case, one can close directly by inte-
grating absolutely.

Now we turn to the contribution when ¥ in (5.28) is replaced by v(s)(4ik2) ! E5(s) +
Br(v — 1)2(s) + (2v — D(BY — beor3))(s). Commence by replacing v(s) in by
v(s)(4ika) L Es(s). In this case, simple integration by parts with respect to s may be
futile, since a priori it is not clear whether the derivative of this term decays faster than
(s) 281493 Now recalP? that

Es = —(N, &) + (U, (id; + H*(5))és).

The first term on the right decays at least as fast as (s) 3125 and is easily seen to cause

no problems. The second term on the right is essentially of the form (v — 1) (s)(( g )dis» @)-

plus errors which are again negligible. Thus, in order to control (5.28), we need to substi-
tute (v— l)(s)(( g ) dis’ ¢> for v(s); our only hope of succeeding here is to Duhamel-expand

(10)

this second instance of (U) keeping in mind the iterated nature of the space Alo.1y-

g/ dis’
Pausing in our analysis here for a moment, observe that we run into quite similar issues
upon integrating by parts with respect to s in (5.26). Thus combining these contributions,

what our problem really boils down to is estimating the expression

00 o) f] [] o1
/rf(wﬁM%@)@»ﬁX@)@»&H)wPML (531)
T ‘ U Jgis U Jiis

where we use schematic notation. Let us assume for now that we can bound this ex-
pression by (T)~!/2+%1 Then we still need to deal with the case when v (s) in is
replaced by Sv(v — D2(s) + 2v — DH(Bv — bookgol)(s) (see the above discussion). The
contribution of Bv(v — 1)2(s) is straightforward to handle, using repeated integrations

36 See (3.6).
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by parts with respect to s, just as before. Finally, substitute (2v — 1)(Bv — bookgol)(s)
for v(s) in (5.28). Perform an additional integration by parts in s; either one produces an
extra factor %[\D — W ]1(s), in which case one reiterates integration by parts to arrive
either at a much improved expression as in the statement of the lemma, or at an expres-
sion which can be integrated absolutely to yield the bound 7~!/2%31_If on the other hand
one differentiates Bv — boo/Aoo, Use (3.8): for example, if the integral in this expres-
sion gets hit by d/ds, the worst contribution comes from E(s), which upon expansion
involves a factor A¢(s). This one treats by another integration by parts, which either pro-
duces an extra %[\I/ — W4 ]1(s) whence one can integrate absolutely, or else one gets
A6(s), which is treated by recycling (3:23). There the only dangerous contribution comes
from (v — 1)<( g ) dis® ¢>, which leads to an expression as in @ The remaining contri-

butions are treated similarly, which up to establishing completes treatment of the
term (5.28).

We now proceed to estimating (5.29). Reiterate integration by parts in s; either one
hits (v—1)(s) % [V —W]1, with f—s, or one abolishes the integration in s, or one produces
at least an extra factor j—s [V —Woo]1. In the first case, we obtain an expression as in @]}
but with an extra weight v — 1, whence we can treat this case just as above (actually, this
time the contribution of E5 can just be integrated absolutely). In the third case, reiterate
integration by parts, which either takes one into the first two cases, or else produces
an additional %[\If — W] In the last case, keep integrating by parts, which either
eventually produces arbitrary gains in s, or else takes one into the first two cases. The
second case is more tricky: Observe that then we obtain an expression of the fornﬂ

(0.¢] o d 0 D)
[ [ ow-nia- wooh(s><( ), o) ¢dis>ds d.
T t ds U
Observe that a priori the factor (g ) might imply the presence of a Ag(s), which would
lead to an extremely difficult term. However, close inspection of the derivation of the

equation for A shows that in every expression (v — 1)(( g )dis» @) with exactly one power
of v — 1, the (vector-valued) function ¢ has the form (f‘a) and is real-valued. This then
implies that ¢gis = ( f‘& ), and then also (H*) " 2¢gis = ( _ﬂ 8 ), with real-valued scalar func-
ti(l)]n B. Thus we get (16, proper® (), (fﬂ )) = 0, and similarly (172, proper® (), (_ﬂﬁ)> =0,
whence

<<g> (s, X)p (x), (H*)2¢dis>

= <(g) o (x), (H*)—2¢dis> + Z <71i,proper¢(x), (H*)_2¢dis>.
dis

i#2,6

Thus using (3.18) we have put ourselves into basically the situation we started out with
in the lemma (up to negligible error terms), but with a weight (v — 1)(s) % [V — Weoli ~

57 The function ¢ (x) here is scalar- and real-valued; indeed, one checks that ¢ (x) = qbg (x).
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(v—1)%(s). Now reiterate the whole process. Observe that performing the same reasoning
for the expressions of the form

/ t/ (v(s) — 1) <<:) (s, ')¢>ds dt
T ' U/ais

which are also implied by (3.23) we may very well arrive at a term of the form

/ z/ (u(s)—1)2(i[xp—ww](s)>x6(s)dsdz.
T t ds

Upon integration by part this leads to

/Oot/m (/Oo(v(a) - 1)3da> he(s)ds dt,
T t K
/Oot/m(v(a) — 1) dorg(r) dt.
T t

The last term is what we started out with in Proposition [5.10] but with an extra factor
ftoo(v(a) — 1)3do. Then reiterate the whole process. For the first expression, recycle
(3.23)); one winds up with terms just as in the lemma, but with the extra weight fs Cw(o)—
1)3 do. Now reiterate the process. Finally, the term (5:30) is also treated by expanding
%[Aoo(u — Hoo)1(s) using (B:12). One obtains terms which can either be handled by
further integrations by parts in s, or else one is led to an expression just as (5.31). As
already mentioned, the expression is treated by exact analogy. One reiterates the

. (— ujmwg® _
proof of the SLD = for each instance of fot <e’(’ S)H( _llgll(z)%)dis(s’ ), (H*) k¢>ds.
This concludes the proof of the lemma up to the assertion concerning (5.31)). O

‘We thus need

Lemma 5.11@ Under the assumptions of the previous lemma, we have

o e oel(g), e el (5, oo te)a

for any k > 0 and Schwartz functions ¢, .

S/ <T)—1/2+51

(5.32)

Proof. Note that this estimate would be trivial, provided we had the sharp local decay
rate [(Ugis(s), @) < s73/2. Hence our problem consists in eking out a small extra gain.
This we do by exploiting some slack in the proof of the strong local dispersive decay.

More precisely, what saves us is the fact that the two factors ((g) PRCDE ¢) ‘for the
most part’ oscillate at different frequency with respect to time. Making this precise is
unfortunately a bit cumbersome, as we need to unravel the fine structure of these functions

by Duhamel-expanding them. By assumption (g) ; Is a convex linear combination of

di

38 Also, use L[W — Wooly ~ (v — D)(s).
59 Strong local dispersive estimate.

60 The functions ¢, ¥ are again generally time dependent in our applications, with derivatives
decaying at least like V. This more general case can be handled just as in the ensuing proof.
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functions ( v

U)i gis €ach of which is obtained as in (3.27). We may then consider the

contribution of a single such term, which by abuse of notation we again refer to as ( g ) dis*

We shall also denote the terms on the right hand side of (3.27) by (g) diss Committing
abuse of notation. Then we Duhamel-expand each copy of ( %) . (s, ) in (5.32):

U
U
0 (OO
() (s, -):e””<~—) .-
U J4is OASY dis
+/S ei(s—A)H
0
[< 0 1— 821'(\11—\1/00)1(A)—Zi(\ll—\lloo)l(s)> (0@))} "
: —2i (W —Woo) | (M) 42 (¥ —Wsyo F
1 — ¢~2i( (W)+2i( )1(s) 0 U9 ) |4

s ORI, -
+---+/ e’““”(' - ,|4~ ( )> dh:=A+B+---+C.
0 —TOPTO A, ) Jais

The terms .. . are local terms with better decay properties and can be treated in a simpler
fashion, hence left out. We then substitute either A, B or C for (g) i85 ) in (3.32) and
check that the resulting expression has the same decay as (v — 1)(T'). The logic behind
these estimates is as follows: in an expression of the form
(@ CE, aish e T, H i)
= (E, e/ O gy ) (F, e O (1) T ygy),

distinguish between the case when ¢qis and V¥ gis have separated Fourier support, respec-
tively closely aligned (correlated) Fourier support. In the former case, the product oscil-
lates strongly with respect to s, whence one can integrate by parts and hope to gain. In the

latter case, one should be able to exploit some kind of ‘diagonalization effect’ in order to
gain. The argument proceeds by distinguishing between several interactions:

(AA): This is the expression

I e isH gw isH gw *\—k
/T t/; (v — 1)(s)<e (0(s) dlis(O, D, 0 Ne oo diS(O, D, (H) ™ )ds dt.

This is straightforward to control upon invoking the spatial localization on the initial data
and Theorem 2.1} we get

OO * isH U(S) isH 0(S) *\—k
/T t/t (v — 1)(s)<e (0(S) dis(O, ), 0 Ne oo dis(O, D, (H®) " )dsdt

0 o0
< / t/ sV 3 g gy < 712
T Ji
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for §; small enough, where we use the estimate derived after (5.24)), with a trivial modifi-
cation.

(BB): We employ schematic notation here; scalar quantities really represent vectorial
quantities: this is the expression

/OO ! /OO(V = 1)(s) /S((l — VY WA O (3, eI gy da
T t 0
. /S<(1 _ 621'(‘1’—‘1’00)1(}»')—25(‘1/—‘1/@0)1(S))U(S)()L” Yo, e i—A)YH? (H*)_deis) d) ds dt
0

For either of the integrands in the A resp. A’-integrals one obtains the bound A~3/2+%
(s — A)T3/2, W32 (g — 3/)73/2 This clearly suffices as long as A, A’ < s/2. If for
example A > s/2, we can close provided s — & > 5!0%3_ In the opposite case, use the
inequality

1 — 2 V=Yt =2 (W=Weo)1 ()| o= 1/2481 (1055

which again allows us to close. The case (AB) is handled similarly.

(BC): This is the expression

oo o N
/ ! / (v —1)(s) f (1 — V=YW =AE=V N Oy ) (3 )y, e TTCPH ) dn
T t 0

[(NOVIFT9G HomryHr
’ —iG=AYH* (i =y, g3
' TG e H AN dsdt.  (5.33
/0<(—|U(S)|4U(S)()J,.)>diS () K/fdls> (5.33)

This case is much more difficult. Our method here shall make heavy use of microlo-
calization. The idea is to first reduce ¢gjs in the local integrand (involving A) to small
H-frequency@ Then either 14;s is at small frequency, too, which case is handled by ex-
ploiting an extra slack in the proof of the strong dispersive estimate, or else there is a gap
between the frequency supports of these functions which forces sufficient oscillation in
the s variable to render the full expression manageable. First, we observe that we may
reduce to A < s/2. This follows from the preceding calculation, since we gain a small
power of s in the case A > 5/2. Now write

X=0(x)e T g

= > x=0() /0 HONED (5(6)e e, + p(x, 6) Fi(fuis) ) dE
+

0
F X s [ HIEDEE e (1 (e, + 905, )]
T —00

- Fr(as)(€)ds. (5.34)

61 In the sense that the frequency is close to either 1 or —1.
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Wepute, :=e = (), e_ :=oie. Recalling that A < s5/2, we claim that we may build

in a smooth multiplier ¢_,— (£) localizing to a dilate of the indicated region |£| < s€ in
either integrand, provided € > 0 is small enough. Indeed, if on the flip side we build in a
multiplier of the form ¢ -< (§), integration by parts in & results in arbitrary gains in s, at
the cost of powers of x. These, however, are absorbed by the local factor U ¢ above. Thus
we shall now replace x-o(x)e ™ (S_“H*deis by the sum of the above two terms with an
extra cutoff ¢_,— (&) included. Denote this by X>0(x)e_i (S_A)H*édis. Now we consider
the non-local integrand. As above write

X=0(x)e O ey Ty

Fa(Pais) ()

(E2 + 1)k 4

=Y xeot) /O HOMED (5 (6)ei5E e, 1 p(x, £)
+

0
+ 3 %o / FHOFDETD (G =X 4 (1 1 r(—E))ey + d(x. £)]
T —00

Fi(Yais) ()
TEsir ©

We then distinguish between the cases ' < s/2, A" > 5/2.

e )/ > 5/2: This case is simpler on account of the fact that no extra integration by parts
is required to produce the gain of (s — A’)~>/? (see the proof of strong local dispersive
estimate). The first step consists in reducing A’ to the range [s/2, s — s'/10]. This follows
from the following simple calculation:

s 7 A4r7(s) (7
[USPFT© 0, ) (=N YH* ek /
,/;31/10<<—|0(s)|4l~](s)()»/, ) , e (H*) " rgis ) dA

S
< / IO Gl T G iz e TR il di < 5110572,
§—S§

~

whence we obtain

’ f wt / To-1) / s<<1 — A=A O (3 g ef<“>H*q5dis> &
T t 0

s USPTO W, - g
/ <<' . ‘| 4~—( )> e (6O (H*)kwdis>dk’dsdt
s=st1O\\= UG, ) Jis

(0.¢] o
5/ t/ s /2481 =3/201/10=24€®) g gy < /248
T t
Thus we now reduce to estimating

00 00 s/2
/ ’/ (v = 1) / <<1 — TN TN W) g0 g, g, e—"“—w*&di)dk
T t 0

1/10

§=$ U PO, - g
/ <( | i ( |) 477 ( / ) ) ,e iR (H*)_klﬁdis>dk/dsdt,
5/2 —UDPUS L, ) i
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where it is to be kept in mind that e~ 6=MH" 4 has modified Fourier support as de-
scribed above. We now mimic the proof of the strong local dispersive estimate (SLDE)
for the quintilinear expression. Recall that we rearrange the terms as follows:

U PFTO O, ) s AV o e
<< L eSO () Ry
dis

S AIRCIC
|U(s)|4()\_/’ ) % A, - A
=<<—|0<S>|4<>J, )/ 0<s>Ew ; x e TR Y ).

The first step consists in reducing both factors in the preceding expression to their disper-
sive part: thus write

TG, DN (TG )\ itsa o i
<<—|0<”|4(N, 3) g ) e OO v
0(3) ! }\'/’ ’ % /. —i(s—AYH* —
= Zai<<<_||0(s|)|§()hl ).)>7Sk(i),proper>77iypr0per, (g(x)gi/’ ;) X e (s—AYH (H*) kwdis>
US40, ) %(1/7 ) LAY ek
+<<_|U(‘Y)|4()‘/’ ) dis’ U(S)()\/, ) xe (H*) " ais )

Note that

TORG, ) ) > (0@(% -)) i AYHE ek >
ai . s Eri i A2 ’ X e H i
’ Xl: l<<(—|U(S)|4()»/, ) ék(z),proper 1i,proper U(S)()»/, ) (H™) " Vais

< A/5G/2-83) (g _ 3132,

and plugging this back into the above yields an acceptable bound. Thus we now need to
estimate

00 00 s/2
f ’f v =D / <<1 — TN O, g, e—"“—wédi)dk
T t 0

s—g1/10 |l7(é)|4(k/ ) 0(5)()“/ ) i (s—YH* k ,
. ~ ’ N v ) x et (H"™ -,>dk dsdt.
[ Qe Goi) e

Recall from the proof of SLDE that we reformulate

764 A, T ’o. YAy V)
<<—|TJU(S|)|§(/\,’ ))) ’X>0(x)<g(s)3/’ ;) x Tt (H*)k¢dis>
’ dis , .

% x0T, -))
= /_oo F<—X>o(x)|0(s)|4()»/, AL

. J%|:<§>22§;g§3 Ei:’ ;) X e_i(s—)n/)'H* (H*)_kwdls] (s) d?;:
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Break the integral into the contribution over [0, co) and (—oo, 01. Consider for example

the latter, the former being treated similarly. We may write F, F purely in terms of the
oscillatory part: for example, consider

0 r7(s) 1405/
#{ 1oI0! |<A,->)
/_oo (—x>o<x)|U®|4(w, ))&

T (3200 TO @, ~)) L (s—AYH (hpy—k } >
<[<x>o(x>0<f> ) e () g | p(x. 6))dE.  (5.35)

Estimate this by

< H ( X=0)ITWIHQ, ) )
A IS SCI ARV TF

. X>0(X)%(A'w)) —i (=N YH* (g ey —k D
H<¢(x’$)’[<x>o(x>0<f>(w,-) " e

< N5 = W),

2
Lg

which then leads to an acceptable contribution. One argues similarly for F(...), and

hence{g_zl replaces (5.35) by

0 S (s
X0NUOPG, )\ v ixe —ixg
f—oo<<—)<>o(x)|l7(‘?)|4(x’, .))’ (e —e e+ (1 +r(=§)e g>

0@ T OGN | itomi e (rpoy ke (it — omin ix
'<(X>g(x)0<-‘>(x’,~))xe =R () s, (%5 — e758)e + (1 +1(=€))e ée>a’€-

We first deal with the contributions of the factors 1 + »(—£), which are straightforward:
note from the proof of SLDE that we distinguish between the cases P~ ;[ x>0(x)| S |2]
- Po _a[|U®)|2], where we puta = M 73/* ~ s73/4 We then put a = A’73/4+€ instead,
which leads to a small extra gain in s for all cases except P, x>0l US 21 P-o[|US 2.
Substituting this forces |£| < s~3/4+€, and so if either factor 1 + r(—&) occurs we again
obtain a gain in s (if € is small enough). Thus we now reduce to the contribution of

0 i N
X=0ITOPW, )\ e ixe
/—oo<<—X>0(x)|U“)|4()J, .))’ (e —e )§>

. X>0(x)m()‘/’ )> —i(s—=AYH* fapey—k oy ixE _ —ixé >
<<X>o(X)l7<s)()J, ) xe (H*) ™ dis, (e e '*)e)dE.

Arguing as before, one may reduce this to the expression

62 As usual we only consider F..
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/0 << Pal x0TI, ) Pl lUD PR, ) ) (e _eixs)e>
—P_alx=0)TO P10, VP [IUO P10, ) ) =

—00

{(xo00TO @, -)) —i (=2 YHE (H#) Ky (eiXE — p—ixE >d 5.36
<<x>o(x)0(5>(x/,.) xe (H*) ™ pis, (e — e~x6)e)dE,  (5.36)

where a = A/ 73/4t€ ~ §73/4+¢ Still following the proof of SLDE, we expand
x=0()e O () g

= x=0(0) Y fo T HOIED () o, + pax, £)
+

0
fle ! 2
+x>o(x)Z/ o Ei =) E21)
+ —0oQ

([ — e ey + (1 4+ r(=E)e e + du(x, £))

Fi(Pais)(€)

@xrr &

Fi(Wais)(§)
(E2 + 1)k

We shall localize & here away from 0. For example, consider the following expression:

dk.

0 i(s—2/ Ty

/ =G gixk _ p=ixk], Fea)®) . _ e [ puo o) dy
—00 - (524‘1),{ Vs =N Joxo

where g(y) = fi)oo[eiyf — e*"yé]gi% d&. It is straightforward to see that we

may include a smooth multiplier ¢_1000(§) here. With this modification we then have
leM| < (y)~2 log s, whencg’’|we may replace g(y) by

0 .
¢<S1/10(y)/ ¢<S1000(E)[eiy§ — e_iyg]e Mdéj

@+t

We now claim that we may further localize £ away from 0. For this include a sharp cutoff
X<s—< (§), i.e., consider the contribution of

~ 0 i —i F1(Yais) (&)
g(y) == d_10(y) - @ _s1000(&)[e e ys]éiw dé.

We integrate by parts here, and replace this expression by

VT LT FL (Ygis) (—s )
G _s1/10(y) iy CET (2 1 1)
0 ik 4 oivé
[es + 715
— ¢_g110(y) —
7Y7

€1

e |:¢<SIOOO(S)M] dk.

¢+ D

63 Following the proof of SLDE.
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One now easily verifies that || g(y)|l;, ! < 5™ log s, which extra gain suffices to close all
the other estimates upon reiterating the proof of SLDE. We now see that we may replace
g(y) by the expression

€

—s— €1
iy i F(Ydis) (§)
h(y) :=¢ 1/10(y)/ b _g1o0(§) eV — e e, s
<s . <s + (‘;);2 + l)k
The Heisenberg uncertainty principle implies that this function has frequency = s ¢! (for
€1 < 1/10) up to errors of size s~, and hence negligible, and the same comment applies
to the function

e:l:i(AY—)»/) e} (x—y)2 00 . / 23 YN
e:F"(S—*/)h(y) dy — / eﬂ:l(s—)» )(S +l)el)€$ h(s/) dsl

Vs — A J-x —0o0

Thus we may replacﬂ this function by the following, where ¢ ;¢ is a smooth cutoff
localizing to |&'] = s~ ¢!:

o0 : A ! » ! A
[ i e

—00

dk.

Recalling we now need to estimate the contribution of

/0 << Pealx=0(0) UV PIR, ) P<alUS IR, ) ) (i€ _eixs)e>
= P<al =0T PIG!, ) P<allUC P10/, ) )

—00

X> (x)%()"/v ) OO i(s—M)(E2 ixg! Nh(e! /(ix —ix
'<<X>g(x)0<s>(k,’ ,)> X/_me“ MEDIE ¢ o (E)h(E) dE', (X6 — e E)e>d§.

This then gets substituted for

|0(S)|4()d7 ) %O\/, ) A ek
<(—|0“>|“<N, -))di; <0<s>(y, .)) e (H) ™ ais

in (3.33). It is now important to recall that in we already reduced e~!¢~HM" Gy
to frequency < s—¢ (see the paragraph before (5.33)). Thus writing e I G in
terms of its Fourier expansion with variable £ and rearranging exponentials we get the
phase ¢ =€) in the case of destructive resonance (and ¢/*€ 5+ for constructive
resonance). If we arrange €] > €, as we may, we have |£2 — £”?| > 571, Then switch
orders of integration in (5.33), first performing an integration with respect to s. This
costs s€! but either demolishes the integral in A" or else produces at least extra factors
Os[Aoolt — oo ]l(s), %(\Il —Woo)1 ~ (v—1)(s). In order to decouple the variables &, &,
notice that for |£§’| < s€ we hav
i(E2=E7)s
$y-c (E)posa (S/);j _ Z ei(&‘Z—EQ)sanmeiné-i—imé/7

n,mes<7?

64 Generating negligible error terms.
65 We may easily reduce to €] < s€, see e.g. the argument for Lemma|5.12
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where me[|n| + |m|1€an.m| < s€€1.If one substitutes this back into (5.33) and pro-
ceeds as in the proof of SLDE, one gets an extra gain in s upon choosing €; small enough,
as desired. In detail, consider

00 00 s/2
/ t/ v =1 / (1 — V¥ Ol ) O g, o7 D Gy ) d
T t 0

. /‘/ f“ << Pl =0T ) Pl S PIR, ~)) (el _e_,-xs)e>
oo \\—=P<al X0 U PIV, )P [IUD 21V, ) ) =

X=0()UWE, ) /"o Hi(s—M)E D i gy (ENH(E') dE'. (elXE — —ixE >d d)'dsd
<<X>0(X)Us (W, ))X W €S po - (§NN(E") dE', (e — e7'*)e ) dE dA ds dt.

Then substitute ((5.34]) with a suitable frequency cutoff as discussed there, which amongst
similar terms results in

00 oo s/2
/ t/ (v 1)(s)/ <(1 Ui =216 ) ().
T t 0

0 ) ; .
/ ORIV () (™ — e-’x">f<¢dis>n>dx
—00

| /””'0 / << Pali=0@) T PIO, ) Pa[I0S P10, )) (e,-xs_e,»xs)e>
o Palx-0IT O PIGY, ) Poall0 ORI, ) ¢

nd o0
| <<X°EX§ZE§8 ;) B g @) e - efxé>e> de i ds .
X>0X )" —00 N

Rewrite this as

00 0 0 0 00 po0 pOO L
/ z/ (v— 1)(s)/ / / / / HETEDNY (5 0,0 0, £, E) drd) dE' dndéE dsdi.
T t —00 J—00J—00J0 0

Now perform an integration by parts in s, after switching the orders of integration, then
restore the original order of integration:

00 %) 0 0 0 00 oo ,

/r/ (v—l)(s)/ f / / / SSEPEED Y (¢ 3 € E) dndE dE'dhdN dsdt

T
P EPEED)

=_/T z(v—l)(t)/ / / / / l(inzis/z)\p(r,x,x,n,s,g)dndgdgdxdxdsdz
IS EEE?)

/ /v(s)/ / / / / l(inzis/z)\ll(s,k,k,n,é,é)dndédédAdkdsdt
s(En*£E?)

/ /(v—l /////z(j:rﬂﬂ:é’z (s, AN, &, € dnde dE' drdy ds dt.

We have |£”2 + 2| 2 57! on the support of each integrand. If one then decouples the
variables &, 5 as outlined above and then proceeds as in the proof of SLDE, one checks
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that each of these terms can be bounded by < 7~1/2+81=1(€1) ypon choosing €; small
enough, which suffices. This concludes the case A" > s/2.

o )/ < /2, still in case (BC): This is the expression

00 00 s/2
/ t/ 0 =1s) / (1= O OZHEN O YO ), e O i) d
T t 0

5/2 ()47 ~ , _
. U@, ) U©, ) —i(s=AYH* fqey—k ) ’
/0 <<—|U<S>|4<w, -))’ (Um(x, y) <€ () Yais |dX dsdr. - (537)

We start again by reducing

UDFEE, ) U® W, ) —i(s—NYH* pqpiy—koy
<X>O(—I0‘”I4(A’, W \ower ) <€ (H*) ™ Yais (5.38)
to _
U1 ) TS, ) —i(s=2YH* g ey =k
<X>0<—IU(”I4(A, ) \gwar ) <€ (M) ™ Wi ). (5.39)

This follows from

|(7(S)|4 %()u/, ) i(s—) « e
Z<X>0<(_|[](s)|4 & )is oo ) < G H) K i

i
< )»/_5(3/2_53)(5 _ )\’)_3/2_ (5.40)

Now replace (5.39) by
o0 |U(S)|4()L/’ ) ~ m()\'/’ ) —i(_y—}»’)'}—{* .
/—oo »7:|:X>0 <—|U(S)|4()», )> E)F| x>0(x) (0(3)()»/, )> xXe Yais |(§) d&.

(5.41)
We shall again simplify the Fourier transform here: for example, consider the contribution
of

* |TO*Q, )
/_OO<X>O(_|[}(S)|4()" )>v o (x, §)>

T [j‘(s)()\/, ) —i(s—AYH* (3*)— .
'f[X>0(X)(0(S)(A,’ _)> X eI =AM () kwdlsi|(§)d$~ (5.42)

Proceeding as in the proof of SLDE one bounds this by < A/~#G/2=8)) /(s — 1)=3/2,
which is more than enough. Further, for example the contribution of

o N
LA RPN ix
/_W<X>°(—|0<S>|4(x, ->>’ (1+7(=5)e S€>

. (2010 Ny
'f[X>o(X)(U(S) o _)>xe (s=2H (F%) kwdm]@)ds (5.43)
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is treated as in the case A’ > s/2 (one does not gain in s but in A"). Thus focusing on the
more difficult reflection part, we need to estimate the contribution of

0 () 4\ ‘ .
|U | ()\»') ix —ix
f_w<x>°<—|0“>|“(x, ')>’ & = s)€>

0(S)()\/, ) —i(s—A)YH* *)— . ix —ix
.<|:X>0(x)(0(s)(kl’ )) x e—i(s—VH* (%) kl/fd1s1|’ (ei*§ — e 5)§>d§. (5.44)

Arguing as in the case A’ > s/2, we may reduce this expression further to

/0 << Palx=0lUO IO, Y P<llUS IV, ) ) (@t _eixs)e>
—Poalx=0lUOPIV, VP [IUO 21V, ) ) -

U(s)()L/, ) —i(s—N)YH* *)— . ix —ix
-<[X>o(x)<0(s)(/\,’ _)) X iGHH (3%) k%}(e £—e f)g>ds

—00

where a = A'73/4t€_ We shall next show that we may localize the Fourier support of
the term e —/(—2)H" (H*) *Ygis away from zero, in which case we can conclude as in
the case A’ > s5/2, exploiting the frequency separation in order to perform an integration
by parts in s. Recall from the proof of the SLDE that in this case, we need to perform an
extra integration by parts in the frequency variable in order to obtain the gain (s — ") ~3/2.
More precisely, in the expression

@4 o0, ") A YHE ek
<X>0(_|0(s)|4 i ’ U(s)(k/ ) x e ! H) (H " ais ),
1S ’

we replace the expression

N_S ! . . ! *
x>o<x)<U o, )) x T () Ky

U®w, )
by
[j(s)(k/’ ) 1 fo —i(s—M)(E2H1) , ixE —ixE F (Yrdis) (§)
X>°(x)<x0<s>(x’, -))Xs—x’ & DA ey v A
(5.45)
UM, 1 /0 —i(s—A)(E2+1) (jixE _ —ixE [f(iﬂdis)(é)}
X>0(x)<0(s)()\‘/’ )) x 5 — N —ooe (e e )eds (§2+ 1)k§- dg,
uo, -)) ! /‘” i @+1) ey it T (Wais) (§)
X>°(x)<x0“>(x’ ) =il O e G
UM, 1 /OO —i(s—A)(E241) ixe F (Wdis)(§)
X>0(X)<U(‘Y)()J )) X Py | e des(&)e g—($2 e dg,



Non-generic blow-up solutions for NLS 99

as well as the expressions

e () o , .
X>0(x)(U<>(A,~)>X;/ e—z(s—k)(52+1)e—1xéas[1+r(_$)]g|:.7:(1ﬁdls)(§')]d%_’

gOor ) s — &2+ ke
%(A/’ D) 1 /0 —i(s—A)(E2+D) [ [f(wdls)(é)]}
X>°(x)<0<s>w, -)) )L KR eyl | Kk

as well as similar terms which can be treated identically. The last term but one here is
equivalent to the last term but two for all intents and purposes. Moreover, the last term
can be treated by the same argument as for the last term but two, so we shall now consider
the four terms after and including (5.43)). Start with (5.43): we have

O i@ ixe o —iven [ FWain) ()
/_ooe STRETDE e s)g[@ul)ks}dg

1 o0 {xﬁv)/z
=/ wf et g(y)dy,
- —00

where g(y) = [7_ (€Y + 7 )e[ ZLuNE ] dg satisfies [g(y)] < (v)72 whence we
may replace it by g(y) = ¢_;1/10(y)g(y). Now we specialize this further and consider

the contribution of

° e —ives [ F(@ais) ©)
h(y) == ¢3n/10(y) /_Oo ¢_y-a (E)(e™ +e ys)g[(sz_i_—l)ké—} d§.

By the Heisenberg principle, it has frequency in the interval [0, ’~€1/2] up to errors of
size '~V which we may neglect. Now consider the bracket

ixt _ —ixf %(A’, -)) 1 /oo =2/ i6=2 ) d :|>
<(€ e "Y)e, [X>O(x)(xl7(s)(k’, ) X—(M)3 _Ooe Mdy |}

where we have the restriction || < A’73/4+€_We can then rewrite this as

X<p-3d+e (s><(e“‘f — e 1 E)e,

T7) 0o x—y)?
() s o]
[ < ”z[<x>o<x>xu“><x’, o LT

Then we use Littlewood—Paley dichotomy in order to get
SR [Gesicitre] ISR v t)]
X=0(x)xU¥ (', ) X>0(X)P<)J—€|/2+10[XU DI, )

S Pn |:(P>x61/2[X>0(x)][P>yq/2+10][l7(s)](?»’, ))}
A,/*Gl _ - ~ .
- P_ e 2[00 1P e 24 1o[X U, )
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We first consider the contribution from the second term on the right. We substitute this
back into (5.44), undo the Fourier transform using Plancherel’s Theorem, and estimate
this by

l PZ)"*H/Z [X>O(x)] ”L)l(
Ly

y ( Poalx=0l0 PRIV, ) P[0V, ) )
T\ Palx=0lUS I, ) P<al U IR, )

~ ‘
0 x-y?

1
7= L

< )\’/73/2+€1(s _ )\‘/)73/2’

AT, )l e

Ly

which is then seen to lead to an acceptable contribution upon substitution into (5.37).
Thus we may now focus on the contribution of

<(eix§ _ e—ixf)e’

. < 2
P_ e 200U, ) 1 * e
X o(x)( < ~ X —— el h(y)dy | ),
[ NP a0 XU, ) T (s =)
always keeping in mind that |£| < A’~3/4T¢. We now replicate the proof of SLDE for the

low-low case (keep in mind that the full expression we estimate is (5.44)). Thus we write
(p=—idy)

P_yrcpeolx U1, ) = P_yre o[ (x42ipH U1, )= P_yi-e 2110[2ipt U2, -).

Then we have
[0 + AIP_, e, 2410V U (t, ) = P_ e, p410V[VU + - - - + [U[*U]

just as in the proof of the strong local dispersive estimate. Now one further manipu-
lates the expressions on the right just as in the proof of SLDE. Note that the operator
P_, - 2+10V will smear out the supports a bit, but this is easily seen to be harmless. Of
course one gains A'~€1/2 in the process, which overcomes any small losses in the proof of
SLDE. One can now restrict to |§| > A'~€1, i.e., include a multiplier ¢~ ;¢ in the defi-
nition of 4(y), and then finish the argument just as in the case A’ > s/2. This concludes
estimating the contribution from the term (5.45)). The contribution of the third term in that
list is treated analogously. We now turn to the contribution of the second term there, i.e.,
the expression

@ > :
X>0( S (s) 14 A%,
< —1U 1 g

1S

TO0, ) 1 /0 —i(s=N)E+1) (pixE _ —ixE [f(llfdis)(é)] >
X>°(X)<0<s><x, o)xs—w o’ R e

But this is easily seen to be estimable by

5 )\'/—3/2(5‘ _ )\‘/)—3/2’



Non-generic blow-up solutions for NLS 101

which upon substitution into (5.37) yields an acceptable contribution. The fourth term
after (5.45) is handled analogously. We are done with the case (BC). Clearly the case
(AC) can be handled analogously.

(CC): The most difficult case. This is the expression

o) 00 s |0(s)|40(s)()L ) ) .
t -1 e el hH ~>dk
/T /t ( )(S)/o<<—|U<s>|4u<s><x,->>dise Pais

SIOOOPFTO W, ) sV
’ —i(s—A)YH w—k g /
X/o <(_|0(S)|40(s)()\/’ J)dis,e (H™) Wdls>d)» dsdt. (5.46)

Start with the case max{A, A’} < s/2. We may restrict integration to the range A > A’.
Rearrange either of the factors in the integral as

OOPR, )\ (OO, ) o ity ks
<X>O<—|0(S)|4()\-/, .) ) 0(3,)()\'/’ .) X e (H ) 1ibdls )

OOPG )\ (GO0 —ic-nre g
<X>0<—|U(S)|4()», ) , U(S)()\ N Pdis |-
As usual, we first need to reduce both factors in either bracket to their dispersive part. This

time, though, we have to analyze each constituent more carefully, since they all interact
with each other. Thus we now write

TP, ) , TOPFM, ) |x>oU“)| V38D
X>°<—|0<S>|4(N, ) ‘,Z“l 0\ jgopqr, o ) SO aepar )
=a+ p.

First consider the contribution from (1, -), i.e., the expression

/ T /o —i(s—) * s’y —
o () e o)

As usual, we expand

it =\ YH* gk eFil— A)EZHD) F+(Vdis)
- I/fdls—z/ ex(e,£) T3 0 dE.

We claim that we may sneak in a smooth cutoff ¢ (&) into this integrand, which we
then denote as e~ —*)H* (H*~k &dis. This is because integration by parts in £ costs in
addition to s€ at most max{|x|, £}, and for @ we may assume |x| to be bounded, whence
choosing € small enough results in a gain in s. Of course we use A’ < s/2 here. The same
comment applies to «(A, -). Our strategy will be to achieve a localization away from zero
for the frequencies of e /6~MH gy =i 6—MH (1) ~ky i occurring in the contribu-
tion from B(4, -), B(/, -). This ensures that a()’, -) and B(X, -) etc. interact weakly. We
now distinguish between the following cases:
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(xa): This is the expression

] ] 5/2 r7(s) |4
[UM (A, -) A\ (UO@,, )> i G=IH >
-1 > ~ » i )Mis is ) A
/T Z‘/t (v )(S)/O <<X 0<_|U(S)|4()\,,')> §>7I (U(c)()\ ) Gdis ) d

5/2 HOILRY ~ ’ )
. |U1F ) Ao, U(s)()L ) —i(s=AYH* (g ps\—k T . ’
‘/\0 <<X>O(—|0(S)|4(A,/’ .)>7 E!>nl ) (U(S) ()\'/’ .)> X e (H ) wdls>d)h dS dt.
(5.47)

We can easily estimate this by

2
/ / —1/2+51/ A=SG270) (5 _ 3732 g, /S/ V=SB0 (g 302 gl ds di
0

1/2+81

(apB): This is the expression

00 00 s/2 r7(s) 14
1TOP@, ) TS, )) Sl >
-1 > ~ > & )Mis
‘/T t‘/t (v )(S)~/O <<X 0<—|U(‘Y)|4(k,')> $>77 <U(S)()\. ) ¢d

s/2 OISV 7 /
xso0lU¥ "V, 9) ) (U(S)(A -)) Zi(s—MYH* ey —k > /
. ~ N e ’ X e H is ) dA ds dt.
A <<—X>0|U(S)|4()»/, ) s U(S)()\./, ) ( ) wdls
(5.48)

To proceed, we restrict the frequency of e (¢ —AH* Yqis away from 0. The procedure for
this is identical to the one outlined in case (BC). Having achieved frequency separation,
we have of course achieved rapid oscillation in s, whence we can close this case as at the
end of case (BC), by integration by parts in s. The case (B«) is handled analogously.

(BB): This is the expression

00 00 s/2 7(s) |4 . ) ) .
. x=0l0" |(x,)> <U (, )) ils—H is>dx
\/T“ t\/; (V )(S)A <<_X>O|U(s)|4()"v ) dis U(Y)()\. ) ¢d

s5/2 7(s) 405/ 7 /
x>olUY¥ [T (A, ) ) (U(S)(A -)) (=N YH* e —k > /
. ~ . 2 ’ X e H is ) dA ds dt.
/0 <<_X>0|U(S)|4()L ,0) dis U(S)()»/, ) ()i
(5.49)

As before we mimic the proof of SLDE. Thus we perform an integration by parts in
the Fourier representation for e”("")‘)H*qsdis etc. and produce the following list of terms
provided the integration by parts results in a loss of x. Call this list B;:

%(A/,~) 1 /0 —i(s—N)(E2+1) , ixE —ixé [f(Wdls)(é)}
X>O(x)<x0<s)(x, -))Xs—w o (€ e e e |45

(5.50)
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%(k', 3 1 /oo —i(s—M)(E2+1) ixé F (Yrdis) (§)
X>0(x)<xz7<s>(x, -)) SREVTN SO e e
U, ) 1 0 SiG—a) D) yixe | —ixey | T (@dis) (€)
X>O(x)(x0(s)()t’ )) X mﬁwe + (e +e e T dg,
(5.51)
U(S)()L’ ) 1 o —i(s—A)(E241) ixg F(dis)(§)
X>O(X)<xl?(s)(x, ')) x —)»/0 e s E)e QT dg,
These get complemented by the following terms, which we refer to as 85:
TO0! ) 1 /0 —i(s=A)E2H1D) (ixE _ ,—ixk F (Yais) (§)
X>°(x)<l7<”(x’, .)> X — 7006 (e e """ )eds @2+ ke dg,
(5.52)
%(k,, ) 1 /oo —i(s—A)(E2+1) ixé F(Yrais) (§)
12000 (0@(%, ~)> SREVIN Y@ @ e
TS, ) 1 0 —i(s—M)(E2+1) ( ixE _ —ixé F(bdis)(§)
X>0(x)<l~](‘v)()h, ')> X Y [we T — ¢ )ede —5 dg,
U(S)()\" 4 1 /00 —i(s—A)(EZ+1D) ixE F(Pais) (§)
X>O(x)<l~/(s)()" .)> X A e des(&)e g—g dE.

(B2B2): This is an expression of the form

o0 o0 s/2 77 (s) 4 3 )
-1 X>O|U~ "\, ) ’ )\/’ ) >d)\/
/T f[ (V )(S)/(.) <<_X>0|U(S)|4()"/a ) s ﬁZ( )
s/2 N 064 A, -

where B2(), -), B2(%, -) stand for certain terms of the second list. This type of interaction
is easy to control: one bounds this by

o0 o0 s/2 A
/ z/ s+ / N2 — A’)*3/2dx// A2 (s — )3 dnds de
T t 0 0

S
< T7]/2+81'

(B1B2): This is an expression of the form

[ee) 00 s/2 7 (s) 14
1 x>0lU™| ()»w)) 5 ->dx
ﬁ t/, (v )(S)[) <<—X>0|U(s)|4()u,~) dis’ ,31( )

s/2 ()14 (o7
X=0lU "V, -) ) ’ > ’
’ F ,Ba(M, ) Y dX) ds dt.
/0 <(—x>o|U“>|“(x’, W P2
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Assume for example (the other cases being treated by exact analogy) that B, (A, -) has the
following form:

s %(M D) 1 % i) ED) ixe J (Pdis) (§)
B2(A, ) = X>0(x)<l7(s)(k’, ')> X ——%7 /0 e IETHEHD G s (E)e e— ds.

Note that on account of

K( x=0lTO*0/, )

- i )\/’ . < )L/73/2 N 73/2,
—X>0|U(S)|4()»/, ')>dis .32( )>' ~ (s )

we may assume that A’ < s€ for a small ¢ > 0. But then on account of the pseudo-
conformal almost conservation we may apply a localizer ¢_ 2 (x) to the quadrilinear
term: indeed, we have

X>0P552e DT *0 ) > ! >‘
>s B B0
‘<<—X>o¢zszg(x)|U(S)|4(A/’ Sy B2, )

1 . / . /
S Hmfﬁzszé(l)cl)[(x + 2ipA)U = 2ipA'U]

UG UGS Dl s = 27
L)C
< S_€+62)\,/_3/2(S _ )\‘/)—3/2’

which leads to an acceptable contribution above. Finally, we may reduce the frequency &
in the relation defining B, (A, -) above to absolute size < s~¢ by inclusion of a suitable
smooth cutoff ¢_;—<(§). This is since including a smooth cutoff ¢~ (&) for suitably
small € results in an expression which can be integrated by parts in &, resulting in losses
of at most max({|x/|, s¢}s€ for each integration while resulting in a gain of s — A’. Choosing
€ small enough results in arbitrary gains in s. Next, we consider (%, -). Using the same
argument as in case (BC), we reduce the frequency to size > A~€!. But then we have
again achieved frequency separation and can integrate by parts in s. The case (8281) is
simpler, as one gains A~/ which suffices (since A > 1/).

(B1B1): This is an expression of the form

0o o] s/2 r7(s) 145/
1 X>O|U~ "', ) ) , z, - >d)\/
fo [ oo (a5

s 74
X=0lUS[* (A, )
- J A, -))dA.
\/(\) <<_X>0|U(S)|4(X’.)>disa ﬂ]( ) )>

Keep in mind that we assume A > A’. Use the distorted Plancherel’s Theorem to
rewrite this as

oo oo s/2 poo 7 (s) 4 3 N _
-1 N e ) FelBi(V, )1dE
;[T [Co-ne [T i<_X>O|Um|4(M )@ F1p0 N ds

/2 oo 7 (s) |4 -
x>0lU¥[* (A, 9) N , /
/O /_Oo fi(_boww(k’ .)><s VF2lB1Gns (€ dE' dids dr.
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We may and shall restrict to the + case and omit the subscript, and restrict both the £ and
&’ integrals to the range (—o0, 0], the other case being similar but simpler. We then need
to decompose each of the Fourier transforms F(...) etc. into various constituents, i.e.,
write

X0l UG, ) X0l OOV, )
f<—xfoll7“)l4(x’, -))@) - <<—X£0|U(S)I4(N, )) PeE)

X0l UG, ) ) _ixt X=lUOPG, )\ e i
+ ~ , (147 (=§))ee + ~ (@ —e " )e).
<<—x>o|U<”|4(xc ) —x=0lUP G, )
‘We shall consider the contribution from the first and third terms, the second~being treated
similarly to the third. Moreover, performing the same decomposition for F[B; (A, -)] as
FO A . . o
well as F ( X;OWU“'}I 4% )) )(&'), it is easy to see that we may restrict to the contribution
o0 .

from the third term, as the others are simpler. We commence with the following expres-
sion:

Zf tf (v —1)(s)
+,+ T t

s/2 p0 7(s)14¢q/ . . . - -
' /0 f <(_X . O(Lf],;(silf(;’, ))) (e™€ — e—1x¥>g><ﬂ1(w, ). (€ — e E)e) dt db!

s/2 0 T A o -
/0 / <(—X;O(|)T]0<S|>|§?i ).)>’(emS e )e>(ﬂ 10, (7 — e=1)e) dg’dhds dr.
(5.53)

If we recapitulate the proof of SLDE for both bracket factors, we see that we may reduce
to estimating

S w-nw
++JT t

.\/S/z fo << P<a’[X>0|0~(S)|2]P<a’[|0~(s)|2]()",a ) ) (eix§ _ e—iXé)e>
0 Jooo\\=Pu[x=0l U AIP_[ITUD A1V, ) )’ =

(BL(V, ), (X8 — emi*E)e) dE d)

. /“2 /0 << P<a[x>o|ﬁfs>|2]P<a[|ﬁj”|2](x,->) (e,»ng_eixsf)e>
0 Jooo\\=P<alx=0lUSPIP_[IUS 211, ) )0 =

A(B1L (A, ), (€8 — e~ixE")e) dE dA ds dt,

where a = A73/4%€2 ¢/ = V' 73/4)€2 ¢y = €(8,). Recalling the product representation
of B1 (), ) as in (5.30), we first reduce the frequency of the right hand integral factor
of both B1(%, ), B1 (X, +) to size > AL~€. This is achieved as in case (BC). For technical
reasons we shall effect this by means of a sharp cutoff x. ;- (&) etc. Thus for example{g_?’]

66 The same argument applies to all terms of the list §;.
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we shall put

T (. eTi(=2) o0 42
Bi(h, x) = (U (*, )> x X>0(x)—/ e TN g(y)dy,

xUD @, ) —n2 ) o
where
" v o vy [F@a) @
g(y) = ¢<A1/10(y)/ X>1—¢ (%’)(6% +e ”‘E)g[#} dé,
oo £
where y. ;- (&) is a Heavyside function. Of course we have
o0 x—y)2 o0 . )
: S gy = [ PR e
s —AJ-co >

Similar observations apply to (', -), for example

TS, - eFils=A)  poo o2
B\, x) = (U @, )) X X>o(x)—/ eE 10 g (y) dy,

O CESULCN .
where
s o ’ N IVE F((ﬁdis)(g/) ’
300 = by fo Ko €€ e P e

We now further specialize the frequency support of g(y), g(y), by including cutoffs
x1. &), x I (¢) corresponding to intervals [;, ;j of length A7¢, i.e., introduce

0 ; ; F(Pais
gi(y) = ¢<A1/10(y)/ Xon-e () x1, (E) (% + f”’%é[%} dé,
~ & 7 N ivE’ 7 -7:(¢dls)($/) 7
gi(y) = ¢<AI/IO(Y)/O Xon—e (ENs(ENe™ x;(& )ém d§'.

Clearly if |i — j| > 1 these functions have separated Fourier supports (of distance = 17¢)
up to errors of order A~V hence negligible. Now introduce 81 ; (), -), Bi, j (A, -) exactly
as above with g(y), g(y) replaced by g;(y), g; (). It is easy to see that we can restrict
both |&], |€'| to size < A3 for €3 = €3(83), since otherwise one gains enough to overcome
any losses in the proof of SLDE.

Case 1: |i — j| > 1. Here we exploit integration by parts in s. Write

o Ei(s—2)

(s — )\)3/2

U® @, )

oux) =%
Br,i(A, x) <xU(3)(A,«)

9] . VE2 ixk A
) X x=0(x) / eFIENE i 5. (£) de
—0o0

and similarly for B, j()J , -). Then rewrite
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Z/ z/ (v —1)(s)
++ T t

_ /”2 /" << Poo[x=0lU W PIP (1T P10, -)) (@ _eixs)e>
0 —00 _P<a/[X>0|U(S)|2]P<a’[|U(S)|2]()h/7 2 ’ N

(1), (78 — emixE)e) dE di/

. /‘S/Z /-O << P<a[X>0|U~(S)|2]P<‘1[|U~(S)|2]()\’ ) > (eixé’ — e_ixgl)e>
0 Jooo\\=P<alx=0lUSPIP_[IUS 211, ) )0 =

ABLi(A, ), (€Y — e~ixEN ey dE d)dsdt  (5.54)

as

o) o0 0 0 00 OO )
/ z/ (v— 1)(s)/ / / / SEETEDY (5, 4, ) £, 8 dE dE" drd) ds dt,
T t —o0 J—00 JO 0

switch the order of integration, integrate by parts in s, decouple the variables &, &’ by
means of discrete Fourier transform and proceed as in the proof of SLDE. Choosing
€ > 0 small enough results in a gain in A, even upon summing over #, j. This concludes
Case 1.

Case 2:i = j + O(1). First write
Bui=2v—1B7, + B,

where

500, D
B ZA(—ng(‘Yg(X ))> X X>0(X)m 7006 =1 gi(y)dy,

J +i(s—A) 00 4?2
b (x +2Ap)US (1, .)) y e / a2

i = 7 S0 X)—————+= e iG=n g dv.
Pl <(x +2Ap) U9 (1, ) x>0l )(s 02 ) gi(y)dy

From the proof of SLDE, recall that we use integration by parts to write

(BLY (), (€7 — 7))

—ix e | —ixk ’/OO _ (3y0~<§)()~,)’)>
zé/o (e +e )<§ X o(y) —3, 09 Gl y)

eii(S*)L) S
=032 / e 60 gi(2) dzdy> dx. (5.55)
- —00

Still following the proof of SLDE in the low-low case, we then use the free parametrix to
write schematically

A 00 2
=~ 1 O=2)
WU, y) = / —/ e 1= 3 [|UI*U (u, ) + VU (e, 2))d7 dp.
’ 0 vVA—nJooo ‘
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We then break this into the contributions from x_ _,1/2+¢; (1) X><(A_H)l/2+eg(|Z/I)IU |4
U, 2), and x_ _; _j2e (W) x> <ae3 (2)VU (i, 2'). Indeed, from the argument in the
proof of SLDE, it follows that if one > sign is chosen in these cutoffs, the correspond-
ing contribution leads to a small extra gain in A, which then suffices to close, provided
€3 = €3(82). Thus we now choose everywhere the < sign, and substitute this into @
Collecting the exponentials, we encounter the following phase function, just as in the
proof of SLDE:

2

6‘7[%+%]727 /Q/l(k u’)+l(v —A)
z 1 1 =152 . 2 I _
’(y\/»\ St ity T G+ s il 5 P L+

. 1 1 2 .
— e—’(Y,/m'i‘m—)’l) ol

where we have
Iyvi2l =Iyi2(z, 2, A,y 9)| S A9

on the support of the integrand in (5.53). Thus plugging this into (5.53) and omitting the
integration in ', u for now, we obtain the expression

1 00 poo ,
o ix& —ix§
<s—x)<x—u)/_oo/_oo/ (@ de
/ —l(ym w? Mg ()g1(w, 2)dydx dzdz

1
[+ u / / / [: bl st gl il X_'Aﬂ_l,l]l]
NG ”

Y X i —i F (i
[ dpazome / Koree (011, () + ¢ ”")e[@‘;)(’”]

dngi(Z', p)dzdz.
Now assume [; = [a;, b;] where min{|a;|, |b;|} > A~€. Then integrate by parts in

pizdi F(pais) @) eithi ~7:(¢7(25)(bi)
a; i

0 . .
/ X>x—e(n)xn(n)(e’2”+e_’z")g[

—00

-7'-(¢dis)(77):|d
n iz
f(d’dis)(n)]d

1 (0 . .
— .—/ X (M xg; (M (e — e ””)gan[
17 J_ o n

Observe that

I . ,
¢ 31710 (Z)E / X=a—e (M xr; (™ — e~ M)ed, [ < (log MA™¢,
—00

-7:(¢dis)(n):| d
n

Ll
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whence this expression has a negligible contribution upon continuing the proof of SLDE
and choosing €3 < €. We further observe that the restriction |&| < A73/4t€ as well as the
restrictions on |z|, |Z’|, A and u specified further above imply that

[ee] e~ _ e~ _ oo
az[ein/ |:eté[x+y1][,/sl)h+)\l#] ' i ) '}/ Jif? dpdi}
-1 X
< -1/t

oo s — cora _ o
|:eiy2/ |:et§[x+ylll,/xll+klﬂl 1+eft§[x+ylll,/ﬁ+ﬁ] 'i|/ eipzd,od)?i|
-

<28,

X

Thus to all intents and purposes we can replace the latter function by a constant as far as
its dependence of z on [—Al/ 10,1/ 10] is concerned. But then one calculates
eizai F(dais)@i) el F(¢dis) (bi)

o : b
‘ / @ _51/10(2) @ - : dz
—0Q

1z

<A

Putting everything after (5.53)) together, we see that
(BLT Gh. ). (@ = 7)) | S ATl dog a5 — ) 2,
which then yields

O ( Poalx=0lUS PIP_[US (R, ) e ixe
‘ /oo<(—P<a[x>o|l7<s>|2]P<a[|0<s>|2](x, -))’ (e —e )€>

B ), (e — emixE)e) dE’

5 )\._1)\._3/4+€2)\.)\,_3/4+62)\.1/2(log)\.))\._G(S _ )\‘)—3/2 § (log)u))»_l+2€2_€(s _ )\’)—3/2

We shall choose 0 < € < €. Analogously to (5.33)), we also need to estimate the contri-
bution of . ‘ ‘
(B (1, ). (€€ — e7¥6)e).

This, however, is more elementary, as we can estimate

H<(e,-xs it ((x +2Ap) U0 (1, -))
T \@x+22p) U9, )

eTiG=h) o0 g2
X X>0(X)m/_ooe =1 gi(y) dY>

2
Lg

S +22)TO 0 )l (s =072 S s =72,
whence we get

’ /0 << P<al =010 PIP<a [0 P13, ~>) (eing_eing)e>
oo \\=Palx=0lUOPIPL U1V, ) ) =

(B9 (1, ), (@€ — emixEeydE'| S 272 (s — 1),
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which then leads to an acceptable contribution. Now of course we eventually need to
estimate the expression (5.54) under our current assumption i = j + O(1), and then sum
over i. One can replicate the preceding arguments for 1 ;(1', -) as long as A" > 210,
say. But we can exclude the opposite case, since if A’ < 210¢ we can restrict U (M, x) to
the range |x| < A%, say, using pseudo-conformal almost conservation, and then we can
restrict e~ 6~ () ks to frequency < s~ 1%, say, provided € is small enough.
Thus we can reduce this situation to the separated frequency case. Finally, if A’ > 110¢,
we get

O N Pealx=0lUS PIP_[IU® P12, ) e —ixt!
‘ /_oo<<—P<a[x>o|0<s>|2]P<a[|0<s>|2]<x, -))’ (€ —e )€>

B (). (@ — i) dE’

1
>

O 1 Pealx=0lUSPIPL[IUCPIV, )\ | iver —ixt’
: () 12 ~) 21017 ) (€ e e
—00 _P<a[X>0|U [“1P<o[IU]*1(A7, )

B (€3 — o)) di’

S A_l)‘_3/4+52)\.)\._3/4+62k1/2(log )\'))\'—E (s — )\)_3/2)\/_l)\-/_3/4)\62A/K/_3/4A52k/1/2
~(log A~ (s — A2
< (log )")2)\’71+4€2*26)\’/7] (s — )\)*3/2(s . A/)fs/z‘
Upon summing over O (A€7€3) indices i = j 4+ O(1), this leads to a small gain provided

€y + €3 K €, which we may arrange. This concludes the treatment of (5.53).
We next consider the contribution of the term

S [ v-ve
+,+ T t

s/2 0 75 (o
. X>0|U | ()L ’ ) /. ixt _ ,—ix& ’
fO /oo<<_X>0|0(S)|4()J, )>’ o (x, E)>(/310L ), (e e e) d& di

. /S/z /O X>O|Ufs)|4()‘v ) (eixé/ _ e—ixg/)e
0 Jooo\\=x=0lUW*, ) )7 =

AB1 (A, +), (€X' — e~ixENe) dE d)dsdt.  (5.56)

We observe that we may innocuously include cutoffs ¢~ ¢ (]x]) simultaneouslyE] in
front of

( Xx=0lUW*G, )

—x=0lUW*Q, -

Including the cutoff ¢- ;¢ (]x]) clearly leads to the desired extra gain, while including

the cutoff ¢_,/5¢ (|x]) allows us to restrict e i=MH? (H*) *gis in Bix (/) to small

, AL ).
)) Bi1(A, )

67 Te., either both have the < or the > subscript.
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frequency. As we can always restrict the frequency of e ' =MH pgis in Br (A, -) away from
zero, we have then achieved frequency separation and can argue as before in case (BC).
This concludes case (CC) provided we have max{x, A’} < s/2. The case max{A, A’} >
5/2 is more elementary and omitted. We are now done with the proof of Lemma [5.11]
whence also the lemma before it. O

We now continue with the proof of Proposition [5.10} note that the expressions

/Oof/oo(v - 1)“(S)<<q) (s, '),¢>dsdt, a>1,
T Ji U Jdis

/OOI/OO 1')(s)<(l:]> (s, ") ¢>dsdt

r t 0 dis e ’

can be treated exactly as above, using Lemma [5.11] and the relation (3.7). Thus up to
terms which can either be estimated using Lemma or else can even be absolutely
integrated, there is only one potentially troublesome expression, namely

/ f 0% — 02, ¢)ds dt,

where ¢ is an even time-independent Schwartz function:

(B) The contribution of the term [t [*®(U% — U2, ¢)dsdt. We handle this by the
following lemma, which hinges on a symplectic structure:

Lemma5.12. Let T e AQ) T = {(C

[0.T) U)dis’ } Then, for T < T and ¢ an even

Schwartz function,

T T _
/T tf <U§is(s, -)—Uc%is(s, ')7¢>det§ T_1/2+51’
t

provided 81 is large enough in relation to &3, 83. Similarly,

T -
/~ (UG, ) = Ug (e, ), gy de S T2
T
Both bounds are uniformin T.

Proof. Tt relies on identifying a special cancellation in this expression. We treat the first
expression in detail, the second following the same reasoning. Also, we may put 7 = oo.
To begin with, write

U® 0o
(U(S))m Zf ex(x, é)fi<U( )>($)d§. (5.57)

This gets substituted into

62 0O\ U\ (1 0)(U® 558
(OED2s,) = (OF)Gs, ), 9) = <<U(S)> (0 _1)(0(S)>dis,¢>. (5.58)
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The key here is that

[oofy &)ecerom)=(dwa(l §lewernom)

which is easily seen to vanish for & = &’. Moreover, this also vanishes for § = —¢&’, since
then it is the inner product of an odd and an even function (use the fact that e+ (x, —§) =
g

e+ (—x, &)). To proceed, we now think of (—

co ) gis a8 @ convex linear combination of

. 10
functions ( v

o )l. gis» ©ach of which satisfies a relation of type (3.27). Clearly, it suffices

o®
~ U
we shall denote these again as (%) gis» s well as for the corresponding inputs of the
Duhamel expression. Then substitute the latter into (5.58)). We shall treat the most difficult
term which results when we substitute the non-local source term for both factors, i.e., the
expression

S emo(s ©)ese o)
4,4+ v —00J—00 t

s TOPTO
] Fi(s—2)(E2+1) U 17U (A, -)
/Oe fi<_|0(s)|40(s)(k") &) dn

$ TSRO (0
| iy g (WG ,
[) € i<_|0(5)|40(s)(k/’ ) (&) dr dEdE ds dt.

to substitute just one such function for each factor ( ) dis® and by abuse of notation,

The remaining (local) source terms are handled by the exact same method but much easier,
hence omitted. Then we focus on the most difficult case when the s-phases cancel each
other, i.e., when there is a + and a — sign. In order to render the Fourier transforms
explicit, we write as usual

IANURICND UOPOD G, ) UOPTD G, )
~ () AT = x>0 "~ ouFG +x<0\ < uEn ,
—UDPFT® @, -) — OO, -) — U9, -

with a similar expression for the second factor in A’. Without loss of generality we shall
then include the yx-q(x)-cutoff in both cases. Then we subdivide the (&, £’)-plane into the
four standard quadrants. If (£, &) is in the first or third quadrant, observe that

@80 1 (x,8") (x,§) (x,8Y7( 0 1 (x,8")
(6+§ (2 0)“?/ L () _ ([e+§ - Q; 105 0)“? L $ ()
§-¢ §-¢&
whence this is smooth and bounded with bounded derivatives in the interior of these
quadrants, and continuous up to the boundary. If (&, £’) is in one of the other quadrants,
we have
(u(g,é)(_ol (1))e+(gc;$ ),¢(x)) ~ <[e+(§‘é) _ e+(f,§7§)](_01 (1))e+(;/,é)’¢(x))
§+¢§ §+¢&

9

)
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whence the same comment applies. Now let (£, &’) be in the third quadrant. Then we can
write

x=0()TDPFTO (2, )
d <—x>o(x>|0<f>|40<s><x, -)>(‘§)

N << X=0@ITOPFTD (0, )
W\ o @ITO PTG, )

), (@™ — e e+ (1 +r(—€))e e+ ¢(x, s>>,

x=0@ITWPFTO 0,
—X> o(x)lU“>|4U<S>(N~
We shall treat in detail the contribution of (¢!*¢ — ¢~*§)e, the other contributions being
treated similarly. As usual, we need to dlstmgulsh between different frequency ranges:
first assume max{|£|, |€'|} > s€©2), for suitable €(8,). For example assume |&| > s€©%2)
effected by means of a smooth cutoff ¢~ < (§). Observe that then

|(j(S)|4(j(S)()\’ ) ix it
<X>0(x)<—|l~](s)|4ﬁ(“)()»,-) (@ — e e

B (F) °(x)<—|0<f>|40<s><x,-))’(6 e

IU(‘Y)|40(S)(X, ) ix it
+ <X>O(x)ax (—|0(S)|40(S)(X, 3 (@ +e e |

For the boundary term, integrate by parts in £ in order to score arbitrary gains in s. For the
second term, keep integrating by parts in x until a boundary term results or else enough
powers of s are gained.

Thus we may now include smooth cutoffs ¢ . s¢ (§), pgc (§”). Commence with the case
max{A, A’} < s/2. We perform integrations by parts in &, £/, and obtain the following list
of integrals:

/ / / / ¢<se(s>¢<se<s><e(?)<l O>e(x§,§)¢>(x>>

s)14r7(s
/ emI-E Dy 7 (X>0(x)|U()| 790, ))(s)d/\
e x>0 TOPFTS (2, )

5/2 7(s)1477(s)
.fy/ 1 HOME D, T (X>0(X)|U PTG )(5/) d\'ds di d dE’,
s — M Koo MITOPTO -

[ o[ 2] o

1 UO PRI (1,
/ i1 +1>f+( x=0(x)] (I)4 ( )>(§)dx
0o s—A —X=0TDPFTO 0, )

2 77(s) 1477 (s
./s/ L i ME D, 7 (X>0(x)|U~(A)| Ufé)(k/’ ) )(5/)d)»/dsdtd§d§/,
o s—n° —Xx=0)TOPFTO G/, )

with a similar expression for F_ ( ) (&'), where e gets replaced by oy e.
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CZ/OOO/ / [ @ )<e(x:)( o) | % E)} ¢(x)>

%-/

(8) 1477 (S)
—i(s—A)(§2+l)a Fi ( X>0()C)|U [FUY (A, ) ) dx
/0 ¢ 0@ TOFTOG, )

) 476
/ G HE=E D < X010 fs @) )(g’) d) dsdt dg dg',
o s & X=0)|TWPFTOG!, )

D:/ / / f ¢<ve<s>¢<ve<s>< [("f)](_o] o)af [E(Xs/g)} P )>

1 oils— —M)(E2+1) X>0(x)|U(Y)|4U(Y) (x,9)
Y Fy T & dn
o s—A° — x>0 UOPFTO @, )

R SR x=0ITOPFOO G, )
+i(s—A")(E+1) >0 ’ ’ ’ /
/0 g }—_(—X>0(x)|0(s)|4l7(s)()\/, _))(g)dx ds dt d& dE'.

We do not worry about the case when 9 or d¢ falls on one of the cutoffs since then
we have either || ~ s€ or |§’| ~ s€, which case is treated as before. Observe that we can

write
F. ( TORTR0, )(E) 5/ ( TOrTDG. ) )( &)d
= af)da.
Ng©proe©®, ) O T+ TOPRTO G, )

Of course a similar identity applies to F_(...), whence we reduce to estimating expres-
sions of the form

/ / / f D5 (&) P<se (S V&g (8, 5)

L —i-nE UOFTDG. )
N L a d.
/0 Y FLgorgoan, )

21 e |UDPFTO (-
b sie-nEn,,, : N gt :
/0 L e f‘(—|l7(”|40“)(/\’ _))(g)dx dsdide d€',  (5.59)

where the function g(&, ') is smooth and bounded in the interior of the third quadrant as
well as continuous up to the boundary. Expand as usual

x=0)|TOPFTO (2, )
0. - —
67+ (—X>o(X)|U(S)|4U(S>()», -))g)

_ <( x0T ) ) (% 4 e_ixs)e> +
—x x>0 UWPFTO (1, -) -

where . .. represent terms that can be treated similarly. Now assume that we localize x
to dyadic range |x| ~ 2%, k > 0. If we then have |&| > max{s /2T s~172k} effected
by means of a smooth cutoff, we obtain arbitrary gains in s by integration by parts in §.



Non-generic blow-up solutions for NLS 115

Thus we shall now include a localizer ¢, (s-1/2+ s-1-2¢) (§) upon localizing x to dyadic
range |x| ~ 2F, i.e., we reduce to considering

0 0 00 00
> / / /T t / D cman(s— 12+ s 1-2k) (E)P<se (B)Pse (E)EG(E, E)
k —00 J —00 t

o
. /s/z 1 e_,-<s_x)@2+1><( -2 (X[UVIFUL () >’(6,~xg +e_,~xs)e>dk
0o s—4 ¢ (x| UDPFTO (1, ) -

s/2 1 : N [](3) 40(&) A, P Iy
. /0 et )(s2+1><<_x)|6|0(s|)|4U(Sf(A ))), (€ 4 ominE )ale> dids dr de de'.

(5.60)

Note that summing over k will amount to an extra logs at most, whence we shall
safely discard this summation. Our strategy will be to perform an integration by parts

FOPTO . _ . .
(( ¢¢:2k(f)|)|0(sl)‘40( f(/\))), (¢ + e7"*)e). For this to be useful, though, we need to
i (x D,

achieve some preliminary reductions in the last factor U®, just as in the proof of SLDE.
Recall that we can write

(71
0%, )—/ Vi—n f e g(u,z)dzdp,

where g(u, z) = |U(S)|4(7(S)(,u, z) + - - - . Decompose
TOPTY (1, 2) = x ek WITO PO (1, 2) + ok WITO PO (11, 2).

Then observe that

H / i / e ok OITO T (. 2) dz s

A
s/ W dp <27k,
2k

2
L).

Similarly, we have

A 2
—1 O—2)
H / Vi K / M0 ¥ () om0 ITO T (1, 2) dz dp
0 —

s
5\/
0

One obtains similar estimates if one substitutes the remaining local terms in g(u, z),
localized to |z| > 2¥~10, in the preceding integral. Thus if we substitute

VO, y) = / N / eit '“[x o (WITOTS (1, 2)

+ X<2k(u))(22k-1o(z)|U(”|4(7(S)(/L, 2) + Xsp-10(2) .. 1dzdp

L2
2ipud, U (1, z) — CUS (u, 2)
Z

n2dp < (log )27t
L2

XZsk (Z
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instead of U for the last factor in IU () |4lj G, y), we get
162t x| T PFVO L )1 S 272

‘We now show how this suffices to control
0 0 00 00
/ / / t / ¢<S€ (§)¢<sf (é/)¢<max{s_1/2+’s_1_2k}(S)ég(sv %J)
—00J—00JT t

. /“/2 L i-n@n[( ¥~ I0VFV 0,0\ @ 1+ 6 an
0 S—A —x¢ k()T FVE (2, ) -

/21 . , x|UOPFVE R, - - -

where V) (), ) is defined analogously. Thus we can estimate this by

Y 2 76y ),
/ t/ max{s’l/zﬂs’l*zk}/ b %k ) U VA, x)
TS 0o (s—a)32

—x¢ o ()UWPFVO @, )
/S/Z 1 x|0(5)|4‘7($)()\’/’ )
0 =P\ OOPFVOO, )

L

d) ds dt
Ly

o0 o0
</ t/ sTVCHs3 ggar < T771/CH),
T '

We are exploiting here the pseudo-conformal almost conservation, which implies that
- A
1262 OIT VR 0l < a2
Thus we now replace at least one of U0, ), 090, ) by

W)
/OO /k — ) @OV T () + - 1dpdz et
= €70 [ % ok (1) X ok-10(2 M, 2) +---ldpdz et
e Jo = <2 <2
Then we decouple the &, & variables in (5.60), which can be achieved by means of dis-
crete Fourier expansion:

Posc (ENPse (1E'DESEEN =6 D aume™ ™ ayy| <[5l + 5 im[] V.

n,mes €7

Consider the case when we replace the fifth U G)(n, ) by W(S)(X, -). We are thus led to
estimating contributions of the form

0
foo 2 ~ ~ . (v
f Edoye (8)e'CTHEFD (¥ 1(0)hpk )X |TS WO (0, ), (618 4 o710 g
—00

We shall put n = 0 since the other cases are dealt with similarly. We treat here the contri-
bution of e~*¢, the one of e*¢ being treated similarly. Switch the order of integration

in this, and introduce the new variable & := /s — A& + 3 \/);j Then we can rewrite the
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preceding expression as

JT/ / ( _sz_:f)é;ék

e e T xp (0| TOPFWS (4, ) dE dx.

Now perform an integration by parts in the x-variable, and replace the preceding by the
sum of multiples of the following expressions (as well as equivalent terms):

1 /00/2\/?5—718[(15 e(é_zh)g_zh]eigzdé
Vs—rdo Joo TN s—x ) Vi

o0 v2 -
X ()T |4[ / eTEH WS (1, y) dy] dx, (5.61)
X

SI_A/OOO/_:‘Y—*[@AE(S:/SZL/L)'%\/;T} a

oo V2 ~
pp ()T |4[ / T WO (1, y) dy] dx, (5.62)
X

1 © 34T 5_2\/%)5 2\/7:|
<s€ d
VS—)»/(; /;oo |:¢ ( Vs —a Vs — 4 s

o2
-x¢~2k(x)Xax[|l~]<x)|4()»,x)]|:/ e‘MW(S)(k,y)dy}dx. (5.63)

W0, y) = / /

2k 10

Now write

e’“ '“ g, z)dudz,

where we have |z| < on the support of g(,u z). Thus we obtain

(= 2
/ T MW(S)(A y)dy —/ / / e4'<s Delt- M)g(u 2)dpdydz
X

// < 141 1 )
m\/ L+t - — e ——
iG—n T = 40 T A—p (A—“)\/H

g, 2)dp ¢ _pr-10(lz]) dz,

which is seen for x ~ 2% to be of order (x/+/A)~ !, upon using the definition of g(u, z).
Now plug this into (5.61)). For example, we get

ok e (e
s—aJo oo s—AL T\ Vs=x J26—2)
<__-

Xk (x)|0(~?)|4|:f e4,(v DWW (2, ) dy:|
X

1
Vs =1 (s =132

NS
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Observe that we are using pseudo-conformal almost conservation here. Integrating over
A < s/2 results in the upper bound < s~!. The remaining contributions to (5.61)) (Leibniz
rule) are treated similarly, as is the contribution of (5.62)). Now consider (3.63). Here we
invoke the same trick as in the proof of SLDE:
~ 1 - -~ T
0T G, 0] = —[COVTOG,x) = TVCTD R, 0]
i

For example, we can estimate

1 Sl s §— QJ);_ﬁ X g =
¢<S‘ e dg:
s—2Jo Jox MS—A )s—A

o0 2
Xk ()T * (1, x)][ / eTI WO (1, y) dy] dx
X

o [ () e
s—XAJo —00 S — A (s —=2)

1~ ~ - -
-¢~2k(x>x|cu<”||xU<S>||U“>|2<x, x)]ﬁ dE dx

< (s — N)TIVE A0,

which upon integration over A < s/2 again results in the estimate s~!*. The second
contribution to (5.63)) is treated similarly.

Keeping in mind that we need to eventually estimate (3.60), we next consider the
expression

0 . / ~ ~ s sl P!
f boye (N STVED (0 (x| TOPWO W, x), (67 + e )e) dE.
—0o0

One proceeds analogously and obtains expressions as in (3.61)), (3.62), (5.63) but without

the factor ("g:’ -3 J;—T) /+/s — A’. One then has to argue somewhat differently for the

expression

X X
1 o0 25—/ §- 24/ 5=\ iE2 %
Gase| ———= e dé
s—AJo —0 Vs =N

0 y2 B
o (OTOI O, x)[ / T WO, y) dy] dx.

X

Here we use the estimate
1/27-1
A0S x)[&} SRVZUSES
NV

whence we can bound the above expression by

1 )\’/—3/24—6(52).

Vs =M
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Integrating over A’ < s/2 results in the upper bound \/Efwe(m. Combining all these
estimates, we now obtain

/ b ose (E)pye (€)Eg(E. )

: Le—:(s ME+D) ot DTV FWO G, ) CAE L AV I
o s—2 ¢ UOPFWO@, )/ -

: 7() AT

P e XIUOFWO G, ixg' | —ixt’

: e - (€ e ore
0o s—X —x|USPWS 2, )

f f / f d)<v€ (§)¢<€€(§ )Eg(é %.)
k

ﬂ-(s—x)(sm) o IUOFWO @, ) (€ + e )e)dr
¢k OTOPWO 2, )’ -

T A6 ()
/‘ A/ +l'(S—)L)(E/2+1)<< )C'(]NY | V}f‘ ()\-, ) >’ (eixg’ +e—ixsr)ole>
s —
k

—x| UV 4, )

/ / / / G5 (E)pse (ENEG(E. EN
/2

4
/ LT A)@2+1><< ot ITVFVO 0 )),(e”‘S +e‘”“§)e>d)\
0 s—A° ~¢ TV PFVOG, ) R

0 /2 7 4y

P e[ XUOTWO0) N\ e e

) e . = , (e +e Joie
o s—N —x[USPWO @, ) B

< 7o,

5 T_l/(2+),

which together with (5.39) implies
se (E)p<se (§)Eg (5, &)

4
/ T wzﬂ)« ¢ OTOPTO G, ))7(eixs+e—ix$)e>d)t
o S—A —p ()T PFTO (1, ) -

r7(s) 1477 (s

P ieener[( XOOFUOG) N\ e e

: e ~ ) 4T (€ + e )ore
0o s—N —x|UOPFTS (2, )

< 7o,

as desired.
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The case max{i, A’} > s/2 is more of the same. This concludes the proof of the
estimate for the bilinear symplectic form. We have now also filled the gap in retrieving
control over ||CU|| L2 while the ¢ in the expression (U? — U2, ¢) encountered there
was time dependent, one easily checks that up to an error which leads to an absolutely
integrable expression, one may replace this by a constant function. O

This then also concludes the proof of Proposition [5.10] by the comments preceding
case (B). ]

5.3. Establishing control over the modulation parameters

We formulate

Proposition 5.13. Let T = Ta 3 g,y U1, I'1 € AE(I)’O%). Then the iterative step (viii)

(Section 4) is well-defined. Moreover,

k
(5)3/2-20 da

sup ()27l + Y

O=s<T 1<k<[N/3]

+ sup (PPBOIF Y [T (s)
0<s<T 1<k<[N/3]

LM[0,T]

_ s, dF
+ sup (PP D )V ) (s)

0<s<T 1<k<[N/3] LM[0,T]
1/2-6 3/2-26 dk
+ osup ()P @I+ Y [Ey(s)
0<s<T 1<k<[N/3] § LM[0,T]

< 8%
LM[0,T]

_ e dF
+ sup (PP @I+ Y ET ul(s)
0=s<T 1<k<[N/3] §

Proof. We commence by estimating ] = p'v' — b/, (A,.)~!, which is given by the right
hand side of (3.8). Observe that schematically we have

N U
Es(o) = —(N, &) + Z (v —=1)%e(0) + (v — 1)(0)<(5> ,¢>-
a=0,1 dis

Thus we recover the first desired estimate for 81 (s), |81(s)| < 82(5) 3/ 281 upon using
Proposition[5.10]and its proof, if we also show that

‘rl(s)/Tx (U)(v—l)(a)<<l:]> ¢>>da
* s > 0 dis,

5 <s>—3/2+81 )

We state
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Lemma 5.14. LetT € AES)T). Then

r i
/ Aoo(oxv—l)(o)((:) (o),¢>do
s U Jais

Proof. This is proved as usual by integration by parts in o, and Duhamel-expanding

S (S>—l/2+8] .

(g ) 4is (0)- Thus we rewrite the expression as the sum of the terms

0 T t
/ / ,(v_l)(t)/ Pl E=DE+D)
—00 Js 0

]__( (1 — 2 (V=Y (O-2(P =V} ) [T () (1)
’ 26 (W—Wao) 1 ()—2i (W—Woo)1 (M) 77 4
(—1 4 3¢ 1) =2i( )1( ))U(’)(A,-)%

0o T r 7(1) 4 (1) —
_ Ul YUY, ) 2
tw—1@) [ e (U - Fo(&)dndt de,
/;oo/s (v )( )/(; e —|U(t)|4()u,~)U(t)()n,-) &) Fp (&) &
as well as faster decaying local terms which can be handled similarly to the first term.
Let us look at the second term here, the first being treated as in the proof of Lemmam

by integrations by parts and further Duhamel expansion. Perform an integration by parts,
replacing this by the sum of suitable multiples of

Y *is-nEn £ UOPRHTOG, ) Fp (&)
A= /_Oos(v 1)(s)/0 e ]:<_|0(S>|4(A, YT, (é)g2+ N dirdt dg,
o0 T d
BZ/_OJ =D

iy 70 14 (1) =
| ie=nEn £ WUPFOS DUV G ) Fo &)
/0 e f(—lﬁ(’)|4(k, VIO, .)>(S)?§2 1 d)dt dE,

)(é)ffas(@ didt d,

e’} T d
C=f /r(u—l)(r)a[xww—uw)an

! (1) 4 () o
. =@+ [UPR, U (A, ) Fo (&)
/O e f<—|0(t)|4()\7 ‘)ax[](t)()\" )> é) Ez T dirdt dg,

e’} T d
D:/ /t(v—l)(t)a[)»oo(u—uoo)(t)]

! 7(0) |4 70) T
" i@y o BNUPHIG, U () ) Fo®)
/0 e '7:(—8)5[|U(t)|4]()\,')U(t)()»,-) (%_)52_’_ 1 didt dg,

00 T d
E= /_Oo[ t(v— DU)EW — Voo l1(2)

o 7)) 4 7(1) I
. (=M (E2+1) Iq( (A, YUYV (R, ) Fo(&)
/0 e ]:<|U(t)|4()n,~)[](t)()t,')>($)§2+1 drdt dé,

o0 T 4 ~ ~
_ ~ 014, 0@\, FoE)
F_/_OOK Hv 1)(t)]-'<_|0|4(t’ o _))(5)—52+1dtd$.
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Now, for A, repeat the proof of SLDH®|to bound it by < s'/291573/2+5 petter than
what is needed. For B, use |%[t(v — 1)(t)]| < 1712420 (see (B.14)). C is handled
analogously. For D, observe tha

o0 t ~ 4 ~(l) =~
un@in g I0OMG IO, ) FE©

t 704 7(0)
= iy RNTDH, HTD () .
_</0 ‘ <_3x[|0(t)|4]()»,-)f](t)()\’,) disdk,H o).

Proceeding as in the proof of SLDE, i.e., using (5.4) as well as pseudo-conformal almost
conservation, we can bound the preceding expression by < (T)~3/2%% Now one pro-
ceeds as for C etc. Expression E is like the one we started out with, but with an extra
%[\IJ — Wl () ~ (v — 1)(¢). Finally, F is more elementary, as we have

00 U4, )0, -)) Fo(&) ’ ’<< O, )0, .)> . >‘
F A - oo dE| = ; ; H
'/_oo <—|U|4<r,~>U(r,-> ®a 1% = \Core yoe ), 0

< 79/ o

The derivatives of ] (s) are then estimated upon differentiating (3.8).

We proceed to v}, which is defined via the right hand side of (3.7). Using identical
reasoning as for B, one obtains the bound |v|(s)| < (s)~1/2+3152 We can now define
al,, b, as in the iterative step in Section 4, which then also defines 8’. Further, we have,
following step (viii) in Section 4,

St 12 1
e—folﬁv +7g Esl(0) do — N ()™ < 52 (5) 32401

Then define ¢/, and o/ (s) as in step (viii) of Section 4. The bound |{s)/2791 o] (s)| < 8*
is an immediate consequence of the preceding estimates as are the desired bounds for the
derivatives of ) (s).

We next define 1/ (s) as in (@.I). Again using the definitions and the fine structure of

E4 etc. as well as the preceding estimates, we infer the existence of constants v}, yi,
such that
, 2008 + vi
wis)=——=———>=+o
00 T boos s
Also, observe that due to our definition of u’(s), we automatically have the consistency
relation ;o
beyy.
cho = vioak, 002 0
Further, defining
20 s + !
Wis) = p'(s) — =220,
al, +bl s

68 SLDE refers to strong local dispersive estimate, i.e. Lemma
69 of course, one should include the + subscripts for F, F.



Non-generic blow-up solutions for NLS 123

the desired bounds follow from the fine structure of E4 etc. as well as the preceding
estimates. Finally, defining y'(s), yl’ (s) as in step (viii) of Section 4, the desired bounds
follow analogously.

Combining Lemma [5.4] Lemma Lemma[5.8] Lemma 5.9} and Proposition [5.13]
we have finally proved Theorem[5.1] Continuity of the operator Ta 1 g.w.y.u is straightfor-

ward and can be achieved using crude bounds, as we only work on a finite time interval.
This then implies Theorem 4.5] ]
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