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Abstract. We consider positive solutions of the system

ut −1u = v
p, vt −1v = u

q

in a ball or in the whole space, with p, q > 1. Relatively little is known on the blow-up set for
semilinear parabolic systems and, up to now, no result was available for this basic system except
for the very special case p = q. Here we prove single-point blow-up for a large class of radial
decreasing solutions. This in particular solves a problem left open in a paper of A. Friedman and
Y. Giga (1987). We also obtain lower pointwise estimates for the final blow-up profiles.

1. Introduction and main results

Let us consider the following reaction-diffusion system:
ut −1u = |v|

p−1v, x ∈ �, t > 0,
vt −1v = |u|

q−1u, x ∈ �, t > 0,
u = v = 0, x ∈ ∂�, t > 0,
u(x, 0) = u0(x), x ∈ �,

v(x, 0) = v0(x), x ∈ �,

(1.1)

where p, q > 1, � is a smooth domain in Rn, and u0, v0 ∈ L
∞(�). We denote by T =

T (u0, v0) ∈ (0,∞] the maximal existence time of the classical solution (u, v) of problem
(1.1). We shall mainly consider the case when � is a ball BR = {x ∈ Rn; |x| < R} and
solutions are radially symmetric, i.e. depend only on r = |x| at a given time t . Note that
this is the case whenever u0, v0 are radially symmetric. When no confusion is likely, we
shall identify (u(x, t), v(x, t)) and (u(r, t), v(r, t)). If, moreover, u0 and v0 are radially
decreasing, then ur , vr ≤ 0 in [0, R] × (0, T ). It is well-known [12, 13] that T < ∞

when the initial data are suitably large. Throughout the paper, we shall use the notation

α =
p + 1
pq − 1

, β =
q + 1
pq − 1

(1.2)

for the standard scaling exponents of system (1.1).
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In the case of a single equation, the blow-up set was first studied in [24], where the
first result on single-point blow-up was obtained for n = 1, p large and particular initial
data. It was next shown in [10] that when� = BR and p > 1, single-point blow-up occurs
whenever the solution is positive, radially symmetric and nonincreasing as a function of r .
See [10, 18, 3, 22] for further results in the scalar case.

As for system (1.1), little is known concerning the blow-up set. As far as we know,
the only available result is that of [9]. In that work, single-point blow-up was proved for
n = 1 and symmetric decreasing solutions under the very restrictive condition that p = q,
but the question for p 6= q was left open. The purpose of the present paper is to solve this
problem. Our main result is the following:

Theorem 1. Let p, q > 1 and � = BR . Let (u, v) be a radially symmetric, nonnegative
classical solution of (1.1) such that ur , vr ≤ 0 and T < ∞. Assume that (u, v) satisfies
the upper blow-up estimates

sup
0<t<T

(T − t)α‖u(t)‖∞ <∞, sup
0<t<T

(T − t)β‖v(t)‖∞ <∞. (1.3)

In particular, (1.3) is known to be true if we assume in addition that either

ut , vt ≥ 0 in BR × (0, T ), (1.4)

or
max(α, β) ≥ n/2. (1.5)

Then blow-up occurs only at the origin, i.e.

sup
0<t<T

(u(r, t)+ v(r, t)) <∞ for any r ∈ (0, R).

Remarks 1.1. (i) Estimate (1.3) under assumption (1.4) is due to [5], where it was actu-
ally proved for any bounded domain. Property (1.4) is true whenever u0, v0 ∈ L

∞
∩H 2

∩

H 1
0 (�) satisfy 1u0 + v

p

0 ≥ 0, 1v0 + u
q

0 ≥ 0. As for (1.3) under assumption (1.5), this
follows from straightforward modifications of the proof in [4] (where this was shown for
� = Rn but without symmetry restrictions). We also refer to [2, 1, 8, 21] for other results
related to property (1.3).

(ii) The result of Theorem 1 remains true for the Cauchy problem (that is, R = ∞)
provided u0, v0 are not both constant. This follows from straightforward modifications of
the proof.

On the other hand, we establish pointwise lower bounds on the blow-up profile for a
suitable class of solutions.

Theorem 2. Let p, q > 1 and � = BR . Let (u, v) be a radially symmetric, nonnegative
classical solution of (1.1) satisfying ur , vr ≤ 0 and ut , vt ≥ 0, and such that T < ∞.
Then we have the estimates

|x|2αu(x, T ) ≥ c1, 0 < |x| < η, (1.6)
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and
|x|2βv(x, T ) ≥ c2, 0 < |x| < η, (1.7)

for some c1, c2, η > 0.

Remarks 1.2. (i) In the scalar case, for radially decreasing solutions, the upper bound
u(x, t) ≤ Cε|x|

−2/(p−1)−ε, ε > 0, is known [10]. More precise estimates are available
in the case p < (n + 2)/(n − 2)+ (see [17, 23]). For system (1.1), the upper bounds
complementing (1.6) and (1.7) remain an open problem.

(ii) Theorem 2 partially improves on [19, Theorem 1], where it was shown (with-
out symmetry or monotonicity restrictions on the solution) that lim supt→T ‖u(t)‖r1 =
lim supt→T ‖u(t)‖r2 = ∞ for any r1 > n/(2α) and r2 > n/(2β).

Besides the results already cited, let us mention that some fine asymptotic properties
of blow-up solutions for system (1.1) have been studied in [1] and [25] from a different
point of view. In particular, these articles contain a classification and sharp estimates of
blow-up profiles, but the results are obtained under the assumption that |p− q| � 1 (due
to certain compactness arguments depending on some known results in the scalar case).
However, even under this assumption, no examples of single-point blow-up are given
there. For other aspects of system (1.1), especially concerning the Cauchy problem, see
e.g. [7, 6].

The outline of the paper is as follows. In Section 2, we explain the idea of the proof
of Theorem 1, which relies on two main lemmas. We state the key Lemma 2.1 and next
use it to prove Lemma 2.2. We then deduce Theorem 1. The proof of Lemma 2.1 is deli-
cate and requires several auxiliary results and preliminaries, which are given in Sections
3 and 4. These sections are respectively devoted to similarity variables and a local cri-
terion for excluding blow-up, and to properties of the ODE system associated with the
rescaled equations. Lemma 2.1 is then proved in Section 5. Finally, Theorem 2 is proved
in Section 6.

2. Proof of Theorem 1

In order to explain the new ideas of our proof, let us first recall that the method in [9]
(extending an idea from [10] in the scalar case) is to consider the auxiliary functions

G(r, t) = ur + εr
kuγ , J (r, t) = vr + εr

lvδ

(for suitable γ, δ, k, l > 1) and to show that G, J ≤ 0 on [0, R] × [τ, T ) for some
τ ∈ (0, T ). By integrating these inequalities, one then obtains upper bounds on u, v,
away from r = 0, hence in particular single-point blow-up. To deduce G, J ≤ 0 from the
maximum principle, one must show that (G, J ) satisfies a suitable system of parabolic
inequalities. However, the computations reveal that this requires good comparison prop-
erties between the two components u and v on [0, R] × [τ, T ). In [9], such properties
could only be established under the very restrictive condition that p = q.
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As a starting point of our improvement, we argue by contradiction, assuming that
blow-up fails to be localized at the origin, that is,

lim sup
t→T

(u(r0, t)+ v(r0, t)) = ∞ (2.1)

for some r0 ∈ (0, R). We then assign ourselves the task of establishing comparison of
the components, but only for such solutions, and only in a neighborhood of x = 0, say
r ≤ r0/2, having in mind the possibility (due to [11, 3] in the case of scalar problems) of
localizing the definition of G and J (cf. (2.4)–(2.5) below).

It turns out that under assumption (2.1), one can prove that (u, v) will behave in a
neighborhood of r = 0 like a solution of the corresponding ODE system, which yields
very precise comparison properties between u and v. Namely, we have the following key
lemma.

Lemma 2.1. Let p, q > 1 and � = BR . Let (u, v) be a radially symmetric, nonnegative
classical solution of (1.1) such that ur , vr ≤ 0 and T < ∞. Assume that (u, v) satisfies
the upper estimates (1.3). If (2.1) holds for some r0 ∈ (0, R), then for all 0 ≤ r < r0 we
have

lim
t→T

(T − t)αu(r, t) = A0, lim
t→T

(T − t)βv(r, t) = B0, (2.2)

where

A0 = (β
pα)1/(pq−1), B0 = (α

qβ)1/(pq−1).

In particular,

lim
t→T

[
up+1

vq+1

]
(r, t) = D := Ap+1

0 B
−(q+1)
0 , uniformly on [0, a] for each a ∈ (0, r0).

(2.3)
Lemma 2.1 will be proved in Section 5. The proof is delicate and requires a number of
preliminaries and of auxiliary results that will be given in Sections 3 and 4. It will take
essential advantage of the radial monotonicity of solutions, in order to identify suitable
space limits of rescaled solutions in terms of the corresponding ODE system, and of a
criterion for excluding blow-up at a given point, adapted from [1].

Now getting back to the maximum principle approach, we consider the following
modified G, J functions:

G(r, t) = ur + εc(r)v
γ , J (r, t) = vr + εd(r)u

δ, (2.4)

with

c(r) = sin2(πr/a), d = Kc, (2.5)

where γ, δ > 1 and ε,K, a > 0 will be chosen later on. Note that G, J ∈ C([0, R] ×
(0, T )) ∩ C2,1((0, R)× (0, T )). Assuming Lemma 2.1 is proved, we shall establish:
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Lemma 2.2. Let (u, v) satisfy the assumptions of Lemma 2.1 and let a = r0/2. There
exist γ, δ > 1, K > 0 and τ ∈ (0, T ) such that, for all ε ∈ (0, 1], G and J satisfy

Gt −Grr −
n− 1
r

Gr +
n− 1
r2 G ≤ vp−1J, 0 < r ≤ a, τ < t < T,

Jt − Jrr −
n− 1
r

Jr +
n− 1
r2 J ≤ uq−1G, 0 < r ≤ a, τ < t < T .

(2.6)

Proof of Lemma 2.2. Putting F = vγ , we compute

Gt −Grr = (ut − urr)r + ε[c(Ft − Frr)− 2c′Fr − c′′F ].

Using

(ut − urr)r =

(
n− 1
r

ur + v
p

)
r

=
n− 1
r

urr −
n− 1
r2 ur + pv

p−1vr ,

Ft = γ v
γ−1vt , Fr = γ v

γ−1vr , Frr ≥ γ v
γ−1vrr ,

hence

Ft − Frr ≤ γ v
γ−1(vt − vrr) = γ v

γ−1
(
n− 1
r

vr + u
q

)
,

and ur = G− εcvγ , vr = J − εduδ , we deduce that

Gt −Grr ≤
n− 1
r

(G− εcvγ )r −
n− 1
r2 (G− εcvγ )+ pvp−1(J − εduδ)

+ εvγ−1
[
γ c

(
n− 1
r

vr + u
q

)
− 2γ c′vr − c′′v

]
≤
n− 1
r

Gr − ε
n− 1
r

c′vγ −
n− 1
r2 G+ ε

n− 1
r2 cvγ + pvp−1(J − εduδ)

+ εvγ−1[γ cuq − 2γ c′(J − εduδ)− c′′v].

Consequently,

Gt −Grr −
n− 1
r

Gr +
n− 1
r2 G ≤ (pvp−1

− 2εγ vγ−1c′)J + εH1, (2.7)

where

H1 := −pdvp−1uδ + vγ−1
[
γ cuq + 2εγ dc′uδ + v

(
n− 1
r

(
c

r
− c′

)
− c′′

)]
.

We have

H̃1 :=
H1

cvγ−1uq

= −pK
vp−γ

uq−δ
+ γ + 2εγKc′uδ−q + vu−q

(
n− 1
r

(
1
r
−
c′

c

)
−
c′′

c

)
. (2.8)



174 Philippe Souplet

Symmetrically, exchanging the roles of u and v (and of c, γ and d, δ), we obtain

Jt − Jrr −
n− 1
r

Jr +
n− 1
r2 J ≤ (qupq−1

− 2εδuδ−1d ′)G+ εH2, (2.9)

where

H̃2 :=
H2

duδ−1vp

:= −
q

K

uq−δ

vp−γ
+ δ + 2εδ

d ′

K
vγ−p + uv−p

(
n− 1
r

(
1
r
−
c′

c

)
−
c′′

c

)
. (2.10)

Assume without loss of generality that p ≥ q and choose γ, δ such that

1 < γ < p, 1 < δ < q (2.11)

and

p − γ =
p + 1
q + 1

(q − δ) (i.e. γ =
δ(p + 1)+ p − q

q + 1
).

Observe that these conditions are satisfied for δ > 1 close to 1, since (p+1)+p−q
q+1 < p.

Using (2.3) we deduce that

vp−γ

uq−δ
=

(
v(p+1)/(q+1)

u

)q−δ
→ Dδ−q as t → T , uniformly for r ∈ [0, a].

Next set K = Dδ−q ; it follows from (2.11) that

γ < pKDδ−q and δ <
q

K
Dq−δ. (2.12)

On the other hand, it is easy to check that the function c given in (2.5) satisfies

n− 1
r

(
1
r
−
c′

c

)
−
c′′

c
≤ C1, 0 < r < a. (2.13)

Combining (2.8), (2.10), (2.12) and (2.13), we see that there exist η > 0 and τ close to T
such that, for any 0 < ε ≤ 1,

H̃1 ≤ −η + C2u
δ−q
+ C1vu

−q and H̃2 ≤ −η + C2v
γ−p
+ C1uv

−p

for 0 < r < a and τ < t < T . Since δ < q, γ < p, q > (q + 1)/(p + 1) and
p > (p + 1)/(q + 1), this along with (2.2) and (2.3) implies that

H̃1, H̃2 ≤ 0, 0 < r < a, τ < t < T

(on taking τ closer to T if necessary). Going back to (2.7), (2.9), and using δ < q, γ < p

and (2.2) again, we obtain the lemma. ut
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With Lemma 2.1 at hand, we can now conclude the

Proof of Theorem 1. Let (u, v) satisfy the hypotheses of the theorem and assume for
contradiction that (2.1) holds for some r0 ∈ (0, R). Let then G, J and τ be given by
Lemma 2.2, for some ε ∈ (0, 1] to be fixed. By using the maximum principle as in
[10], we get ur , vr < 0 in (0, R] × (0, T ) and urr(0, t), vrr(0, t) < 0 in (0, T ). Taking
ε ∈ (0, 1] sufficiently small, we deduce that G(r, τ ), J (r, τ ) ≤ 0 in [0, a] and, by con-
struction, we have G(r, t) = J (r, t) = 0 for r = 0, a and t ∈ (τ, T ). In view of (2.6), we
deduce from the maximum principle (see Remark 2.1) that

G, J ≤ 0, 0 ≤ r ≤ a, τ < t < T . (2.14)

On the other hand, (2.3) implies that

C3u
(p+1)/(q+1)

≤ v ≤ C4u
(p+1)/(q+1), 0 ≤ r ≤ a, τ1 ≤ t < T , (2.15)

for some τ1 ∈ (τ, T ). Assume p ≤ q without loss of generality the first inequality in
(2.14) implies that

−ur ≥ εc(r)v
β
≥ C

β

4 εc(r)u
m, m =

p + 1
q + 1

β > 1.

By integration, it follows that

u1−m(r, t) ≥ C5

∫ r

0
c(s) ds, 0 ≤ r ≤ a, τ1 ≤ t < T ,

which, along with (2.15), yields

lim sup
t→T

(u(r, t)+ v(r, t)) <∞, 0 < r ≤ a,

a contradiction. ut

Remark 2.1. The maximum principle for system (2.6) can be derived as follows. Fix
T1 ∈ (τ, T ). Multiplying the first inequality in (2.6) by rn−1G+ ≥ 0, integrating by parts
over (0, a) and using G(0, t) = G(a, t) = 0, we obtain

1
2
d

dt

∫ a

0
rn−1G2

+ dr ≤

∫ a

0
rn−1vp−1J+G+ dr −

∫ a

0
χ{G>0}r

n−1G2
r dr

≤ C

∫ a

0
rn−1(J 2

+ +G
2
+) dr

for t ∈ [τ, T1], and similarly

1
2
d

dt

∫ a

0
rn−1J 2

+ dr ≤ C

∫ a

0
rn−1(J 2

+ +G
2
+) dr.

Adding up, integrating and using G(·, τ ), J (·, τ ) ≤ 0, we conclude that G, J ≤ 0 in
[0, a]× [τ, T ).
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3. Similarity variables and local criterion for excluding blow-up

In this section, we allow� to be an arbitrary (possibly unbounded) smooth domain of Rn.
We also allow sign-changing solutions of (1.1). Let b ∈ �. Following [14, 1], we define
the (backward) similarity variables around (T , b) by

s = − log(T − t), y =
x − b
√
T − t

= es/2(x − b),

and the rescaled solution by{
w = wb(y, s) = (T − t)

αu(x, t),

z = zb(y, s) = (T − t)
βv(x, t),

on
D := {(y, s); b + yes/2 ∈ �, s0 < s <∞}, s0 = − log T .

Note that D ⊃ B(0, δes/2)× {s}, with δ = dist(b, ∂�). In similarity variables, the differ-
ential equations in system (1.1) read{

ws − Lw = zp − αw, (y, s) ∈ D,

zs − Lz = wq − βz, (y, s) ∈ D,

where
L = 1−

y

2
· ∇ = K−1

∇ · (K∇), K(y) = (4π)−n/2e−|y|
2/4.

We denote by (T (s))s≥0 the semigroup associated with L. More precisely, for each φ ∈
L∞(Rn), we set T (s)φ := w(·, s), where w is the unique classical solution of{

ws = Lw, y ∈ Rn, s > 0,
w(0, y) = φ(y), y ∈ Rn.

For any φ ∈ L∞(Rn), we put

‖φ‖LrK
=

(∫
Rn
|φ(y)|rK(y) dy

)1/r

, 1 ≤ r <∞.

Note that
‖ · ‖L

p
K
≤ C(p, r, n)‖ · ‖LrK

, 1 ≤ p < r <∞. (3.1)

If the function φ is defined only on a subdomain of Rn, then ‖φ‖LrK denotes the norm
of the extension of φ by 0. The following lemma (cf. [16, 17]) gives some important
properties of (T (s))s≥0.

Lemma 3.1. (i) For all 1 ≤ r ≤ ∞,

‖T (s)φ‖LrK
≤ ‖φ‖LrK

, s ≥ 0, φ ∈ L∞(Rn). (3.2)

(ii) (Delayed regularizing effect) For all 1 ≤ m < r < ∞, there exist C0, s
∗ > 0 such

that
‖T (s)φ‖LrK

≤ C0‖φ‖LmK , s ≥ s∗, φ ∈ L∞(Rn). (3.3)
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Remark 3.1. In Section 5, it will be sometimes useful to rescale the solution written in
radial variable. Namely, assume � = BR , u, v radially symmetric, and write u(x, t) =
U(r, t), v(x, t) = V (r, t), r = |x|. We set

W = Wb(ρ, s) = (T − t)
αU(r, t),

Z = Zb(ρ, s) = (T − t)
βV (r, t),

ρ =
r − |b|
√
T − t

= es/2(r − |b|),

defined on

D̃ :=
{
(ρ, s); −|b|es/2 < ρ < (R − |b|)es/2, s0 < s <∞

}
, s0 = − log T .

The equations for (W,Z) are then
Ws −Wρρ +

ρ

2
Wρ = |Z|

p−1Z − αW +
(n− 1)e−s/2

|b| + e−s/2ρ
Wρ, (ρ, s) ∈ D̃,

Zs − Zρρ +
ρ

2
Zρ = |W |

q−1W − βZ +
(n− 1)e−s/2

|b| + e−s/2ρ
Zρ, (ρ, s) ∈ D̃.

(3.4)

We also note that

wb(y, s) = Wb(|be
s/2
+ y| − |b|es/2, s) (3.5)

and a similar relation holds for zb.

The main objective of this section is a criterion for excluding blow-up at a given
point. A result of this nature was first obtained for a single equation in [15], by using the
variational structure (weighted energy) available in the scalar case. In the case of system
(1.1), where the energy structure is not available, the authors of [1] were able to obtain
such a result, for� = Rn, with the help of the smoothing effect in Lemma 3.1. We extend
their result to general domains.

Proposition 3.2. Let M > 0 and let (u, v) be a classical solution of (1.1) satisfying
T <∞ and

(T − t)α‖u(t)‖∞ ≤ M, (T − t)β‖v(t)‖∞ ≤ M, 0 < t < T . (3.6)

Let a ∈ � and let (w, z) be the rescaled solution by similarity variables around (T , a).
There exists ε = ε(n, p, q,M) > 0 such that, if

‖w(σ)‖L1
K
+ ‖z(σ )‖L1

K
< ε (3.7)

for some σ ≥ s0, then a is not a blow-up point of (u, v), i.e. (u, v) is uniformly bounded
in the neighborhood of (a, T ).
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Proof. For given s1 ≥ s0, denote respectively by w̄ and z̄ the solutions of{
w̄s − Lw̄ = |z̃|p − αw̄, y ∈ Rn, s > s1,

w̄(y, s1) = |w̃(y, s1)|, y ∈ Rn,

and {
z̄s − Lz̄ = |w̃|q − βz̄, y ∈ Rn, s > s1,

z̄(y, s1) = |z̃(y, s1)|, y ∈ Rn,

where w̃(·, s), z̃(·, s) denote the extensions of w(·, s), z(·, s) by 0 to the whole of Rn.
Clearly w̄, z̄ exist globally and, by the maximum principle, we have |w̃| ≤ w̄, |z̃| ≤ z̄ for
s > s1. (In order to avoid any difficulty related to the application of the maximum princi-
ple in a time dependent domain, just observe that, converting back to (x, t) variables, the
comparison can be done in �.) By the variation of constants formula, we deduce that

eαs |w̃(s1 + s)| ≤ e
αsw̄(s1 + s)

≤ T (s)|w̃(s1)| +

∫ s

0
eατT (s − τ)|z̃(s1 + τ)|

p dτ, s1 ≥ s0, s > 0, (3.8)

and

eβs |z̃(s1+s)| ≤ T (s)|z̃(s1)|+

∫ s

0
eβτT (s−τ)|w̃(s1+τ)|

q dτ, s1 ≥ s0, s > 0. (3.9)

On the other hand, since ‖w(s)‖∞, ‖z(s)‖∞ ≤ M for s ≥ s0, due to (3.6), the function
h := w̄ + z̄ satisfies

hs − Lh ≤ C1h,

where C1 = max(Mp−1,Mq−1). Therefore

|w̃(s1 + s)| + |z̃(s1 + s)| ≤ e
C1sT (s)(|w̃(s1)| + |z̃(s1)|), s1 ≥ s0, s > 0. (3.10)

Fix r > max(1, n/2)max(p, q) and let s∗ be given by Lemma 3.1(ii) with m = 1. It
follows from (3.7), (3.10), and Lemma 3.1(i) that

‖w̃(σ + s)‖L1
K
+ ‖z̃(σ + s)‖L1

K
≤ C2ε, 0 < s ≤ s∗, with C2 := eC1s

∗

. (3.11)

Let now

T0 = sup
{
s > 0; eατ‖w̃(σ + s∗+ τ)‖L1

K
+ eβτ‖z̃(σ + s∗+ τ)‖L1

K
≤ 2C2ε, τ ∈ [0, s]

}
.

(3.12)
Note that T0 > 0 and suppose for contradiction that T0 < ∞. Assuming p ≤ q without
loss of generality, hence α ≤ β, we have, by (3.12) and (3.11),

‖w̃(σ + s∗ + s)‖L1
K
+ ‖z̃(σ + s∗ + s)‖L1

K
≤ 2C2εe

−αs, −s∗ ≤ s ≤ T0. (3.13)
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For 0 ≤ τ ≤ T0, (3.10), (3.3), and (3.13) imply

‖w̃(σ + s∗ + τ)‖LrK
+ ‖z̃(σ + s∗ + τ)‖LrK

≤ eC1s
∗

(‖T (s∗)w̃(σ + τ)‖LrK
+ ‖T (s∗)z̃(σ + τ)‖LrK

)

≤ C0e
C1s
∗

(‖w̃(σ + τ)‖L1
K
+ ‖z̃(σ + τ)‖L1

K
)

≤ 2C2C0e
C1s
∗

εe−α(τ−s
∗)
= C3εe

−ατ , (3.14)

with C3 = 2C2C0e
(C1+α)s

∗

. Using (3.8) with s1 = σ + s∗, (3.2), (3.1) and (3.14), we
deduce that

eαs‖w̃(σ + s∗ + s)‖L1
K
≤ ‖w̃(σ + s∗)‖L1

K
+

∫ s

0
eατ‖z̃(σ + s∗ + τ)‖

p

L
p
K

dτ

≤ ‖w̃(σ + s∗)‖L1
K
+ C(C3ε)

p

∫ s

0
e−α(p−1)τ dτ

≤ ‖w̃(σ + s∗)‖L1
K
+ CC

p

3 (α(p − 1))−1εp. (3.15)

Similarly, using (3.9) and noting that αq > β, we obtain

eβs‖z̃(σ + s∗ + s)‖L1
K
≤ ‖z̃(σ + s∗)‖L1

K
+

∫ s

0
eβτ‖w̃(σ + s∗ + τ)‖

q

L
q
K

dτ

≤ ‖z̃(σ + s∗)‖L1
K
+ CC

q

3 (αq − β)
−1εq . (3.16)

Adding (3.15) and (3.16) for s = T0, and using (3.11) for s = s∗, it follows that

2C2ε ≤ C2ε + CC
p

3 (α(p − 1))−1εp + CC
q

3 (αq − β)
−1εq ,

hence
C2 ≤ C(n, p, q, r,M)(ε

p−1
+ εq−1),

which is impossible for ε = ε(n, p, q, r,M) > 0 sufficiently small. Consequently, we
have T0 = ∞. It follows in particular from (3.14) that

‖w̃(s)‖LrK
≤ C4εe

−αs, s ≥ σ + s∗, (3.17)

with C4 = C3e
α(σ+s∗).

Now, by continuity, there exists η > 0 small such that (3.7), and hence (3.17), is still
true when the point a is replaced by any b ∈ � such that |b − a| < η (note that ε and C4
are independent of a). Restated in terms of u, this means that∫

Rn
|u(b + y

√
T − t, t)|re−|y|

2/4 dy ≤ C, T − δ < t < T, |b − a| < η,

for some δ ∈ (0, T ). Assuming δ < η/2, it follows from Fubini’s theorem that∫
|z−a|<η/2

|u(z, t)|r dz ≤ e1/4
∫
|y|<1

∫
|b−a|<η

|u(b + y
√
T − t, t)|re−|y|

2/4 dy ≤ C

for T − δ < t < T . In view of r > nq/2, applying standard local parabolic regularity
properties to the second (and next to the first) equation in (1.1), we deduce that v (and
next u) is bounded near (a, T ). The proposition is proved. ut
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4. Properties of the rescaled ODE system

In this section, we study nonnegative solutions of the ODE system{
w′ = zp − αw,

z′ = wq − βz,
(4.1)

with p, q > 1 and α, β > 0 (not necessarily given by (1.2)), where ′ = d/ds. In partic-
ular, the classification of entire solutions of (4.1) (i.e., global for all s ∈ R) is essential
in the proof of Theorem 1. It is clear that the only constant nonnegative solutions of (4.1)
are given by (w, z) = (0, 0) and (w, z) = (A0, B0), where

A0 = (β
pα)1/(pq−1), B0 = (α

qβ)1/(pq−1).

Proposition 4.1. (a) Let s0 ∈ R and let (w, z) be a global nonnegative solution of (4.1)
for all s ≥ s0. Then one of the following holds:

(i) (w, z) ≡ (0, 0);
(ii) (w, z) ≡ (A0, B0);

(iii) w′z′ < 0 for all s ≥ s0 and lims→∞(w(s), z(s)) = (A0, B0);
(iv) there exists s̄ ≥ s0 such that w′z′ < 0 on [s0, s̄) and w′, z′ < 0 on (s̄,∞). Moreover,

lims→∞(w(s), z(s)) = (0, 0).

(b) Let (w, z) be a nonnegative solution of (4.1) with maximal existence interval I . As-
sume that, for some s0 ∈ I ,

w(s0) ≥ A0, z(s0) ≥ B0, and (w(s0), z(s0)) 6= (A0, B0).

Then T := sup I <∞ and lims→T −(w(s)+ z(s)) = ∞.

(c) Let (w, z) be a global nonnegative solution of (4.1) for all s ∈ R. Then either:

(i) (w, z) ≡ (0, 0);
(ii) (w, z) ≡ (A0, B0); or

(iii) lims→−∞(w(s), z(s)) = (A0, B0) and lims→∞(w(s), z(s)) = (0, 0).

Proof of (a). Step 1. Assume without loss of generality that p ≥ q > 1. We first note
that (w + z)′ = wq + zp − (αw + βz), hence

(w + z)′ ≥

{
wq + zq − C(w + z) if z ≥ 1,
wq + zq − 1− C(w + z) if z ≤ 1.

In all cases, we have (w + z)′ ≥ C1(w + z)
q
− C2. Consequently, since (w, z) exists on

[s0,∞), we get
w + z ≤ M := (C2/C1)

1/q , s ≤ s0. (4.2)

Step 2. LetR = [0,∞)2 \ {(0, 0); (A0, B0)}. We claim that the regions

R1 = {(X, Y ) ∈ R; Yp − αX ≥ 0, Xq − βY ≥ 0}
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and
R2 = {(X, Y ) ∈ R; Yp − αX ≤ 0, Xq − βY ≤ 0}

are positively invariant for system (4.1).
Indeed, if (w, z) leaves R1 at some time s1 ≥ s0, then either w′ = zp − αw = 0,

z′ = wq − βz > 0, or w′ = zp − αw > 0, z′ = wq − βz = 0 at that time (simultaneous
equalities are excluded by local uniqueness). In particular, this implies w(s1), z(s1) > 0.
But then w′′(s1) = (pzp−1z′ − αw′)(s1) > 0 or z′′(s1) = (qwq−1w′ − βz′)(s1) > 0,
respectively. Consequently, (w(s), z(s)) ∈ R1 for s − s1 > 0 small; a contradiction. The
argument forR2 is similar.

Step 3. By Step 2, if (w, z) is nonconstant, then we have either:

1. (w(s), z(s)) ∈ R \ (R1 ∪R2), i.e.: w′z′ < 0, for all s ≥ s0;
2. there exists a first s̄ ≥ s0 such that (w(s̄), z(s̄)) ∈ R1, hence w′, z′ > 0 on (s̄,∞) and
w′z′ < 0 on [s0, s̄); or

3. there exists a first s̄ ≥ s0 such that (w(s̄), z(s̄)) ∈ R2, hence w′, z′ < 0 on (s̄,∞) and
w′z′ < 0 on [s0, s̄).

Indeed, the argument of Step 2 shows that if (w(s̄), z(s̄))∈R1, resp.R2, then (w(s), z(s))
∈ int(R1), resp. int(R2), for all s > s̄.

In case 1, either w′ > 0, z′ < 0, or w′ < 0, z′ > 0, for all s ≥ s0. Since (w, z)
is bounded due to (4.2), (w, z) must converge to a (nonzero) equilibrium. This yields
assertion (iv). In cases 2 and 3, w and z must again converge to an equilibrium. Since
R2 ⊂ {X ≤ A0, Y ≤ B0} \ {(A0, B0)}, the only possibility in case 3 is (0, 0). Finally,
case 2 cannot occur, due toR1 ⊂ {X ≥ A0, Y ≥ B0}\{(A0, B0)}. The proof of statement
(a) is complete.

Proof of (b). We claim that the region

R3 = {(X, Y ) ∈ R; X ≥ A0, Y ≥ B0}

is positively invariant for system (4.1). Indeed, if (w, z) leaves R3 at some time s1 ≥ s0,
then either w > A0, z = B0, or w = A0, z > B0 at that time. Therefore either z′ =
wq − βz > A

q

0 − B0 = 0, or w′ = zp − αw > B
p

0 − A0 = 0, hence (w(s), z(s)) ∈ R3
for s − s1 > 0 small; a contradiction. Hence (w(s), z(s)) ∈ R3 for all s ∈ [s0, T ). But
this is incompatible with each of assertions (i)–(iv) in part (a). We deduce that T <∞.

Proof of (c). If (w, z) is global on (−∞,∞) and nonconstant, then the discussion in
Step 3 of part (a) implies that either:

1. w′ > 0, z′ < 0 for all s ∈ R and (w, z)→ (A−0 , B
+

0 ) as s →∞;
2. w′ < 0, z′ > 0 for all s ∈ R and (w, z)→ (A+0 , B

−

0 ) as s →∞; or
3. there exists s̄ ∈ R such that w′z′ < 0 on (−∞, s̄), w′, z′ < 0 on (s̄,∞), and

lims→∞(w(s), z(s)) = (0, 0).

In all cases, since (w, z) is bounded on R due to (4.2), and monotone as s → −∞, it
must converge to an equilibrium as s → −∞, either (0, 0) or (A0, B0). In cases 1 and 2,
both limits are clearly impossible. We are thus left with case 3 and we just need to rule
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out (0, 0). To do so, observe that if w(s) + z(s) ≤ ε for some ε = ε(p, q) > 0 small
enough, then (w+ z)′(s) ≤ εp−1z+ εq−1w− αz− βw < 0, hence supτ≥s(w+ z)(τ ) ≤
(w + z)(s). Therefore, lims→−∞(w, z) = (0, 0) would imply w ≡ z ≡ 0. We conclude
that lims→−∞(w, z) = (A0, B0), and this completes the proof of part (c). ut

We shall also need the following consequence of Proposition 4.1(b), concerning the sys-
tem of differential inequalities corresponding to (4.1).

Proposition 4.2. Let s0 ∈ R and let w, z ∈ C1([s0, T )), w, z ≥ 0, satisfy{
w′ ≥ zp − αw, s0 < s < T,

z′ ≥ wq − βz, s0 < s < T,

along with

w(s0) ≥ A0, z(s0) ≥ B0, and (w(s0), z(s0)) 6= (A0, B0).

Then T <∞.

Proof. Let (w, z) be the unique maximal solution of (4.1) such that w(s0) = w(s0) and
z(s0) = z(s0), and denote by s1 its maximal existence time on the right. It follows from a
simple comparison argument that w ≥ w and z ≥ z on (s0,min(s1, T )). The conclusion
then follows from Proposition 4.1(b). ut

5. Proof of Lemma 2.1

Let (u, v) be a radially symmetric, nonnegative classical solution of (1.1) such that ur , vr
≤ 0 and T < ∞. We assume that (u, v) satisfies the upper estimates (1.3) and that (2.1)
holds for some r0 ∈ (0, R). We shall successively prove (2.2) in the cases r ∈ (0, r0) and
r = 0 (the former case being used in the proof of the latter).

Step 1. Proof of (2.2) for r = |a| ∈ (0, r0).

Let (W,Z) = (Wa, Za) be the radial rescaling of (u, v) by similarity variables around
(a, T ) (cf. Remark 3.1). Fix a sequence sj → ∞. By (1.3), the functions W and Z are
bounded. By (3.4) and parabolic estimates, it follows that for some subsequence (still
denoted sj ), the sequence of translates (Wj , Zj ) defined by

Wj := W(ρ, s + sj ), Zj := Z(ρ, s + sj )

converges in W 2,1;q(Q) to some pair of functions (φ, ψ) for each compact Q ⊂ R × R
and each q ∈ (1,∞). (Note that the domain of (Wj , Zj ) contains Q for j large enough.)
Consequently, (φ, ψ) is a bounded nonnegative solution of

φs − φρρ +
ρ

2
φρ = ψ

p
− αφ, ρ, s ∈ R,

ψs − ψρρ +
ρ

2
ψρ = φ

q
− βψ, ρ, s ∈ R.

Moreover, since ur , vr ≤ 0 on [0, R)× (0, T ), hence

Wρ, Zρ ≤ 0, s0 < s <∞, −aes/2 < ρ < (R − a)es/2, (5.1)
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we have
φρ, ψρ ≤ 0, ρ, s ∈ R. (5.2)

Therefore, we may define

φ±(s) = lim
ρ→±∞

φ(ρ, s), ψ±(s) = lim
ρ→±∞

ψ(ρ, s),

and it is clear that
φ+ ≤ φ−, ψ+ ≤ ψ−.

We claim that φ±, ψ± satisfy{
φ′± = ψ

p
± − αφ±, s ∈ R,

ψ ′± = φ
q
± − βψ±, s ∈ R.

(5.3)

To prove the claim, we shall apply a standard argument based on multiplication by test
functions. However, in order to avoid dealing with the (potentially troublesome) terms
(ρ/2)φρ , (ρ/2)ψρ in the passage to the limit, it is convenient not to work in the current
similarity variables. Thus put

U(x, t) := (T − t)−αφ
(

x
√
T − t

,− log(T − t)
)
,

V (x, t) := (T − t)−βψ
(

x
√
T − t

,− log(T − t)
)
,

(5.4)

for x ∈ R and −∞ < t < T , and observe that

U±(t) := lim
x→±∞

U(x, t) = (T − t)−αφ±(− log(T − t)) (5.5)

and similarly for V±. Then (U, V ) solves the system (cf. the beginning of Section 3){
Ut − Uxx = V

p, x ∈ R, −∞ < t < T,

Vt − Vxx = U
q , x ∈ R, −∞ < t < T .

(5.6)

Fix χ ∈ D(R) with
∫
R χ = 1 and let ξ ∈ D(−∞, T ). For each positive integer j ,

replacing x by x + j and multiplying the first equation in (5.6) by χ(x)ξ(t), we have∫ T

−∞

∫
R
Ut (x + j, t)χ(x)ξ(t) dx dt =

∫ T

−∞

∫
R

[V p + Uxx](x + j, t)χ(x)ξ(t) dx dt.

Integrating by parts, we get

−Aj ≡ −

∫ T

−∞

∫
R
U(x + j, t)χ(x)ξ ′(t) dx dt

=

∫ T

−∞

∫
R
V p(x + j, t)χ(x)ξ(t) dx dt

+

∫ T

−∞

∫
R
U(x + j, t)χ ′′(x)ξ(t) dx dt ≡ Bj + Cj . (5.7)
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By dominated convergence, using the boundedness of φ,ψ and (5.4), we obtain

lim
j→∞

Aj =

∫ T

−∞

(∫
R
χ(x) dx

)
U+(t)ξ

′(t) dt =

∫ T

−∞

U+(s)ξ
′(t) dt, (5.8)

lim
j→∞

Bj =

∫ T

−∞

V
p
+ (t)ξ(t) dt, (5.9)

lim
j→∞

Cj =

∫ T

−∞

(∫
R
χ ′′(x) dx

)
U+(t)ξ(t) dt = 0. (5.10)

Combining (5.7)–(5.10), it follows that U ′+ = V
p
+ , and similarly V ′+ = U

q
+, on (−∞, T )

in the distribution sense, hence in the classical sense (since U+, V+ ∈ L∞loc(−∞, T )).
By the same argument, we obtain U ′− = V

p
− , V ′− = U

q
−. Converting back to φ±, ψ± via

formula (5.5), we obtain claim (5.3).
Now, in view of Proposition 4.1(c), only two cases are possible.

Case I: (φ+, ψ+) ≡ (A0, B0). Then (φ−, ψ−) ≡ (A0, B0), hence (φ, ψ) ≡ (A0, B0).
Case II: lims→∞(φ+(s), ψ+(s)) = (0, 0).

If we can rule out Case II, then for all tj → T , there exists a subsequence such that
limj (T − tj )αu(a, tj ) = limj W(0, sj ) = A0 and limj (T − tj )βv(a, tj ) = limj Z(0, sj ) =
B0, hence (2.2) and we are done.

Let us thus assume that Case II occurs and show that this leads to a contradiction. Pick
b such that |a| < |b| < r0, and let (wb, zb) and (Wb, Zb) be respectively the rescaling
and the radial rescaling of (u, v) by similarity variables around (b, T ). We claim that for
any ε > 0 there exists σ > s0 such that

‖wb(σ )‖L1
K
+ ‖zb(σ )‖L1

K
≤ ε. (5.11)

Let us prove the claim. By assumption, there exists s̄ such that

φ+(s̄), ψ+(s̄) < ε/8.

By definition of φ+, ψ+, this implies the existence of ρ̄ > 0 such that

φ(ρ̄, s̄), ψ(ρ̄, s̄) < ε/4.

Consequently, for all large j , we have

Wa(ρ̄, s̄ + sj ), Za(ρ̄, s̄ + sj ) < ε/2.

With ρ̄j = ρ̄ − (b − a)e(s̄+sj )/2, this is equivalent to

Wb(ρ̄j , s̄ + sj ), Zb(ρ̄j , s̄ + sj ) < ε/2.

Recalling from (5.1) that ∂ρW, ∂ρZ ≤ 0 for s0 < s <∞ and−aes/2 < ρ < (R−a)es/2,
and noting that ρ̄j ≥ −be(s̄+sj )/2, we deduce that

Wb(ρ, s̄ + sj ), Zb(ρ, s̄ + sj ) ≤ ε/2, ρ ≥ ρ̄j ,
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for all large j . Therefore, since ρ̄j → −∞ as j → ∞, by using (3.5), wb, zb ≤ C and∫
K dy = 1, we obtain (5.11) with σ = s̄ + sj and j large enough.

By Proposition 3.2, (5.11) implies that u(b, t) and v(b, t) remain bounded as t → T ,
contradicting (2.1) and |b| < r0. This contradiction concludes the proof of (2.2) in the
case r ∈ (0, r0).

Step 2. Proof of (2.2) for r = 0.

By Step 1, we know that

lim
t→T

(T − t)αu(r, t) = A0, lim
t→T

(T − t)βv(r, t) = B0, 0 < r < r0.

Since ur , vr ≤ 0, it follows that

lim inf
t→T

(T − t)αu(0, t) ≥ A0, lim inf
t→T

(T − t)βv(0, t) ≥ B0. (5.12)

Assume for contradiction that lim supt→T (T − t)
αu(0, t) > A0, that is,

lim
j→∞

(T − tj )
αu(0, tj ) = ` > A0, (5.13)

for some sequence tj → T . Let (w, z) = (w0, z0) be the rescaling of (u, v) by similarity
variables around (0, T ). Arguing as at the beginning of Step 1, we deduce that (up to
a subsequence) w(y, s + sj ) and z(y, s + sj ) converge locally uniformly to a (bounded
nonnegative) solution (φ, ψ) of

φs −1φ +
y

2
· ∇φ = ψp − αφ, y ∈ Rn, s ∈ R,

ψs −1ψ +
y

2
· ∇ψ = φq − βψ, y ∈ Rn, s ∈ R,

(5.14)

and, using (2.2) for 0 < r < r0, ur , vr ≤ 0 and (5.13), we also obtain

φ ≥ A0, ψ ≥ B0 in Rn × R, and φ(0, 0) > A0. (5.15)

Multiplying (5.14) by K and integrating by parts (this is easily justified by using the
Gaussian decay of the weight K), we obtain

d

ds

∫
Rn
φK dy =

∫
Rn
ψpK dy − α

∫
Rn
φK dy

and
d

ds

∫
Rn
ψK dy =

∫
Rn
φqK dy − β

∫
Rn
ψK dy.

Set f (s) =
∫
Rn φ(s)K dy and g(s) =

∫
Rn ψ(s)K dy. By using Jensen’s inequality, we

deduce that
f ′ ≥ gp − αf, g′ ≥ f q − βψ, s ∈ R,

and (5.15) implies that f (0) > A0, g(0) ≥ B0. This contradicts Proposition 2.2. Con-
sequently, lim supt→T (T − t)

αu(0, t) ≤ A0, and similarly lim supt→T (T − t)
βv(0, t)

≤ B0. This, along with (5.12), proves (2.2) in the case r = 0 and completes the proof of
Lemma 2.1. ut
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6. Proof of Theorem 2

In this section, C denotes a positive constant which may vary from line to line. We first
give the following lemma.

Lemma 6.1. Under the assumptions of Theorem 2,

‖u(t)‖∞ ≥ C1(T − t)
−α, ‖v(t)‖∞ ≥ C2(T − t)

−β , T /2 < t < T,

for some constants C1, C2 > 0 depending on u, v.

Similar results are well-known, but we give the proof for completeness.

Proof. Set U(t) = u(0, t), V (t) = v(0, t). Since ut , vt ≥ 0, we know that (1.3) is
satisfied. Moreover, U(T ) = ∞ (since otherwise U , hence V , is bounded). It follows
from (1.1) that U ′ ≤ V p, V ′ ≤ Uq , hence

U ′(t) ≤

(
V (0)+

∫ t

0
Uq(s) ds

)p
≤ C

(∫ t

0
Uq(s) ds

)p
, T /2 < t < T .

Multiplying by Uq and integrating, we readily obtain

Uq+1(t) ≤ Uq+1(0)+ C
(∫ t

0
Uq(s) ds

)p+1

, T /2 < t < T,

hence

Uq(t) ≤ C

(∫ t

0
Uq(s) ds

)(p+1)q/(q+1)

, T /2 < t < T .

One more integration yields∫ t

0
Uq(s) ds ≥ C(T − t)−(q+1)/(pq−1), T /2 < t < T . (6.1)

For T/2 < τ < t < T , by using (6.1), the first inequality in (1.3) and U being nonde-
creasing, we obtain

C(T−t)−(q+1)/(pq−1)
≤

∫ τ

0
Uq ds+

∫ t

τ

Uq ds ≤ C′(T−τ)−(q+1)/(pq−1)
+(t−τ)Uq(t).

For t close enough to T , taking τ = T −γ (T − t) with γ > (2C′/C)(pq−1)/(q+1), γ > 1,
we get

U(t) ≥ (C/2γ )(T − t)−(p+1)/(pq−1).

The lower estimate on V follows similarly. ut

To prove Theorem 2, we now modify an argument from [20] (used there for scalar equa-
tions). Since ut ≥ 0 and ur , vr ≤ 0, we have

∂

∂r

(
1
2
u2
r + uv

p

)
= (urr + v

p)ur +puv
p−1vr =

(
ut −

n− 1
r

ur

)
ur +puv

p−1vr ≤ 0,
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hence (
1
2
u2
r + uv

p

)
(r, t) ≤ uvp(0, t), 0 < r < R, 0 < t < T .

On the other hand, (1.3) and Lemma 6.1 imply that

v(0, t) ≤ Cu(q+1)/(p+1)(0, t), T /2 < t < T .

Therefore, we get

‖ur(t)‖∞ ≤ Cu
(m+1)/2(0, t), T /2 < t < T,

with m = p(q + 1)/(p + 1).
Next, for T/2 < t < T , let r0(t) be such that

u(r0(t), t) =
1
2u(0, t).

Note that, since ur < 0 in (0, R] × (0, T ), the implicit function theorem guarantees that
r0(t) is unique and is a continuous function of t . Since 0 is the only blow-up point by
Theorem 1, and u(0, t) = ‖u(t)‖∞ → ∞ as t → T , we see that r0(t) → 0 as t → T .
Now we have

−ur ≤ Cu
(m+1)/2, 0 ≤ r ≤ r0(t), T /2 < t < T .

Integrating in r over (0, r0(t)), we get

u−(m−1)/2(r0(t), t) ≤ u
−(m−1)/2(0, t)+Cr0(t) = 2−(m−1)/2u−(m−1)/2(r0(t), t)+Cr0(t)

hence u(r0(t), t) ≥ Cr
−2/(m−1)
0 (t). Using ut ≥ 0, it follows that

u(r0(t), T ) ≥ Cr
−2/(m−1)
0 (t) = Cr−2α

0 (t), T /2 < t < T .

Since r0 is continuous and r0(t) → 0 as t → T , we deduce that the range r0((T /2, T ))
contains an interval of the form (0, η), hence the estimate on u. The estimate on v is
obtained similarly. ut
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