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Abstract. This paper is devoted to the construction of polynomials of almost constant modulus
on the unit circle, with coefficients of constant absolute value. In particular, one obtains a much
improved estimate for the error term. A major part of this paper deals also with the long-standing
problem of the effective construction of ultraflat polynomials.
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1. Introduction

In 1957 Erdős put forward several problems on polynomials which have since then at-
tracted much attention. One of them asked what is the smallest maximum modulus of an
exponential polynomial P(θ) =

∑
am e

2πimθ of degree n with coefficients |am| = 1 of
modulus 1. Such polynomials are called unimodular. Erdős thought that the maximum of
an exponential unimodular polynomial of degree n was at least (1+ c)

√
n for some fixed

positive constant c.
In 1966 Littlewood [17] constructed exponential unimodular polynomials with

|P(θ)| = (1+ o(1))
√
n (1.1)

on the unit circle, except in a rather small neighbourhood of θ = 0 where a boundO(
√
n)

would hold. In view of this result, he was led to conjecture that there were exponential
unimodular polynomials of degree n with maximum modulus (1 + o(1))

√
n on the unit

circle, which would disprove Erdős’s conjecture.
Further results in this circle of ideas were obtained by Newman [18], Beller and New-

man [2], and Byrnes [6].1 The next important progress was done by Körner [16] who
introduced ideas from probability theory to show how to achieve unimodularity starting
from polynomials with coefficients only bounded by 1.

E. Bombieri, J. Bourgain: School of Mathematics, Institute for Advanced Study, Princeton, NJ
08540, USA; e-mail: eb@ias.edu, bourgain@ias.edu

Mathematics Subject Classification (2000): Primary 42A05; Secondary 42A61
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[19]) and the use of Byrnes’s claim invalidates the proofs of Theorems 6 and 7 of [16]. However,
the important Lemma 2 of [16], which is a basic tool for achieving unimodularity, does not depend
on [6] and remains valid.
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Finally, the solution of Erdős’s problem was provided by Kahane [14] with the con-
struction of the so-called “ultraflat” polynomials, namely exponential unimodular poly-
nomials P(θ) of degree n such that (1.1) held uniformly in θ . The o(1) term was made
precise in the same paper [14] as O(n−1/17

√
log n). Other important results on exponen-

tial unimodular polynomials, in particular the behaviour of derivatives, the consideration
of other norms, and a thorough discussion of the literature, can be found in Queffélec and
Saffari [19].

In this paper we prove the following four results. We write e(θ) = e2πiθ , ‖ ‖∞ for
the maximum norm on the the unit circle, and ‖P̂ ‖`1 for the `1-norm of the vector P̂ of
Fourier coefficients of the polynomial P .

Definition 1.

µ(n) = sup
‖P̂ ‖`1

‖P ‖∞

where the supremum is over all non-zero exponential polynomials of degree n.

It is known (H. Shapiro, S. Neuwirth and E. Ricard) that

µ(n) ≤
√
n. (1.2)

A short proof, communicated to us by H. Queffélec, goes as follows. We write P(θ) =∑
P̂ (m)(mθ). Then

1
n

n∑
m=0

|P(θ +m/n)|2 = |P̂ (0)+ P̂ (n)e(nθ)|2 +
n−1∑
m=1

|P̂ (m)|2.

Optimizing with respect to θ we get

(|P̂ (0)| + |P̂ (n)|)2 +
n−1∑
m=1

|P̂ (m)|2 ≤ ‖P ‖2∞.

Also,

‖P ‖2
`1 ≤ n

(
(|P̂ (0)| + |P̂ (n)|)2 +

n∑
m=1

|P̂ (m)|2
)

by the Cauchy–Schwarz inequality, and (1.2) follows.

Theorem 2. Let ε > 0. Then

µ(n) ≥
√
n−O((log n)3/2+ε).

More precisely, let
α := n−1/2(log n)3/2+ε

and A ≥ 0. Then there is a polynomial in e(θ) given by

P(θ) =
∑

P̂ (m)e(mθ)
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with supp(P̂ ) = [0, n], with |P̂ (m)| = 1 for 2αn < m < (1 − 2α)n, and |P̂ (m)| ≤ 1
otherwise, such that

|P(θ)| =
√
n+O(n−A) if |θ | ≤ 1/2− 2α,

|P(θ)| ≤
√
n+O(n−A) if 1/2− 2α < |θ | ≤ 1/2.

Theorem 3. Let ε > 0 and α = n−1/2(log n)3/2+ε. Then there is

P(θ) =
∑

P̂ (m)e(mθ)

with supp(P̂ ) = [0, n] and |P̂ (m)| = 1 there, such that

|P(θ)| =
√
n+O(n1/4(log n)3/4+ε) if |θ | ≤ 1/2− 2α,

|P(θ)| ≤
√
n+O(n1/4(log n)3/4+ε) if 1/2− 2α < |θ | ≤ 1/2.

Theorem 4. Let ε > 0. For every n ≥ 1 there is

P(θ) =
∑

P̂ (m)e(mθ)

with supp(P̂ ) ⊂ [0, n] and |P̂ (m)| = 1 there, such that

|P(θ)| =
√
n+O(n1/2−1/9+ε)

for every θ .

Remark 5. The proof can be refined so as to replace nε by a power of log n.

These theorems improve the corresponding results of Kahane in [14] and represent
the limit of our methods.

Remark 6. As such, the proofs of Theorems 3 and 4 are not constructive because they
use a randomizing construction (twice for Theorem 4). An effective construction of a
polynomial such as in Theorem 3 with the slightly worse error term O(n1/4(log n)9/4+ε)
is possible, as will be indicated in Section 13.

The last part of the paper from Section 14 onwards is dedicated to an effective con-
struction of a polynomial satisfying Theorem 4, a problem which has been around for
some time. We state

Theorem 7. Let ε > 0. For every n ≥ 1 there is an effectively constructible polynomial
satisfying the hypotheses and conclusion of Theorem 4.

Remark 8. The proof can be refined so as to replace nε by exp(clog n/log log n) for
some c > 0.
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Here by effective we mean that all coefficients are given explicitly in terms of ele-
mentary functions and sequences of signs ±1 determined in terms of Legendre or Jacobi
symbols associated to moduli which are primes or squarefree numbers in prescribed in-
tervals.

The content of this paper is as follows.
Sections 2 and 3 prove Theorem 2 and 3, using a Gaussian phase for the coefficients

and a smoothing of the amplitudes at the beginning and end of the polynomials, together
with precise asymptotic expansions. Here we follow the methods of [4].

Section 4 constructs a smooth partition of unity on the unit circle and deforms it
slightly to obtain polynomials, supported in [−M,N +M], close to 1 in absolute value
everywhere on the unit circle.

Section 5 chooses phase steps and coefficients. Section 6 decomposes the polynomial
P0 in five pieces P1, . . . , P5 which have to be treated separately. Section 7 studies the
coefficients of P1 using Poisson summation. Section 8 introduces the basic Körner cor-
rection. Section 9 obtains by randomization a good bound for the coefficients of P2. The
short Sections 10 and 11 bound the coefficients of the remaining components of P0. Sec-
tion 12 contains elementary estimates of Weyl sums and the proof of Theorem 3 using the
Körner correction.

Derandomization starts in Section 13 with the proof of the statement in Remark 6,
which is easy.

Section 14 contains some remarks about the problem and chooses a key parameter δ.
Section 15 gives a derandomized version of the polynomials P2 and P4 appearing in

the decomposition of P0 done in Section 6. This is achieved by introducing an explicit
sequence of signs determined by the expansion of a number in base p, where p is a
prime number dividing a certain squarefree number t , and studying associated mixed
exponential sums. Because of the definition chosen for the sequence of signs ±1, this
requires the study of carries in the sum x+1 in base p in order to deals with correlations.

Section 16 deal with the coefficients of P3 and P5, again by Poisson summation.
Section 17 starts the derandomization of the Körner correction, beginning with the

polynomial P (1) defined in Section 12. Denoting by ξ(z) a certain function, the problem
becomes to find explicit coefficients ωk such that∑

−M<k<N+M

ωkξ(P̂ (1)(k))e(kθ)

is essentially as small as what can be obtained by probabilistic methods. The main diffi-
culty is that the function ξ(z)which controls the Körner correction has the same argument
as z and has absolute value (1/(N + 2M)− |z|2)1/2. If z is small, a good approximation
to it may be given by multiplying the argument by a short Taylor series approximation
to the square root, but if |z|2 is close to 1/(N + 2M) then one needs many terms of the
Taylor expansion. Moreover, one also needs to control z/|z| and a new difficulty arises,
namely that after doing the Taylor series approximation one ends up with terms of type
z × |z|odd. Since the expression for z is a complicated sum, in order to control |z|odd one
needs to express z as a sum of a simple dominating term and a smaller explicit error term,
and then proceed with a further Taylor expansion for |z|odd with center the dominating
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term. The nature of the two Taylor expansions changes according to various ranges for
k ∈ (−M,M + N), requiring different considerations. Lemmas 29 and 30 show how to
modify P (1) to a new polynomial P (3) with a good explicit Körner correction in the range
k /∈ [2τN,N − 2τN ].

Section 18 deals with the explicit Körner correction in the range k ∈ [2M,N − 2M].
This reduces the problem to the evaluation of certain exponential sums for which we
want to obtain square root cancellation, and in order to achieve this, certain arithmetic
conditions are imposed on N , M , and on the parameter ε in Lemmas 31 and 32.

Sections 19 to 23 deal with the most difficult range k ∈ [N − 2M,N − 2τN ], the
range [2τN, 2M] being entirely similar. The first two sections perform a reduction to two
different mixed exponential sums, but only on a certain localization assumption (C16)
defined in the middle of Section 20. A serious difficulty is that in this range all five poly-
nomials P1, . . . , P5 in the decomposition of P0 play a role in the Fourier coefficients
of P (3). Now the Taylor series technique reduces the problem to the study of these two
mixed exponential sums, in several variables over Z/tZ, for a certain parameter t which
must be localized in a narrow range. (The many variables arise because the Taylor series
involve expansions of high powers of exponential sums in one variable, which become
correlated via the factors ωk .)

Section 21 reduces the first sum to a new mixed exponential sum in an arbitrarily large
number of variables, which is dealt with by appealing to Deligne’s Riemann Hypothesis
for L-functions of varieties over finite fields. Here we have bypassed the problem of
showing directly the vanishing of the higher l-adic cohomology groups associated to the
mixed exponential sum by means of an intricate elementary argument involving repeated
use of Cauchy’s inequality, followed, at each stage, by a simplification of the mixed ex-
ponential sums. The easy Section 22 deals with the second sum. Section 23 checks that
indeed all cases are covered for the proof of Theorem 7, under various conditions on pa-
rameters made during our arguments; these conditions are listed at the beginning of the
section.

Section 24 concludes the proof of Theorem 7 by showing that the key condition (C16)
can be satisfied using a standard result of the sieve about large gaps between almost
primes and appealing to a theorem of Roth [20] about large gaps between squarefree
numbers to end the proof.

The final comments in this section indicate an alternative way of finishing the proof.
Then some parts of our arguments, namely the carries considerations in Section 15 and
the use of a sieve in Section 24, may be eliminated by appealing to a modified version of
a theorem of Filaseta and Trifonov [9] about intervals [n, n+ nθ+o(1)] free of squarefree
numbers. Their result θ ≤ 1/5 is the current world record for the exponent and, curiously
enough, it is precisely 1/5 that suffices for us. A larger exponent would have given a
gain smaller than 1/9 in the exponent in our Theorem 7. Even so, an improvement on the
Filaseta–Trifonov result would have no effect on lowering the exponent 1/2− 1/9, since
there are other reasons that block the calculations at that level. We believe that further
improvements on the problem will require substantially new constructions and ideas.
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2. First steps for Theorems 2 and 3

We follow the same pattern of proof as in our previous paper [4]. Here A will denote an
arbitrary large but fixed constant, so the dependence on A in the estimates will not be
considered.

We start with the polynomial P with supp(P̂ ) ⊂ [0, n] defined by

P(θ, α) =

∞∑
m=−∞

χα

(
m

n

)
e

(
n8

(
m

n

))
e(mθ)

where 8 is a smooth phase function to be chosen in a moment and χα(x) is a smooth
function on R such that χα(x) = 0 for x < 0 or x > 1 and χα(x) = 1 for 2α < x <

1− 2α. Here α ≤ 1/4 a small parameter to be chosen later.
By Poisson’s summation formula, we have

P(θ, α) =

∞∑
h=−∞

∫
R
χα

(
x

n

)
e

(
n8

(
x

n

)
+ (θ − h)x

)
dx. (2.1)

As in Littlewood [17], we choose 8(x) to be

8(x) =
x2
− x

2
.

With this choice of8(x) the Poisson summation formula (2.1) becomes, after the change
of variable ny ← x,

P(θ, α) =

∞∑
h=−∞

n

∫
R
χα(y)e

(
n

{
y2

2
+

(
θ − h−

1
2

)
y

})
dy.

We choose χα as follows. Let ψ(x) be a positive even smooth function with compact
support in [−1, 1] and with

∫
R ψ(x) dx = 1. We introduce two new functions:

ϕα(x) =

{
1 if α < x < 1− α,
0 otherwise,

ψα(x) =
1
α
ψ

(
x

α

)
,

hence ψα is supported in [−α, α] and
∫
R ψα(x) dx = 1. Then we define

χα(x) = (ϕα ∗ ψα)(x).

By construction,

χα(x) =


0 if x < 0,
1 if 2α < x < 1− 2α,
0 if x > 1,

χα(x) = χα(1− x).

Moreover, for ν ≥ 1 the derivative χ (ν)α is supported in [0, 2α]∪ [1−2α, 1] and is� α−ν

there (not uniformly in ν).
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Lemma 9. For 1/n ≤ α ≤ 1/4, H ≥ 1, and θ ∈ T = [−1/2, 1/2],

P(θ, α) =
∑
|h|≤H

n

∫
R
χα(y)e

(
n

{
y2

2
+

(
θ − h−

1
2

)
y

})
dy +O(H−1).

Proof. We integrate by parts twice with respect to the exponential factor, getting for
|h| ≥ 1 the bound∫

R
χα(y)e

(
n

{
y2

2
+

(
θ − h−

1
2

)
y

})
dy

� n−2 max
y∈[0,1]

{
|χα(y)|

|y + θ − h− 1/2|4
+

|χ ′α(y)|

|y + θ − h− 1/2|3
+

|χ ′′α (y)|

|y + θ − h− 1/2|2

}
� n−1

|h|−2.

To see this, note that:

• χ ′α and χ ′′α are supported in [0, 2α] ∪ [1− 2α, 1];
• χ

(ν)
α � α−ν for ν ≥ 1;

• |y + θ − h− 1/2| ≥ |h| − 1 on the support [0, 1] of χα .

If we multiply by n and sum over |h| > H we obtain the lemma. ut

Lemma 10. Let

I (λ) =

∫
R

{
e

(
−

y2

2α2n

)
− 1

}
ψ̂(y)

sin(2πλy)
2πy

dy.

Then for 0 < ε ≤ 1/4, A ≥ 0, n−1/2+ε
≤ α ≤ 1/4, θ ∈ T and

λ =
1/2− |θ | − α

α

we have

P(θ, α) = e

(
−
n

2

(
1
2
− θ

)2

+
1
8

)
√
n

{
1−

∫
∞

λ

ψ(x) dx + I (λ)

}
+O(|λ|n−A).

Proof. We abbreviate

ξh = h+
1
2
− θ.

We have∫
R
χα(y)e

(
n

{
y2

2
− ξhy

})
dy = e

(
−
n

2
ξ2
h

)∫
R
χα(y)e

(
n

2
(ξh − y)

2
)
dy.

The last integral is a convolution integral and we evaluate it using the inverse Fourier
transform. The Fourier transform is

f 7→ f̂ (x) =

∫
R
e(−xy)f (y) dy,
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hence ̂̂f (x) = f (−x). The Fourier transform of e(nx2/2) is

e

(
n
x2

2

)̂
=
e(1/8)
√
n
e

(
−
x2

2n

)
.

Therefore,∫
R
χα(y)e

(
n

2
(ξh − y)

2
)
dy =

e(1/8)
√
n

∫
R
χ̂α(y)e

(
−
y2

2n
+ ξhy

)
dy

=
e(1/8)
√
n
χα(ξh)+

e(1/8)
√
n

∫
R
χ̂α(y)e(ξhy)

{
e

(
−
y2

2n

)
− 1

}
dy. (2.2)

Recall that χα(x) = (ϕα ∗ ψα)(x) and

ϕ̂α(x) =
e(−αx)− e(−(1− α)x)

2πix
, ψ̂α(x) = ψ̂(αx),

hence

χ̂α(x) = ψ̂(αx)
e(−αx)− e(−(1− α)x)

2πix
.

We substitute into (2.2) and make a change of variable y ← z/α in the last integral. Since
ψ̂ is even, only the even part of the integrand matters here and we obtain∫

R
χα(y)e

(
n

2
(ξh − y)

2
)
dy =

e(1/8)
√
n
χα(ξh)

+ I

(
ξh − α

α

)
− I

(
ξh − 1+ α

α

)
. (2.3)

Next, we prove that for every fixed A ≥ 0, 0 < ε ≤ 1/2, and

n−1/2+ε
≤ α ≤ 1/4

we have
I (λ)� |λ|n−A if λ /∈ [−1, 1]. (2.4)

We proceed as in [4, Sections 5 and 6]. We recall the well-known inequality (see [4,
Lemma 7.1])2 ∣∣∣∣ez − J−1∑

j=0

zj

j !

∣∣∣∣ ≤ |z|JJ !
for <(z) ≤ 0 (2.5)

and the easy calculation (note that ψ(x) is even)∫
R
ψ̂(y)

sin(2πλy)
2πy

y2j dy = (2πi)−2jψ (2j−1)(λ).

2 By <(z) and =(z) we denote the real and imaginary part of the complex number z.
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Since |sin(x)| ≤ |x|, the last equation and the definition of I (λ) yield∣∣∣∣I (λ)− J−1∑
j=1

ψ (2j−1)(λ)

j !(−4πiα2n)j

∣∣∣∣ ≤ (4πα2n)−J
|λ|

J !

∫
R
|ψ̂(y)|y2J dy.

The function ψ̂ is rapidly decreasing at infinity, thus (not uniformly in J )
∫
R |ψ̂(y)|y

2J dy

� 1. Therefore, the estimate (not uniform in J )

I (λ)� |λ|(α2n)−J � |λ|n−2εJ

holds if |λ| ≥ 1. The estimate (2.4) follows by taking J > A/(2ε).
By the last displayed inequality, if |h| ≥ 1 we have

I

(
ξh − α

α

)
� |h|α−1n−A, I

(
ξh − 1+ α

α

)
� |h|α−1n−A.

If instead h = 0, noting that I (λ) is odd we find

I

(
ξh − α

α

)
− I

(
ξh − 1+ α

α

)
= I

(
1/2− |θ | − α

α

)
+O(α−1n−A).

Hence Lemma 9 yields Lemma 10 with the error term O(H 2α−1n−A) + O(H−1). We
conclude the proof by taking H = nA/3 and replacing A by 3A + 1, which we may
because A can be taken arbitrarily large. ut

3. Proofs of Theorems 2 and 3

We choose ψ as in [4], namely

ψ(x) = c(a) exp
(
−

1
(1− x)a

−
1

(1+ x)a

)
if −1 < x < 1 and 0 otherwise, with c(a) such that

∫
R ψ(x) dx = 1.

Lemma 11. Let κ > 1, a ≥ 2, and A ≥ 0, be fixed and suppose that

n−1/2(log n)(3/2+1/a)κ
≤ α ≤ 1/4.

If |θ | ≤ 1/2− 2α then

P(θ, α) = e

(
−
n

2

(
1
2
− θ

)2

+
1
8

)
√
n+O(n−A),

while if 1/2− 2α < |θ | ≤ 1/2 then

|P(θ, α)| ≤
√
n+O(n−A).
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Proof. This follows from [4, Lemma 7.7] upon taking3 M = blog nc, t = n. ut

Proof of Theorem 2. Combine Lemma 11 and [4, Lemmas 7.7 and 7.8]. ut

Proof of Theorem 3. Theorem 2 and the Körner correction as in Lemma 15 in this pa-
per or as in Lemma 2 in [14] immediately imply the weaker result with the error term
O(n1/4(log n)5/4+ε). The improvement in the exponent of the logarithm comes from the
refinement by Queffélec and Saffari in [19, Lemma 8]. ut

4. First steps for Theorem 4

The strategy in the preceding part of this paper was to use a Gaussian phase and coeffi-
cients of constant modulus, smoothing them down to 0 at the beginning and end of the
polynomial. A careful choice of the smoothing then yielded control of the absolute value
of the polynomial.

However, the polynomial P(θ) constructed for Theorem 2 falls short of providing
the desired example for two reasons. The first is that the polynomial has absolute value
smaller than

√
n+ o(

√
n) when |θ | gets very close to 1/2. The second is that the Fourier

coefficients of P(θ) are smaller than 1 + o(1) at the beginning and end of the polyno-
mial, due to the smoothing factor introduced to handle Poisson summation. This second
obstacle was removed in Theorem 3 by a direct application of the Körner correction, but
removing the first obstacle is the crux of the matter here and one has to follow a more
circuitous route.

In Kahane’s paper [14] this was achieved by randomizing the phase near |θ | = 1/2
and using smoothed truncated approximations to eliminate the high frequency Fourier
coefficients of the modified function P(θ), to ensure that P(θ) remained a polynomial
of length near to n. The Fourier coefficients smaller than 1 introduced by the random
procedure and by the smoothed truncation were dealt with by another application of the
Körner correction. Our approach is somewhat different from Kahane’s and we shall work
directly with polynomials. This has several advantages, namely the direct construction of
a large class of polynomials of nearly constant absolute value on T and also avoiding the
smoothed truncation used in [14], which is fairly costly for the final result.

Our starting point is a partition of unity P(θ) by translates γ (θ − θs) of a short poly-
nomial γ , with γ̂ supported in [−M,M]; hereM is not too large, to be chosen later. From
this partition of unity we construct a new polynomial of length about N , by patching to-
gether γ (θ − θs)e(Nsθ)e(−Nsθs)zs where the steps Ns vary slowly between 0 and N .
The coefficients zs are near to 1 in absolute value and chosen so that e(−Nsθs)zs changes
slowly with s. By doing so, we end up with the construction of a rather general polyno-
mial P0(θ) that remains everywhere close to 1 in absolute value, with P̂0 supported in the
interval [−M,N +M]. The details are as follows.

Let N andM be large positive integers with N1/2
� M � N , whereM will be spec-

ified at the end as being of order N1−η for a certain η > 0. The exponential polynomial

3 The error term O(t−1000) in [4] can be taken as O(t−A) for arbitrary A.
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γ (θ) will have supp(γ̂ ) ⊂ (−M,M), hence

γ (θ) :=
∑
|m|<M

γ̂ (m)e(mθ).

We also write

θs := −
1
2
+
s

M
for 0 ≤ s < M.

During the various phases of the construction we shall impose various conditions, labeled
(C0), (C1), . . . to separate them from the numbering of equations. Here A will denote
a fixed arbitrarily large constant and the dependence on A in the estimates will not be
considered. We assume that

N = 2RM (C0)

so N is an even multiple of M . This condition will not affect the final result.

Lemma 12. Let 0 < ε ≤ 1/2 and A ≥ 0 be given. There is an exponential polynomial

γ (θ) =
∑
|m|<M

γ̂ (m)e(mθ),

real and positive everywhere, such that for θ ∈ T:∑
0≤s<M

γ (θ − θs) = 1; (4.1)

0 ≤ γ̂ (m) ≤ γ̂ (0) = 1/M; (4.2)

γ̂ (m) = ψ(m) where ψ ∈ C∞0 ([−M,M]) satisfies

ψ (ν)(x)� M−1−ν for every fixed ν, (4.3)

and

γ (θ)� N−A for M−1+ε
≤ |θ | ≤ 1/2. (4.4)

Proof. A simple construction runs as follows. Let χ ∈ C∞0 ([−1/2, 1/2]) be real and even
and define

γ (θ) = c

∣∣∣∣∑
m∈Z

χ

(
m

M

)
e(mθ)

∣∣∣∣2 where c =
1
M

(∑
m∈Z

χ

(
m

M

)2)−1

.

Clearly, γ (θ) is a positive exponential polynomial with supp(γ̂ ) ⊂ (−M,M) and (4.2)
holds. Moreover, (4.3) holds with

ψ(x) = c

∞∑
m=−∞

χ

(
m+ x

M

)
χ

(
m

M

)

because c is of order M−2.
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Next, we compute∑
0≤s<M

γ (θ − θs) =
∑

0≤s<M

∑
|m|<M

γ̂ (m)e(mθ −mθs)

=

∑
|m|<M

∑
0≤s<M

γ̂ (m)e

(
m

(
θ +

1
2

))
e

(
−
ms

M

)
= Mγ̂ (0)

as one verifies by summing first over s. Hence (4.1) follows from (4.2).
Poisson’s summation formula and integration by parts J times show that∑

m∈Z
χ

(
m

M

)
e(mθ) =

∑
h∈Z

∫
R
χ

(
x

M

)
e((θ − h)x) dx

= M
∑
h∈Z

∫
R
χ(x)e((M(θ − h)x) dx

� M
∑
h∈Z

(1+M|θ − h|)−J � M1−εJ

provided M−1+ε
≤ |θ | ≤ 1/2 and J ≥ 2. Now inequality (4.4) is immediate by taking J

sufficiently large. ut

In the next step, we put together the translates γ (θ − θs) in a new exponential polynomial
by setting

P0(θ) :=
∑

0≤s<M

γ (θ − θs)e(Ns(θ − θs))zs (4.5)

where the integers Ns and the coefficients zs satisfy for 0 ≤ s < M the following condi-
tions:

0 ≤ Ns ≤ N, (C1)
|Ns −Ns+1| < δM, (C2)

|zs | = 1+O(δ2), (C3)
|zs+1 − e(Ns(θs+1 − θs))zs | < δ, (C4)

where we defineNM = N0, zM = z0, and where δ is a small parameter, to be chosen later
as a small negative power of N . Clearly,

supp(P̂0) ⊂ [−M,N +M].

The next lemma shows that the polynomial P0 continues to be close to 1 in absolute value.

Lemma 13. Let γ (θ) be as in Lemma 12 and let P0 be defined by (4.5) with the condi-
tions (C1) to (C4) satisfied. Then

|P0(θ)| = 1+O(δ2M2ε)+O(M−A+1).



Kahane’s ultraflat polynomials 639

Proof. By (4.4), we have γ (θ − θs) = O(N−A) unless s belongs to the interval

I := [(1/2+ θ)M −Mε, (1/2+ θ)M +Mε]

with the proviso that if s < 0 or s ≥ M we replace θs by θs±M as needed.
Let us fix θ . We compute (uniformly in θ ), for s ∈ I ,

|e((θ − θs+1)Ns+1)zs+1 − e((θ − θs)Ns)zs |

= |zs+1 − e(−(θ − θs+1)(Ns+1 −Ns))e((θs+1 − θs)Ns)zs |

≤ |zs+1 − e((θs+1 − θs)Ns)zs | + |1− e(−(θ − θs+1)(Ns+1 −Ns))| · |zs | � δMε

because of (C4), (C2), (C3), and |θ − θs |(Ns+1 −Ns) ≤ 2δMε.
Since |zs | = 1+O(δ2), this implies that the points

vs := e((θ − θs)Ns)zs

have absolute value
|vs | = |zs | = 1+O(δ2).

Those with s ∈ I have argument in some arc on |z| = 1 of length at most O(M2εδ),
because we have seen that moving from one point to the next the argument cannot change
by more than O(Mεδ), while there are at most |I | + 1 = O(Mε) possibilities for s ∈ I .
In particular, the convex closure of the points vs with s ∈ I is contained in an annulus

1− CM2εδ2
≤ |z| ≤ 1+ CM2εδ2

for some constant C.
By (4.4) we have∑

s∈I

γ (θ−θs) =
∑

0≤s<M

γ (θ−θs)−
∑
s /∈I

γ (θ−θs) = 1−
∑
s /∈I

γ (θ−θs) = 1+O(M−A+1)

and also γ (θ − θs) ≥ 0 for any s. Therefore, since(∑
s∈I

γ (θ − θs)
)−1∑

s∈I

γ (θ − θs)vs

lies in the convex closure of the points vs with s ∈ I , we conclude that∣∣∣∑
s∈I

γ (θ − θs)vs

∣∣∣ = 1+O(M2εδ2)+O(M−A+1). (4.6)

We have also seen that γ (θ − θs) = O(M−A) for s /∈ I , hence∑
s /∈I

γ (θ − θs)vs = O(M
−A+1). (4.7)

Putting together (4.6) and (4.7) we get the lemma. ut
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5. Choosing coefficients and parameters

We begin by choosing the phase jumps Ns+1−Ns so that P0(θ) is close (up to a constant
factor) to the polynomial P(θ), yielding Theorem 2, except for |θ | near 1/2. The details
are as follows.

Let
τ := N−1/2+ε, s1 := bτMc.

Let β ∈ C∞0 ([0, 1] be a positive function, symmetric about x = 1/2, hence

β(x) = β(1− x),

such that for 0 ≤ x ≤ 1/2,

β(x) = 1 if 2τ < x ≤ 1/2, (C5)
0 ≤ β(x) ≤ 1 if τ ≤ x ≤ 2τ, (C6)
β(x) = 0 if 0 ≤ x ≤ τ. (C7)

We will need natural derivative estimates for β(ν)(x) for 0 ≤ x ≤ 1/2 and ν ≥ 1; the
range 1/2 ≤ x ≤ 1 is dealt with using the symmetry condition β(x) = β(1− x). For an
appropriate choice of β(x) and any fixed 0 < η ≤ 1 we have (not uniformly in ν)

β(ν)(x)� τ−ν min(β(x), 1− β(x))1−η if τ ≤ x ≤ 2τ, (5.1)

β(ν)(x) = 0 otherwise.

We set

zs := e
(

1
M

s−1∑
t=0

Nt

)
ζs

(hence z0 = ζ0) and impose the condition

e

(
1
M

M−1∑
t=0

Nt

)
= 1. (5.2)

Then the key condition (C4) simply becomes

|ζs+1 − ζs | < δ (C4′)

(condition (5.2) is used to deal with s = M − 1). Also, (C3) is the same as

|ζs | = 1+O(δ2). (C3′)

Let us abbreviate
L := bRτ−1

c − 2R.
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Then (recall that N = 2RM) we choose the phase steps Ns as follows:

Ns = RM + Ls if 0 ≤ s < s1, (5.3)
Ns = 2RM − 2Rs if s1 ≤ s ≤ M − s1,
Ns = RM − L(M − s) if M − s1 < s < M.

With this choice we have
∑M−1
t=0 Nt = M

2R and (5.2) is satisfied, hence we may replace
condition (C4) by (C4′). The important condition (C2) now becomes L < δM if 0 ≤ s <
s1 − 1 or M − s1 + 1 ≤ s < M − 1, 2R < δM if s1 ≤ s < M − s1 − 1, and also

−2R + RM − bRτ−1
c(s1 − 1) < δM

if s = s1 − 1 or s = M − s1. It is an easy matter to verify that for large N this follows
from the simpler condition

N3/2M−2 < δ, (C2′)

which we shall suppose henceforth.

The steps Ns . N = 1152, M = 144, R = 4.

The choice of ζs is limited for the time being to

ζs = 1 if 2s1 ≤ s ≤ M − 2s1. (5.4)

6. The decomposition P0 = P1 + P2 + P3 + P4 + P5

Since γ (θ − θs) is concentrated, as s varies, near θs ∼ θ and since
∑
s γ (θ − θs) = 1, our

choice of ζs implies that P0(θ) behaves like Littlewood’s polynomial (up to multiplication
by a normalizing factor) for θ away from ±1/2. Thus its Fourier coefficients P̂0(k) are
close to N−1/2 in absolute value, provided k stays sufficiently away from the end points
of the support of P0.

In order to make this explicit, we decompose P0 into five pieces

P0 = P1 + P2 + P3 + P4 + P5
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determined by the choice of the phase steps Ns , by the smoothing function β(x), and the
choice (5.4) for ζs :

P1(θ) :=
∑

s1≤s≤M−s1

γ (θ − θs)e(Ns(θ − θs))e

(
1
M

s−1∑
t=0

Nt

)
β

(
s

M

)
,

P2(θ) :=
∑

s1≤s<2s1

γ (θ − θs)e(Ns(θ − θs))e

(
1
M

s−1∑
t=0

Nt

){
ζs − β

(
s

M

)}
,

P3(θ) :=
∑

0≤s<s1

γ (θ − θs)e(Ns(θ − θs))e

(
1
M

s−1∑
t=0

Nt

)
ζs,

P4(θ) :=
∑

M−2s1<s≤M−s1

γ (θ − θs)e(Ns(θ − θs))e

(
1
M

s−1∑
t=0

Nt

){
ζs − β

(
s

M

)}
,

P5(θ) :=
∑

M−s1<s<M

γ (θ − θs)e(Ns(θ − θs))e

(
1
M

s−1∑
t=0

Nt

)
ζs,

with β(x) as defined in the preceding section.

7. The Fourier coefficients of P1

Lemma 14. The Fourier coefficients of P1(θ) have support supp(P̂1) ⊂ [−M,N +M].
Let

� := (L+ 2R)
s2

1 − s1

2M
, ε > 0, J > 1/ε.

Then:

(i) For k ∈ [2τN,N − 2τN ],

P̂1(k) = e

(
�−

1
8
+
k2

2N
−
k

2

)
N−1/2(1+ κ1)+O(N

−A)

where

κ1 := M
J∑
j=1

N j

j !(4πi)j
ψ (2j)(0) = O(M−2N) (7.1)

and A = 2εJ − 1.
(ii) For k /∈ [2τN,N − 2τN ],

P̂1(k) = e

(
�−

1
8
+
k2

2N
−
k

2

)
N−1/2c(k)+O(M−2N1/2) (7.2)

where ∣∣∣∣c(k)− β(1−
k

N

)∣∣∣∣ ≤ 1
10

{
1− β

(
1−

k

N

)}
.
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(iii) Moreover, with a suitable choice of β(x) both <(c(k)) and =(c(k)) can be expressed
as sums of a bounded number of bounded monotonic functions of k, with bounds
independent of M , N .

Proof. A straightforward calculation yields, recalling that γ̂ (m) = ψ(m),

P̂1(k) = e(�)
∑

m+Ns=k

ψ(k −Ns)β

(
s

M

)
e

(
−kθs + 2Rs −

N

2

(
s

M

)2)

= (−1)ke(�)
∑

0≤s<M

ϕk

(
s

M

)
e

(
(N − k)

s

M
−
N

2

(
s

M

)2)
where

ϕk(x) := ψ(k −N +Nx)β(x).

We transform the sum using Poisson summation obtaining

P̂1(k) = (−1)ke(�)
∑
h∈Z

∫
R
ϕk

(
x

M

)
e

(
(N − k)

x

M
−
N

2

(
x

M

)2)
e(−hx) dx

= (−1)ke(�)M
∑
h∈Z

e

(
N

2
ξ2
k,h

)∫
R
ϕk(x)e

(
−
N

2
(ξk,h − x)

2
)
dx (7.3)

where we have abbreviated

ξk,h := 1−
k

N
−
Mh

N

for the stationary phase point of the integral. The precise evaluation of the last sum goes
as follows.

We need to estimate the integral in the right-hand side of (7.3), first for large h to
obtain control of the tail of the sum, then for smaller values of h with an asymptotic
expansion. The first part goes as in Lemma 9. We integrate by parts twice with respect to
the exponential, getting∫

R
ϕk(x)e

(
−
N

2
(ξk,h − x)

2
)
dx

� N−2 max
x∈[0,1]

{
|ϕk(x)|

|x − ξk,h|4
+
|ϕ′k(x)|

|x − ξk,h|3
+
|ϕ′′k (x)|

|x − ξk,h|2

}
. (7.4)

We estimate the derivatives of ϕk(x) using Lemma 12. By Leibniz’s rule and (5.1), (4.3),

ϕ
(ν)
k (x) =

ν∑
µ=0

(
ν

µ

)
Nµψ (µ)(k −N +Nx)β(ν−µ)(x) (7.5)

�

ν∑
µ=0

NµM−1−µτµ−ν � M−1τ−ν (7.6)
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provided
M ≥ Nτ,

which we may suppose. Also

|x − ξk,h| ≥
M

2N
|h|

if x ∈ [0, 1], k ∈ [−M,N +M], and |h| ≥ 2 + 2N/M . We conclude that the integral
in (7.4) is O(NM−3

|h|−2) as soon as M ≥ τN and |h| ≥ H ≥ 2 + 2N/M; the total
contribution to the sum over h in this range is therefore O(1/H).

For smaller values of h we need to be more careful because stationary phase may
contribute to the integrals. As in the proof of Lemma 10, we have∫

R
ϕk(x)e

(
−
N

2
(ξk,h − x)

2
)
dx

=
e(−1/8)
√
N

ϕk(ξk,h)+
e(−1/8)
√
N

∫
R
ϕ̂k(y)e(ξk,hy)

{
e

(
y2

2N

)
− 1

}
dy. (7.7)

We use again the approximation of the exponential in (2.5) to obtain from (7.7) an asymp-
totic series∫

R
ϕk(x)e

(
−
N

2
(x − ξk,h)

2
)
dx =

e(−1/8)
√
N

ϕk(ξk,h)

+

J−1∑
j=1

e(−1/8)
√
N

1
j !(4πiN)j

ϕ
(2j)
k (ξk,h)+

0(k, h, J )
√
N J !(4πN)J

∫
R
|ϕ̂k(y)|y

2J dy (7.8)

for some complex number 0(k, h, J ) satisfying the bound

|0(k, h, J )| ≤ 1.

In particular, this estimate is uniform with respect to h.
We estimate the error term in this asymptotic expansion. By Cauchy’s inequality and

Plancherel’s formula∫
R
|ϕ̂k(y)|y

2J dy ≤

{∫
R

dy

1+ y2

}1/2{∫
R
|ϕ̂k(y)|

2(y4J
+ y4J+2) dy

}1/2

=
√
π

{∫
R
((2π)−4J

|ϕ(2J )(y)|2 + (2π)−4J−2
|ϕ(2J+1)(y)|2) dy

}1/2

. (7.9)

and it remains to estimate the derivatives ϕ(ν)k . We recall (7.6), namely ϕ(ν)k (x)�M−1τ−ν .
Noting that ϕk has support in [0, 1], we infer that (not uniformly in ν)∫

R
|ϕ
(ν)
k (x)|2 dx � M−2Nν(1−2ε).
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By (7.9), we deduce ∫
R
|ϕ̂k(y)|y

2J dy � N (1−2ε)J . (7.10)

Hence the error term is O(N1−2εJ ).
We have shown that with such a choice for J we have∫

R
ϕk(x)e

(
−
N

2
(x − ξk,h)

2
)
dx =

e(−1/8)
√
N

J−1∑
j=0

1
j !(4πiN)j

ϕ
(2j)
k (ξk,h)+O(N

1−2εJ ).

Stationary phase occurs only at x = ξk,h, but Leibniz’s formula (7.5) for h 6= 0 yields

ϕ
(ν)
k (ξk,h) =

ν∑
µ=0

(
ν

µ

)
Nµψ (µ)(k −N +Nξk,h)β

(ν−µ)(ξk,h) = 0

because ψ ∈ C∞0 ([−M,M]) and k−N +Nξk,h = −hM /∈ (−M,M). Thus the asymp-
totic series vanishes identically for h 6= 0 and the contribution to Poisson summation of
terms with 1 ≤ |h| < H is O(HMN−A). Taking H to be a large power of N and A even
larger we see that the contribution of these terms is, for example, O(N−1000) and it can
be ignored in what follows.

If h = 0 then ξk,0 = 1 − k/N and also k − N + Nξk,0 = 0. By Leibniz’s formula
again, we get

ϕ
(2j)
k (ξk,0) =

2j∑
µ=0

(
2j
µ

)
Nµψ (µ)(0)β(2j−µ)

(
1−

k

N

)
.

We note that ψ ′(0) = 0 because ψ(x) is an even function. Hence

ϕ
(2j)
k (ξk,0) =

1
M
β(2j)

(
1−

k

N

)
+

2j∑
µ=2

(
2j
µ

)
Nµψ (µ)(0)β(2j−µ)

(
1−

k

N

)
=

1
M
β(2j)

(
1−

k

N

)
+O(τ−2jM−1(τN/M)2). (7.11)

It then follows from (7.8) and the last equation in (7.11) that∫
R
ϕk(x)e

(
−
N

2
(x − ξk,0)

2
)
dx

=
1
M

e(−1/8)
√
N

J−1∑
j=0

1
j !(4πiN)j

β(2j)
(

1−
k

N

)
+O(M−3N1/2). (7.12)

In the range where β(x) = 1 the derivatives of β vanish, hence statement (i) of the lemma
follows from the first equation in (7.11) and from (7.12).
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If β(x) < 1 we use the bound (5.1) to obtain, for j ≥ 1 and a suitable constant c(j, η)
independent of k and N , the estimate

N−j
∣∣∣∣β(2j)(1−

k

N

)∣∣∣∣ ≤ N−j c(j, η)(1− β
(

1−
k

N

))1−η

τ−2j

= c(j, η)N−2εj
(

1− β
(

1−
k

N

))1−η

≤ 1− β
(

1−
k

N

)
(7.13)

provided

1− β
(

1−
k

N

)
> c(j, η)1/ηN−2εj/η.

If instead this condition is not satisfied, we have

N−j
∣∣∣∣β(2j)(1−

k

N

)∣∣∣∣ ≤ c(j, η)N−2εj
(

1− β
(

1−
k

N

))1−η

≤ c(j, η)1/ηN−2εj/η.

We conclude that in any case we have (not uniformly in j or η)

N−j
∣∣∣∣β(2j)(1−

k

N

)∣∣∣∣ ≤ 1− β
(

1−
k

N

)
+O(N−2εj/η).

Therefore (not uniformly in J or η)∣∣∣∣ J−1∑
j=1

1
j !(4πiN)j

β(2j)
(

1−
k

N

)∣∣∣∣ ≤ (J−1∑
j=1

1
j !(4π)j

)(
1− β

(
1−

k

N

))
+O(N−2ε/η)

≤ (e1/(4π)
− 1)

(
1− β

(
1−

k

N

))
+O(N−2ε/η)

<
1

10

(
1− β

(
1−

k

N

))
+O(N−2ε/η). (7.14)

The proof of the lemma is completed by splitting the sum in the Poisson summation
formula (7.3) in two pieces, one for |h| < H , the other for the tail |h| > H with H
satisfying H ≥ 2+ 2N/M , for example H = NA+1 with A ≥ 1.

By (7.4) and this choice of H , the tail is estimated as O(N−A−1).
By (7.8) and (7.10), the sum over h with 1 ≤ |h| < NA+1 is estimated as

O(NA+1−2εJ ), which is small if J is large.
Therefore, by (7.14) with a sufficiently small η, the contribution for h = 0 yields the

main term of the two estimates of the lemma. It remains to prove the last statement of
the lemma. This will follow from (7.12) if each derivative β(2j)(x) for j < J has finitely
many maxima and minima, which is indeed not a serious restriction on β(x). ut
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8. The Körner correction

Suppose we have an exponential polynomial

P(θ) :=
q∑

n=p+1

ane(nθ)

with coefficients |an| ≤ 1. We want to find a new exponential polynomial

P ∗(θ) :=
q∑

n=p+1

a∗ne(nθ)

with coefficients |a∗n| = 1 such that the maximum norm ‖P ∗ − P ‖∞ is small.
The Körner construction is as follows. Let an, p < n ≤ q, be complex numbers with

a ≤ |an| ≤ b and choose a∗n to be

a∗n :=

{
an ± ie

i arg(an)
√
b2 − |an|2 if an 6= 0,

±b if an = 0,

where the sign ± is chosen at random with probability 1/2. Thus an is the mid-point of
the chord of the circle |z| = b perpendicular to the radius through the point an, with end
points at the two choices for a∗n .

Lemma 15 (Körner’s correction). Let

Q(θ) :=
q∑

n=p+1

ane(nθ)

be an exponential polynomial with coefficients 0 ≤ a ≤ |an| ≤ b for every n. Then there
is a choice of signs ± such that the new polynomial Q∗(θ) :=

∑
a∗ne(nθ) obtained by

Körner’s construction satisfies

‖Q∗ −Q‖∞ �
√
b2 − a2

√
(q − p) log(q − p + 1).

Remark 16. A more precise result is in Queffélec and Saffari [19, Lemma 8], with the
elimination of the

√
log(q − p + 1) factor.

Proof. We give here the short proof. We begin with the remark that for any exponential
polynomial

Q(θ) =

L∑
n=0

ane(nθ)

of degree L we have

max
θ
|Q(θ)| ≤ 2 max

1≤j≤7L
|Q(j/(7L))|. (8.1)
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In fact, let θ0 be such that |Q(θ0)| = max |Q(θ)| and let θ1 = j/(CL) (mod 1) be such
that |θ1 − θ0| ≤ 1/(2CL); here CL is an integer to be chosen later. Then

|Q(θ1)−Q(θ0)| ≤

∣∣∣∣ ∫ θ1

θ0

Q′(φ) dφ

∣∣∣∣ ≤ 1
2CL

max
φ
|Q′(φ)|

≤
1

2CL
2πLmax

θ
|Q(θ)| =

π

C
|Q(θ0)|

as one sees applying S. Bernstein’s well-known inequality for the maximum of the deriva-
tive of an exponential polynomial. If we take C = 7, hence π/7 < 1/2, the result follows.

Now the standard probability argument proceeds by noting that if Z1, . . . , ZN are
random variables then by convexity, for t ≥ 1,

E(max
j
|Zj |) ≤ E(max |Zj |t )1/t ≤ E

( N∑
j=1

|Zj |
t
)1/t
≤ N1/t max

j
E(|Zj |t )1/t .

We apply this bound with

Zj :=
q∑

n=p+1

(a∗n − an)e(nyj ) =

q∑
n=p+1

ωnie(nyj + arg an)
√
b2 − |an|2

with a Bernoulli sequence (ωn) of signs ωn = ±1. The expectation of Zj is E(Zj ) = 0.
By Khinchin’s inequality

E(|Zj |t ) ≤ t t/2
( q∑
n=p+1

|a∗n − an|
2
)t/2

and we conclude that

E(max
j
|Zj |) ≤

√
t N1/t

‖(a∗n − an)n=p+1,...,q‖`2 .

We take yj := j/(7(q − p)) with j = 1, . . . , 7(q − p), hence N = 7(q − p), optimize
with t = 2 logN , and estimate the `2-norm with the `∞-norm noting that |a∗n − an| ≤√
b2 − a2 for every n. Then (8.1) yields the result. ut

9. The Fourier coefficients of P2

Our goal here is to show that we can choose the coefficients ζs in such a way that the
Fourier coefficients of P2(θ) are very small. We will achieve this by a random construc-
tion of the points ζs somewhat similar to Körner’s construction, but the fulfilment of the
condition (C4′) on the points ζs will create substantial additional difficulties.
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Lemma 17. The coefficients ζs can be chosen so that conditions (C3′) and (C4′) are
satisfied and

P̂2(k) = 0 if k /∈ [N −M − τN,N +M],

P̂2(k)� δ−1/2N−1/4+εM−1/2
+ δ−1M−1 if k ∈ [N −M − τN,N +M].

Proof. As at the beginning of the proof of Lemma 14, we get the equation

P̂2(k) = (−1)ke(�)
∑

s1≤s<2s1

(
ζs−β

(
s

M

))
ψ(k−N+2Rs)e

(
(N−k)

s

M
−
N

2

(
s

M

)2)
.

Since ψ � M−1, the trivial estimate for P̂2(k) is of order τ = N−1/2+ε, so we need gain
only a factor N−η, for any small η > 0, to achieve a non-trivial result.

The function ψ has support in [−M,M], therefore P̂2(k) = 0 unless k −N + 2Rs ∈
[−M,M]. Since s ∈ [s1, 2s1], this implies that k is restricted to the narrow interval

N −M − τN < k < N +M. (9.1)

Therefore, disregarding the phase factor (−1)ke(�), we need to obtain a non-trivial bound
for

S(k) :=
∑

s1≤s<2s1

(
ζs − β

(
s

M

))
ψ(k −N + 2Rs)e

(
(N − k)

s

M
−
N

2

(
s

M

)2)
for −M < N − k < M − τN , by means of an appropriate choice of the coefficients
ζs . We also need to verify the constraints (C3′) and (C4′), which we repeat here for the
reader’s convenience:

|ζs | = 1+O(δ2), (C3′)
|ζM−1 − ζ0| < δ, |ζs − ζs+1| < δ for s1 ≤ s < 2s1. (C4′)

We cannot apply directly the Körner correction with ζs independent random variables,
because of the constraint conditions. On the other hand, these conditions imply no a priori
dependence between ζs and ζs′ if s′ − s is somewhat larger than 1/δ, and this suggests
proceeding in the following way.

At a later stage, it will be important to choose s1 rather precisely in a range by allowing
the parameter τ to vary in an interval [τ0/4, τ0]. So we introduce a fixed parameter ε0 and
correspondingly τ0 = N

−1/2+ε0 and vary the parameter ε in the interval

ε ∈ [ε0 − log 4/logN, ε0].

We begin by subdividing the interval [s1, 2s1 − 1] into Q subintervals

[1q ,1q+1], q = 1, . . . ,Q,
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with the first Q − 1 intervals of length 1 and a last interval [1Q,1Q+1] of length at
most 1. Thus 1q = s1 + (q − 1)1 for q ≤ Q and 1Q+1 = 2s1. We will choose 1 later
on, proportional to 1/δ. Obviously, since s1 = τM , we have

Q � τM1−1.

We let Q0 := dτ0Me so that in any case

Q0/4 ≤ Q ≤ Q0.

Let X = (ωq), q = 1, . . . ,Q, be a Bernoulli sequence of signs ωq = ±1. Then take
us ∈ [0, 1/4] such that

cos(2πus) = β(s/M)

and set
ζs(X) = e(λsωqu1q + λ

′
sωq+1u1q ) for 1q ≤ s < 1q+1. (9.2)

Here (λs, λ′s) ∈ [0, 1]2 will be specified later but we will impose the condition

(λ1q , λ
′
1q
) = (1, 0), (λ1q+1−1, λ

′

1q+1−1) = (0, 1) (C8)

to ensure compatibility of ζs at the beginning and end of the intervals [1q ,1q+1 − 1]
when going from one interval to the next.

The choice of λs and λ′s must be such that the expectation E(ζs(X)) is close to
β(s/M). Since

E(e(aωq + bωq+1)) = E(e(aωq))E(e(bωq+1)) = cos(2πa) cos(2πb)

we impose the further condition

cos(2πλsu1q ) cos(2πλ′su1q ) = β(1q/M), (C9)

which, given λs ∈ [0, 1], determines λ′s uniquely (note that as λs decreases, λ′s increases).
This will ensure that

E(ζs(X)) = β(1q/M).

Moreover, we want to evolve from (λ1q , λ
′
1q
) = (1, 0) to (λ1q+1−1, λ

′

1q+1−1) = (0, 1)
(thus verifying (C8)) in small steps so as to satisfy (C3′) and (C4′). Therefore, we will
avoid backtracking and impose the further condition that λs is decreasing, and λ′s is in-
creasing, in s.

Using the inequality |e(x)−1| ≤ 2π |x|, we verify that the constraints will be satisfied
if

(|λs − λs+1| + |λ
′

s+1 − λ
′
s |)u1q ≤ δ/(2π). (9.3)

Note also that
1q+1−2∑
s=1q

(|λs − λs+1| + |λ
′

s+1 − λ
′
s |) = 2

because of the monotonicity condition on λs and λ′s , yielding the telescoping of the sum.
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Suppose now that (λs, λ′s) has been determined and for 1q ≤ s ≤ 1q+1 − 2 define
λs+1 to be the smallest positive for which

λs − λs+1 + λ
′

s+1 − λ
′
s ≤

δ

2πu1q
.

This means that we must have the equality sign unless we cannot decrease λs+1 any
further, namely stopping at λs+1 = 0. Therefore, if

1q+1 −1q > 4πu1q δ
−1
+ 1 (C10)

we must reach the pair (λ1q+1 , λ
′
1q+1

) = (0, 1) at the end, evolving from (1, 0) to (0, 1)
and satisfying the key conditions (C3′) and (C4′) all the way, because otherwise we would
contradict the average (9.2). Since us ≤ 1/4, we see that (C10) is satisfied for q =
1, . . . ,Q− 1 if

1 > πδ−1
+ 1.

This proves the existence of a choice of (λs, λ′s) with all the required properties, namely
the initial condition at the beginning and end of the interval, monotonicity, and (9.3),
provided 1 > πδ−1

+ 1.
Passing from one interval to the next we have

ζ1q+1−1(X) = e(ωq+1u1q ), ζ1q+1(X) = e(ωq+1u1q+1),

hence
|ζ1q+1−1(X)− ζ1q+1(X)| ≤ 2π |u1q+1 − u1q |. (9.4)

For 0 < x < y ≤ π/2 and some point ξ between x and y we have

cos(x)− cos(y) = (x − y)(1− cos2(ξ))1/2.

From this and the derivatives estimate (5.1) we infer that for any fixed η > 0,

2π |u1q − u1q+1 | � {β(1q+1/M)− β(1q/M)}{1− β(1q+1/M)}
−1/2

�
1

τM
{1− β(1q/M)}1/2−η. (9.5)

By (9.4) and (9.5) it follows that (C4′) is certainly implied by

πδ−1
+ 1 < 1 ≤ c1τMδ{1− β(1q/M)}−1/2+η

for a sufficiently small positive constant c1 depending on η. Since τ = N−1/2+ε, it suf-
fices to take

1 = dπδ−1
e + 2, δ > N1/4M−1/2. (C11)

For the last interval [1Q,1Q+1] we simply set

ζs = β(s/M).
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The constraint condition (C3′) is β(s/M) = 1 + O(δ2). Since β(2s1/M) = 1 by con-
struction, we deduce from (5.1) that

1− β(1Q/M)�
1

M
τ−1
{1− β(1Q/M)}1−η

giving
1− β(1Q/M)� (1/τM)1/η.

If η is sufficiently small, this is much smaller than δ2 because of (C11).
We have

ζs(X)− β(1q/M) = i cos(2πλ′su1q ) sin(2πλsu1q )ωq
+ i cos(2πλsu1q ) sin(2πλ′su1q )ωq+1

− sin(2πλsu1q ) sin(2πλ′su1q )ωqωq+1,

hence, abbreviating

r(k, s) := ψ(N − k + 2Rs)e
(
(N − k)

s

M
−
N

2

(
s

M

)2)
(9.6)

we find

(−1)ke(−�)P̂2(k) =

Q−1∑
q=1

∑
1q≤s<1q+1

{ζs(X)− β(1q/M)}r(k, s)

+

Q−1∑
q=1

∑
1q≤s<1q+1

{β(1q/M)− β(s/M)}r(k, s)

= iZ(k)+ iZ′(k)− Z′′(k)− Z′′′(k)

+

Q−1∑
q=1

∑
1q≤s<1q+1

(β(1q/M)− β(s/M))r(k, s) (9.7)

where

Z(k) :=
Q−1∑
q=1

Aq(k)ωq , Z′(k) :=
Q−1∑
q=1

Bq(k)ωq+1,

Z′′(k) :=
Q−1∑
q=1
q even

Cq(k)ωqωq+1, Z′′′(k) :=
Q−1∑
q=1
q odd

Cq(k)ωqωq+1 (9.8)

with

Aq(k) :=
∑

1q≤s<1q+1

r(k, s) cos(2πλ′su1q ) sin(2πλsu1q )�
1

M
,
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Bq(k) :=
∑

1q≤s<1q+1

r(k, s) sin(2πλ′su1q ) cos(2πλsu1q )�
1

M
,

Cq(k) :=
∑

1q≤s<1q+1

r(k, s) sin(2πλ′su1q ) sin(2πλsu1q )�
1

M
.

The sum in (9.7) is majorized by

� Q1
1

M
τ−1M−1

�
1

M

and it remains to estimate Z(k), Z′(k), Z′′(k), Z′′′(k).
We do this using Khinchin’s inequality as in Section 8, noting thatZ(k),Z′(k),Z′′(k),

and Z′′′(k) are sums of Q − 1 independent random variables with coefficients bounded
by O(1/M). Therefore, we see that there is a choice of the Bernoulli sequence ω such
that

max
k

max(|Z(k)|, |Z′(k)|, |Z′′(k)|, |Z′′′(k)|)�
1

M

√
Q logN

� δ−1/2M−1/2N−1/4+ε (9.9)

for all k.
We conclude the proof by recalling that P̂2(k) = 0 if k does not satisfy (9.1). ut

10. The Fourier coefficients of P3

We have

Lemma 18. The coefficients ζs can be chosen so that conditions (C3′) and (C4′) are
satisfied, ζ0 = 1, and

P̂3(k)� MN−3/2+ε.

Proof. We have

P̂3(k) = (−1)k
∑

0≤s<s1

ψ(k −Ns)e

(
−k

s

M

)
e

(
1
M

s−1∑
t=0

Nt

)
ζs .

Since ψ is supported in [−M,M], recalling the definition (5.3) of Ns for s ∈ [0, s1 − 1]
we may also restrict s to

|k − RM − Ls| < M

with L = bRτ−1
c − 2R. Therefore, s runs through not more than

2ML−1
+ 1� M2N−3/2+ε

values. We conclude that P̂3(k)� MN−3/2+ε for every k, no matter how we choose the
coefficients ζs with |ζs | = 1, thus satisfying the constraint (C3′). We still must satisfy the
constraint (C4′). This we can do starting from s = s1 − 1 with ζs1−1 = ζs1 and ending
with ζ0 = 1, provided s1 is somewhat larger than 1/δ, say δM > N1/2. However, this last
condition is superseded by condition (C2′). ut
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11. The Fourier coefficients of P4 and P5

The estimate of the Fourier coefficients of P4 and P5 is essentially identical, the only
difference being the ranges of k involved. We find

Lemma 19.

P̂4(k) = 0 if k /∈ [−M,M + τN ],

P̂4(k)� δ−1/2M−1/2N−1/4+ε
+ δ−1M−1 if k ∈ [−M,M + τN ],

and

P̂5(k)� MN−3/2+ε for every k.

Proof. The same as for Lemma 17, mutatis mutandis. ut

12. Conclusion of proof

We recall an estimate of quadratic Weyl sums.

Lemma 20. Let N be a positive integer, and let α be a real number with a rational
approximation a/q such that (a, q) = 1 and |α − a/q| < B/q2, where B ≥ 1. Then

N∑
k=1

e(αk2
+ θk)�

√
q + BN/

√
q uniformly in θ .

Remark 21. The estimate with an extra logarithmic factor is well known from the theory
of Weyl sums and it could be used for our purposes here, with the same conclusions up to
the unimportant logarithmic factor. We state the finer result here only for completeness.

Proof. This is an easy consequence of the analysis of incomplete Gauss sums by Hardy
and Littlewood [11] in 1921; for B = 1, q ≤ 4N it is explicit in Fiedler, Jurkat, and
Körner [8, Th. 6]. Another (very non-elementary) short proof for B = 1, but immediately
adaptable to B ≥ 1, is in [3, p. 5]. ut

Corollary 22. Let c(k) be a positive monotonic function and assume the same hypotheses
as in the lemma. Then

N∑
k=1

c(k)e(αk2
+ θk)� {max

k
c(k)}(

√
q + BN/

√
q) uniformly in θ .

Proof. Apply the preceding lemma and partial summation. ut

First of all, we need to bring all Fourier coefficients below (N + 2M)−1/2 if we want to
be able to apply the Körner construction. Since

N−1/2
− (N + 2M)−1/2

= O(MN−3/2)
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we do this first step in the range k ∈ [2M,N − 2M] by replacing P̂1(k) by the slightly
smaller quantity (1 − MN−1+2ε)P̂1(k). In fact, in this range we have P̂2(k) = 0 and
P̂4(k) = 0, while P̂3(k) = O(MN

−3/2+ε) and P̂5(k) = O(MN
−3/2+ε). Therefore, we

have for k ∈ [2M,N − 2M] the inequality

(1−MN−1+2ε)P̂1(k)| +

5∑
i=2

|P̂i(k)| ≤ (1−MN−1+2ε)N−1/2
+O(MN−3/2+ε)

< (N + 2M)−1/2.

By Lemma 14 and Corollary 22 applied to the intervals of monotonicity of the real and
imaginary part of κ1 (take α = 1/(2N) and use the last clause of Lemma 14) we have∑

k∈I

P̂1(k)e(kθ) = O(1)

uniformly in θ and every subinterval I ⊂ [−M,N +M].
Thus it follows by Lemma 13 that this correction changes the absolute value of P0(θ)

by not more than O(MN−1+ε).
In the range [2τN, 2M] and [N−2M,N−τN ] we have to be more careful because of

the presence of non-zero Fourier coefficients P̂2(k) or P̂4(k), which are bounded only by
O(δ−1/2M−1/2N−1/4+ε). By the same argument as before, multiplying by 1− δ2N4ε the
Fourier coefficients P̂1(k) in this range introduces the still admissible error of O(δ2N4ε)

in the evaluation of the corresponding modified exponential polynomial. Now

(1− δ2N4ε)|P̂1(k)| +

5∑
i=2

|P̂i(k)| ≤ (N + 2M)−1/2

provided we choose
δ � M−1/5N1/10 (12.1)

and
M < N6/7, (12.2)

which we shall suppose henceforth.
We have shown that the modified exponential polynomial

P (1)(θ) := P0(θ)−MN
−1+2ε

∑
k∈[2M,N−2M]

P̂1(k)e(kθ)

− δ2N4ε
∑

k /∈[2M,N−2M]

P̂1(k)e(kθ) (12.3)

satisfies, with δ as in (12.1), the conditions

|P̂ (1)(k)| ≤ (N + 2M)−1/2 if k ∈ [2M,N − 2M],

|P̂ (1)(k)| ≤ (N + 2M)−1/2 otherwise,

|P (1)(θ)| = 1+O(δ2N4ε)+O(MN−1+2ε). (12.4)
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We recall the various conditions that the parameters N , M and δ must still satisfy:

τN < M < N,

N = 2RM, (C0)

M−2N3/2 < δ, (C2′)

N1/4M−1/2 < δ, (C11)

all other conditions having being verified in the course of our arguments.
The compatibility condition (C2′) is equivalent to

M > N7/9−ε, (C12)

which we shall suppose henceforth.
The error O(MN−1+2ε) in the estimate of P (1)(θ) is absorbed in the error term

O(δ2N4ε), provided M < N6/7. Thus if

N7/9−ε < M < N6/7 (C12′)

we can eliminate the error term O(MN−1+2ε) in (12.4) with M , N restricted only by
(C12′).

In order to increase the absolute value of the coefficients exactly to (N + 2M)−1/2,
we apply Lemma 15 (the Körner correction) to the three exponential polynomials with
Fourier coefficients P̂ (1)(k) in the three intervals k ∈ [−M, 2M], k ∈ [2M,N − 2M],
k ∈ [N − 2M,N +M] respectively. The corresponding deviations from the uncorrected
exponential polynomials are

O(N−1/2
√
M logM), O(N−1/2(MN−1+2ε)1/2

√
N logN), O(N−1/2

√
M logM).

This yields an exponential polynomial P ∗(θ) with P̂ ∗ supported in [−M,N +M] and

|P̂ ∗(k)| = (N + 2M)−1/2,

|P ∗(θ)| = 1+O(M−2/5N1/5+4ε)+O(M1/2N−1/2+ε(logN)1/2).

Taking M of order N7/9, which satisfies the key condition (C12′), yields

|P(θ)| = 1+O(N−1/9+4ε).

Because of condition (C0), this proves Theorem 4 (after a change of phase and rescaling)
whenever n is an integer with a factorization n = 2mr with for example

10−1n2/9 < r < 10n2/9.

However, this is not a real restriction because, given n, the integer n′ = bn/2rc2r
with r = bn2/9

c is of the required type and n− 2r < n′ ≤ n. Completing the unimodular
polynomial of degree n′ to a unimodular polynomial P(θ) of degree n with a Gaussian
phase k2/r introduces an error of at most O(

√
r), which does not alter the conclusion of

the theorem. ut
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Remark 23. The argument given here is optimal in the following sense. The choiceM �
N7/9, hence δ � N−1/18, yields equality (up to powers No(1)) for the three terms δ2,
δ−1/2N−1/4M−1/2, M1/2N−1/2, as well as equality in the constraint (C2′). The major
stumbling block for improving our arguments seems to lie in the constraint (C2′).

13. Explicit constructions, I

The Körner correction argument can be made constructive in the proof of Theorem 3 by
noting that it is applied to polynomials with increasing or decreasing coefficients. In this
case, the following simple remarks will show how to choose the sequence of signs (ωm)
explicitly without recurring to Khinchin’s inequality. By “constructive” and “explicit” we
mean that we can choose ωm as a function ofm of polynomial complexity, i.e. computable
in O((log n)C) steps for some constant C.

Proof of the statement in Remark 6 of Section 1. We start by recalling a well-known
property of the Golay–Shapiro sequence (see [1] for a survey and additional references).

Let �±k = (ω
±
m)m=0,...,2k−1 be two sequences defined inductively by

�±0 := 1, �±k+1 := (ω+m)m=0,...,2k−1 ∪ (±ω
−

m−2k )m=2k,...,2k+1−1

so that�+∞ is the Golay–Shapiro sequence. An alternative definition is via ω+m=(−1)u(m)

where u(m) counts the occurrences of pairs 11 in the dyadic expansion of m. The associ-
ated Rudin–Shapiro exponential polynomials

P±k (θ) =

2k−1∑
m=0

ω±me(mθ)

satisfy
|P+k (θ)|

2
+ |P−k (θ)|

2
= 2k+1 (13.1)

for every θ ∈ T, as one readily sees by induction on k. It is also true that for θ ∈ T and
n ≥ 1 and an absolute constant C we have∣∣∣ ∑

a≤m<b

ω+me(mθ)

∣∣∣ ≤ C√b − a. (13.2)

This is proved by recalling (13.1) and noting that for positive integers m and k we have

�+∞|[2km,2k(m+1)) = ±�
±

k

for suitable choices of signs ±. Then applying a greedy algorithm, dividing the interval
[a, b) into pieces of length a power of 2, yields the result; see [21] for a refined treatment
of this argument giving a good value for C. Now partial summation shows that if c(m) is
positive and increasing (or decreasing) in [a, b] then∣∣∣ ∑

a≤m<b

ω+mc(m)e(mθ)

∣∣∣ ≤ C{max
m
c(m)}

√
b − a (13.3)

continues to hold.
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In the proof of Theorem 3, we apply the Körner construction with

am = (−1)me
(
m2

2n

)
χα

(
m

n

)
to the ranges

0 ≤ m < n1/2(log n)3/2+ε, 0 ≤ n−m < n1/2(log n)3/2+ε.

Consider for example the range

I = [0, bn1/2(log n)3/2+εc],

the analysis for the other range being identical. We have

arg(am) = −πm+ πm2/n (mod 2π).

We subdivide the interval I into O((log n)3+2ε) subintervals

Ih := I ∩ [(hn)1/2, ((h+ 1)n)1/2];

then, with a little extra care in the choice of χα , we can ensure that both the real and
imaginary parts of iam have constant sign and are monotonic on each subinterval Ih.
Indeed, this is verified for our choice of χα in Section 3 provided n is large enough. Now
we simply choose ωm = (−1)mω+m. By (13.3) with θ+1/2 in place of θ , each subinterval
will contribute an error term bounded byO(h−1/4n1/4). There are at mostO((log n)3+2ε)

subintervals to consider. Altogether, taking into account the fact that ε is arbitrarily small,
this will give an explicit construction with the error term O(n1/4(log n)9/4+ε). ut

14. Explicit constructions, II

The problem of obtaining an ultraflat Kahane polynomial with an explicit construction is
interesting and has been around for some time.

The first randomization discussed in Section 11 already requires a sequence (ωm)
such that cancellation occurs not only for the sequence (ωm), but also for the sequence
(ωmωm+1). This is not automatic. For example, (13.2) does not hold for the sequence
(ω+mω

+

m+1), because ∑
0≤m<2k

ω+mω
+

m+1i
m−1
= 2k−1.

To see this, note that

ω+2mω
+

2m+1 = (−1)m, ω+2m+1ω
+

2m+2 = (−1)mω+mω
+

m+1

for every m.
However, the cancellation in the sums Z(k), . . . , Z′′′(k) in (9.8) can still be obtained

with other explicit sequences (ωq), because the coefficients vary quite slowly with q (up
to factors of type e(qθ)). The next sections will deal with this task.

For the rest of this paper, δ is chosen so that (12.1) holds, namely

δ � M−1/5N1/10. (12.1)
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15. Explicit constructions, II: The coefficients P̂2(k) and P̂4(k)

Our basic choice for derandomizing a Bernoulli sequence is a modification of the classical
Jacobi symbol. We use the notation pµ ‖ n to indicate that pµ is the highest power of p
dividing the integer n. We begin by setting, for p a prime,

[
u

p

]
:=


(
u

p

)
if (u, p) = 1,

1 if (u, p) = p,

and in general, for squarefree n, we set[
u

n

]
:=
∏
p|n

[
u

p

]
.

The symbol
[
u
n

]
is periodic with period n.

Definition 24. Let K be a positive integer. We say that an integer n is a K-strong almost
prime if

n has no prime factors ≤ n1/(K+1). (C(K))

It is clear that the total number�(n) of prime factors of n, counted with their multiplicity,
is at most K . Hence a sieve up to N which removes all prime divisors up to N1/(K+1)

produces only K-strong almost primes.

Lemma 25. Let 0 < ε < 1 and a positive integer K be given. Let P̂2(k) be obtained by
the same construction as in Section 9 but taking now

ωq :=
∏
pµ‖t

µ−1∏
λ=0

[
q0(p)+ · · · + qλ(p)

p

]
(15.1)

where q =
∑
qλ(p)p

λ is the expansion of q in base p, t is aK-strong almost prime, and
7Q0 < t < 14Q0 (recall that Q0 = dτ0Mδe ∼ N

−1/2+ε0Mδ). Then

P̂2(k)� δ−1/2N−1/4+2εM−1/2.

The same bound and construction also hold for P̂4(k).

We first need an auxiliary estimate.

Lemma 26. Let ωq be as in Lemma 25, let there be given 0 < ε < 1 and a positive
integer K , and suppose that t is a K-strong almost prime. Then

max
1≤Q1≤Q

max
θ

∣∣∣ ∑
1≤q≤Q1

ωqe(qθ)

∣∣∣� Q1/2+2ε,

max
1≤Q1≤Q

max
θ

∣∣∣ ∑
1≤q≤Q1

ωqωq+1e(qθ)

∣∣∣� Q1/2+2ε.
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Proof. By the same argument used at the beginning of the proof of Lemma 15, we see that
it suffices to prove the lemma for the special values θ = a/t . By a well-known method
which goes back to Mordell, the estimate for an incomplete sum in the range 1 ≤ q ≤ Q1
is the same as for all (i.e. for all θ = a/t) complete (i.e. over 1 ≤ q ≤ t) sums, up to a
factor to(1) (which we may make explicit as a divisor function).

Consider first the sum
t∑

q=1

ωqe

(
aq

t

)
. (15.2)

Let t =
∏
pµ and a be given. Then we can write uniquely

aq

t
≡

∑
pµ‖t

µ∑
h=1

p−λLh,p(q0(p), . . . , qµ−1(p)) (mod 1)

for certain linear forms Lλ,p (modp) determined by a, t , and p. Therefore, the sum in
(15.2) splits as a product

∏
pµ‖t

{ p−1∑
q0=0

· · ·

p−1∑
qµ−1=0

µ−1∏
λ=0

[
q0 + · · · + qλ

p

]
e
( µ∑
h=1

p−hLh,p(q0, . . . , qµ−1)
)}
. (15.3)

We make a change of variables (modp) by setting uλ = q0 + · · · + qλ in (15.3). This
changes the linear forms Lh,p into new linear forms (modp), in the variables uλ, and we
can further split (15.3) as

∏
pµ‖t

µ−1∏
λ=0

{ p−1∑
uλ=0

[
uλ

p

]
e
( µ∑
h=1

p−hAλ,h(p)uλ

)}
for certain coefficients Aλ,h(p)(modp).

The sum for h ≥ 2 in the exponential is bounded by 2 and does not oscillate, hence
we can remove it at a cost of O(logp) for each factor. It follows that

t∑
q=1

ωqe

(
aq

t

)
� to(1)

∏
pµ‖t

{
(C logp)µ

µ−1∏
λ=0

∣∣∣∣ p−1∑
uλ=0

[
uλ

p

]
e

(
aλ(p)uλ

p

)∣∣∣∣}
for an absolute constant C and certain integers aλ(p).

The inner sum is 1 plus a Gauss sum, hence it is majorized by 1+
√
p. This gives the

bound
t∑

q=1

ωqe

(
aq

t

)
� t1/2+o(1)

∏
pµ‖t

(2C logp)µ. (15.4)

If t has no small prime factors, the product in (15.4) is negligible. More precisely, if t is a
K-strong almost prime the product does not exceed O((log t)K). This proves the desired
bound for the first sum.
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The proof of the similar result for the second sum follows the same lines and it is here
that the actual choice of ωq (rather than the simpler

[ q
t

]
) plays a role. We indicate the

main changes to be made.
The factor ωqωq+1 creates a complication because ωq+1 depends on the expansion

of q + 1 in base p and its relation to the corresponding expansion of q depends on the
number, and location, of carries in the addition q + 1. Let q0, q1, . . . be the digits of
q = q0 + q1p + · · · , and v0, v1, . . . be the corresponding digits for q + 1. Let carry
denote the number of carries in the sum q + 1 done in base p. Then

q0 = · · · = qcarry−1 = p − 1, qcarry < p − 1,
v0 = · · · = vcarry−1 = 0,
vcarry = qcarry + 1,
vi = qi if i > carry.

In this way, the digits vi(q) of q + 1 are given explicitly as functions of the digits of q.
The same transformations as before lead us to estimate

∏
pµ‖t

(p−1∑
q0=0

· · ·

p−1∑
qµ−1=0

×

µ−1∏
λ=0

[
q0 + · · · + qλ

p

][
v0(q)+ · · · + vλ(q)

p

]
e

( µ∑
h=1

Lh,p(q0, . . . , qµ−1)

ph

))
. (15.5)

Consider now the factor in (15.5) determined by the prime p. We make the change of
variables uλ = q0 + · · · + qλ, λ = 0, . . . , µ− 1, and proceed as before. Then we have

v0(q)+ · · · + vλ(q) =

{
0 (modp) if λ < carry,
uλ + carry+ 1 (modp) if λ ≥ carry.

This decomposes the factor at p into a sum

µ−1∑
carry=0

ζcarry

µ−1∏
λ=carry

{ p−1∑
′

uλ=0

[
uλ

p

][
uλ + carry+ 1

p

]
e
( µ∑
h=1

p−hAλ,huλ

)}
where the coefficients ζcarry are roots of unity and

∑
′ means that the variable ucarry omits

the value p − carry− 1 (modp).
Again, we can remove the terms with h ≥ 2 in the exponential at a cost of not more

than (C logp)µ. It remains to estimate a typical sum over ui , namely

p−1∑
u=0

[
u

p

][
u+ carry+ 1

p

]
e

(
au

p

)
(possibly with the term u = p − 1 omitted) and our goal is to obtain a bound O(

√
p) for

this sum.
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If carry+ 1 is not divisible by p the sum reduces to a Kloosterman sum or Jacobsthal
sum, with a total bound 3+ 2

√
p using Weil’s classical estimate. Thus taking the product

over p we obtain the desired bound O(t1/2(log n)K).
If instead p divides carry + 1, if a = 0 we cannot do better than the trivial estimate

pµ−p+1. However, this problem is avoided if µ < p. Since we already imposed the
condition than all prime factors of p are larger than n1/(K+1), we must have µ ≤ K . This
condition for µ is automatically satisfied if p > K + 1, hence for n > (K + 1)K+1. ut

Proof of Lemma 25. Consider now the sums Z(k), Z′(k), Z′′(k) + Z′′′(k). We write a
typical sum Z as

Z =

Q−1∑
q=1

φq
∑

1q≤s<1q+1

r(k, s)f (s, q) =

1−1∑
j=0

Q−1∑
q=1

φqr(k,1q + j)f (1q + j, q) (15.6)

where, for every q = 1, . . . ,Q − 1, we have φq = ωq , ωq+1, or ωqωq+1, and where
f (s, q) is one of the three functions

cos(2πλ′su1q ) sin(2πλsu1q ), sin(2πλ′su1q ) cos(2πλsu1q ),

sin(2πλ′su1q ) sin(2πλsu1q ), (15.7)

and estimate separately the contribution of the sums with a fixed j .
Clearly,

Z � 1max
j

∣∣∣Q−1∑
q=1

φqr(k,1q + j)f (1q + j, q)

∣∣∣. (15.8)

We have

r(k,1q + j) = e

(
q(N − k)

1

M

)
e

(
(N − k)

s1 −1+ j

M

)
t (k,1q + j)

where we have written

t (k, s) = e

(
−
N

2

(
s

M

)2)
ψ(N − k + 2Rs);

note that
t (k, s)� 1/M. (15.9)

For the rest of the argument we fix j so that the sum in (15.8) has maximum absolute
value and write

x(q) := 2πλ1q+ju1q , y(q) := 2πλ′1q+ju1q , g(q) := f (1q + j, q).

Then

Z � 1max
θ

∣∣∣Q−1∑
q=1

φqe(qθ)t (k,1q + j)g(q)

∣∣∣.
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Let us write for simplicity

v(k, q) := t (k,1q + j)g(q).

Then by partial summation and Lemma 26 we find

Z � 1Q1/2+ε+o(1)
{
|v(k,Q− 1)| +

Q−2∑
q=1

|v(k, q)− v(k, q + 1)|
}
.

We claim that

|v(k,Q− 1)| +
Q−2∑
q=1

|v(k, q)− v(k, q + 1)| � M−1N2ε. (15.10)

Since Q� τM/1 and 1 is of order 1/δ, this will show that

Z � δ−1/2M−1/2N−1/4+5ε/2+o(1),

which, up to an irrelevant extra factor N3ε/2+o(1), is the same as what was obtained in
(9.9) by the randomization argument.

The term |v(k,Q− 1)| is O(1/M) because of (15.9).
Also

|ψ(N − k + R(1q + j))− ψ(N − k)| � R1Qmax |ψ ′| � 1QM−3N

andψ(x)� 1/M . Thus we may replaceψ(N−k+R(1q+j)) byψ(N−k), which is in-
dependent of q, introducing an error term of order at most1Q2M−3N � 1−1M−1N2ε.

In a similar way, we have∣∣∣∣e(−N2
(
s +1

M

)2)
− e

(
−
N

2

(
s

M

)2)∣∣∣∣� NM−212Q

and this introduces an error term O(M−1N2ε).
We conclude that

Q−2∑
q=1

|v(k, q)− v(k, q + 1)| � M−1N2ε
+

1
M

Q−2∑
q=1

|g(q)− g(q + 1)|. (15.11)

Our next step consists in computing the pairs (λs, λ′s) explicitly. Recall that for1q ≤ s <
1q+1 the pairs (λs, λ′s) were defined inductively by

(λ1q , λ
′
1q
) = (1, 0), (λ1q+1−1, λ

′

1q+1−1) = (0, 1),

cos(2πλsu1q ) cos(2πλ′su1q ) = β(1q/M),

λs ≥ λs+1 ≥ 0, λ′s ≤ λ
′

s+1 ≤ 1,
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and λs+1 being smallest with the above properties and

|λs − λs+1| + |λ
′

s+1 − λ
′
s | ≤

δ

2πu1q
.

Since λs+1 was taken as small as possible, we must have

λs+1 − λ
′

s+1 = λs − λ
′
s −

δ

2πu1q

unless we reach first λs+1 = 0, which occurs precisely when

−1 > λs − λ
′
s −

δ

2πu1q
.

Thus by induction we see that setting

jq =

⌈
4πu1q
δ

⌉
= 4u1q1+O(1) (15.12)

we have, after multiplication by 2πu1q ,

x(q)− y(q) = arccos(β(1q/M))− δj if j < jq , (15.13)
cos(x(q)) cos(y(q)) = β(1q/M),
x(q) = 0 if jq ≤ j. (15.14)

Since β(x) is in our range an increasing function of x and since cos(2πu1q ) = β(1q/M)
we see that u1q is a decreasing function of q, hence jq is also a decreasing function of q.
Moreover, we have verified in (9.5) that |u1q − u1q+1 | � 1/(τM) and it follows that

jq − jq+1 � 1+12(τM)−1
� 1

by using condition (C11) in the last step. By the preceding formula, (15.13), (15.12),
(15.14), and (15.11), we conclude that in order to prove our claim it suffices to prove the
bound ∑

1≤q<Q−1
j<jq

|g(q)− g(q + 1)| � N2ε.

To prove this we show that g(q) is a piecewise monotonic function of q, with the number
of pieces bounded by an absolute constant. The result (with the more precise boundO(1))
then follows by telescoping the sums over the monotonicity intervals.

For simplicity, in the following argument we abbreviate x, y, β for x(q), y(q), and
β(1q/M), where 1q = s1 + (q − 1)1, considering them as continuous differentiable
functions of q.

By our preceding discussion, we have either g(q) = 0 or g(q) =
√

1− β2 in the
interval q0 ≤ q ≤ Q1 where jq ≤ j , and we have monotonicity there.
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In the interval q < q0 we eliminate y from (15.13) using cos(x) cos(y) = β, obtaining

x − arccos
(

β

cos(x)

)
− arccos(β) = −δj.

We differentiate with respect to q, thus eliminating the constant term δj , obtaining an
identity Ax′ + Bβ ′ = 0 where A and B are algebraic functions in the arguments cos(x)
and β alone.

Next, we eliminate y from g(q) using the equation cos(x) cos(y) = β, differentiate
with respect to q, and equate the result to 0 in order to obtain an equation for the end points
of the intervals of monotonicity of g(q) (except the beginning and end of the range of q).
This equation is of type Cx′ +Dβ ′ = 0 with C, D algebraic functions in the arguments
cos(x) and β alone. Therefore, we have AD − BC = 0 with AD − BC = F(cos(x), β)
with F(X, Y ) an algebraic function of X and Y with constant coefficients. Note also
that AD − BC is not identically 0. To see this point, we remark that Ax′ + Bβ ′ = 0
identically in q. If AD−BC were identically 0 then C,D would be proportional to A, B,
and g′(q) = Cx′ + Dβ ′ would be identically 0, hence g(q) would be constant, which
certainly is not the case.

Let C(X, Y ) be the field of rational functions inX, Y , with complex coefficients. Then
F := F(X, Y ) satisfies a unique irreducible monic equation over C(X, Y ), namely

F d + a1(X, Y )F
d−1
+ · · · + ad(X, Y ) = 0

for certain rational functions ai ∈ C(X, Y ). Let U(x, y) be a numerator for the rational
function ad(X, Y ). Then U(X, Y ) is not identically 0, and U(cos(x), β) vanishes when-
everAD−BC vanishes. Thus we have obtained a polynomial equationU(cos(x), β) = 0,
independent of δj , satisfied by x(q) whenever g′(q) = 0.

On the other hand, the equation x − y = arccos(β)− δj yields

cos(x) = cos(y + arccos(β)− δj)

= cos(y)
{
β cos(δj)+

1√
1− β2

sin(δj)
}

− sin(y)
{

1√
1− β2

cos(δj)− β sin(δj)
}
.

Using once again the equation cos(x) cos(y) = β to eliminate y, and proceeding in the
same way as before, we obtain another polynomial equation

V (cos(x), β, cos(δj)) = 0

satisfied identically in q. Clearly, we may assume that V (X, Y, cos(δj)) is irreducible as
a polynomial in X, Y . Therefore, taking the resultant of U(X, Y ) and V (X, Y, cos(δj))
with respect to X (this resultant certainly is not identically 0, because U(X, Y ) and
V (X, Y, cos(δj)) are both irreducible, hence U(X, Y ) cannot divide V (X, Y, cos(δj))
without having U(X, Y ) proportional to V (X, Y, cos(δj)), which is not the case) we ob-
tain a non-trivial equation W(β, cos(δj)) = 0 satisfied by β = β(1q/M). In particular,
β can take at most degβ(W) values. Since β is monotonic in q, we have at most degβ(W)
values of q for which g′(q) = 0. ut
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16. Explicit constructions, II: The coefficients P̂3(k) and P̂5(k)

We need a more precise analysis of the Fourier coefficients of the exponential polynomials
P3(θ) and P5(θ).

Lemma 27. Suppose the support of the auxiliary function χ in the proof of Lemma 12 is
supp(χ) ⊂ [−1/4, 1/4]. Then there are µ, ν, independent of k, such that

P̂3(k)+ P̂5(k) =
1
√
LM

e

(
−

k2

2LM
+ µk + ν

)
U1(k)

+
1
M

{
e

(
−
s1

M
k

)
U2(k)+ e

(
s1

M
k

)
U3(k)

}
(16.1)

where

Ui(k)� 1 for i = 1, 2, 3, (16.2)

U ′1(k)� (LM)−1/2, U ′i (k)� M−1 for i = 2, 3. (16.3)

Moreover, if 2M ≤ k ≤ N−2M then U1(k) is independent of k and also, for any fixedA,

U ′i (k)� N−A for i = 1, 2, 3.

Proof. We start with P̂3(k). Recall that

P̂3(k) = (−1)k
∑

0≤s<s1

ψ(k −Ns)e

(
−k

s

M

)
e

(
1
M

s−1∑
t=0

Nt

)
ζs

with Ns = RM + Ls and L = bRτ−1
c − 2R. The coefficients ζs are subject to the

conditions
ζ0 = 1, |ζs | = 1, |ζs − ζs+1| < δ (C4′)

for 0 ≤ s < s1. By our choice of ωq in Lemma 25, we have ω1 = 1. Also (λs1 , λ
′
s1
) =

(1, 0), β(s1/M) = 0, and it follows that ζs1 = i.
Therefore, we choose

ζs := e
(
s

4s1

)
for 0 ≤ s < s1.

The Fourier coefficient P̂5(k) is obtained in the same way, upon replacing s byM − s
throughout (excluding s = 0). Hence

P̂3(k)+ P̂5(k) = (−1)k
∑

−s1<s<s1

ψ(k − RM − Ls)e

(
L

M

s2

2
+ φs

)
where

φ :=
1

4s1
−
k

M
+ R −

L

2M
.
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As usual, we transform the sum by Poisson summation and evaluate the resulting sum
by stationary phase. Note, however, that the restriction of ψ(k − RM − Lx) to the open
interval −s1 < x < s1 need not have compact support, so some extra care is needed here.

We abbreviate

9(x) := ψ(k − RM − Lx), L(x) :=
L

M
x + φ.

Then Poisson summation yields

(−1)k{P̂3(k)+ P̂5(k)} = lim
H→∞

∑
|h|<H

∫ s1

−s1

9(x)e

(
L

M

x2

2
+ (φ − h)x

)
dx

+
1
2
9(−s1)e

(
L

M

s2
1
2
− φs1

)
−

1
2
9(s1)e

(
L

M

s2
1
2
+ φs1

)
. (16.4)

Since ψ now has support in [−M/2,M/2], for fixed k the integral is restricted to the
interval Ik ∩ [−s1, s1] where

Ik :=
[
k − RM −M/2

L
,
k − RM +M/2

L

]
.

Stationary phase may occur at the points x = ξh with

L

M
ξh + φ − h = 0

and then

ψ(k − RM − Lξh) = ψ

(
M

4s1
−
L

2
−Mh

)
.

If h 6= −1, 0, 1 the point
M

4s1
−
L

2
−Mh

is well away from the support of ψ , and thus there is no stationary phase. In this case it
is convenient to integrate by parts repeatedly, taking the exponential as integrating factor.
This yields the equation

∫ s1

−s1

9(x)e

(
L

M

x2

2
+ (φ − h)x

)
dx

=

J∑
j=0

(−1)jDjh9(x)
(2πi)j (L(x)− h)

e

(
L

M

x2

2
+ (φ − h)x

)∣∣∣∣s1
−s1

+
(−1)J

(2πi)J (L(x)− h)

∫ s1

−s1

(DJh9(x))e

(
L

M

x2

2
+ (φ − h)x

)
dx (16.5)
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where Dh is the differential operator

DhF(x) =
d

dx
{(L(x)− h)−1F(x)}

and D0F(x) = F(x). Now D
j
h9(x) is a linear combination

D
j
h9(x) =

j∑
l=0

cj,l(L(x)− h)−j−l−1LjM−j−lψ (l)(k − RM − Lx). (16.6)

For x ∈ Ik we have
L

M
x ∈

k

M
− R +

[
−

1
2
,

1
2

]
(16.7)

and, since L/M = o(1), we also have from (16.7) the bound

|L(x)| < 3/4, |L(x)− h| > |h|/5 for |h| ≥ 1.

Therefore, from (16.6) we obtain, for |h| ≥ 1,

D
j
h9(x)� |h|

−j−1LjM−1−j . (16.8)

For j = 0 we need a more refined estimate obtained by grouping together terms with h
and −h, namely

(L(x)− h)−19(x)+ (L(x)+ h)−19(x) =
2L(x)

L(x)2 − h29(x)� |h|
−2M−1. (16.9)

Now using (16.5), (16.8), (16.9), we can evaluate the contribution to the Poisson summa-
tion formula in (16.4) due to the terms with |h| ≥ 1 to be

∑
±

lim
H→∞

H∑
h=1

J∑
j=0

(−1)j

(2πi)j
e

(
L

M

s2
1
2
± φs1

)
(D

j
h +D

j
−h)9(±s1)+O(N

−A) (16.10)

because e(hs1) = 1 and because the resulting series in h is absolutely convergent. A rather
similar calculation holds for the derivative with respect to k of the coefficients of the
exponentials e(±ks1/M).

This proves that the contribution to (−1)k{P̂ (3)(k) + P̂ (5)(k)} originating from the
terms with |h| ≥ 1 in the Poisson summation formula is indeed given by the second and
third terms in formula (16.1), and that U2(k) and U3(k) satisfy (16.2) and (16.3).

If h = 0 the point

ξ0 = −
M

L
φ

is the point of stationary phase of the integrand. After making the change of variables
y + ξ0 ← x, the integral becomes
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e

(
−
L

2M
ξ2

0

)∫ s1−ξ0

−s1−ξ0

ψ

(
M

4s1
−
L

2
− Ly

)
e

(
L

2M
y2
)
dy

= e

(
−
L

2M
ξ2

0

)
(LM)−1/2U1(k). (16.11)

By a standard estimate the integral in (16.11) is � (LM)−1/2, because ψ � M−1 and
ψ ′ � M−2. Since

e

(
−
L

2M
ξ2

0

)
= e

(
−

k2

2LM
+ µk + ν

)
with µ, ν independent of k, this proves that U1(k) satisfies (16.2).

We write for simplicity

U1(k) := (LM)1/2
∫ s1−ξ0

−s1−ξ0

G(y) dy

and note that by (16.11) the integrandG(y) is independent of k. Thus differentiating with
respect to k we see

U ′1(k) = −(LM)
1/2
{G(s1 − ξ0)−G(−s1 − ξ0)}

∂ξ0

∂k
� (LM)−1/2.

This proves that U ′1(k) satisfies (16.3).
Finally, if 2M ≤ k ≤ N − 2M the interval Ik is contained in [−s1, s1], hence the sum

of boundary terms in the expression (16.10) vanishes identically, hence the contribution
of (16.10) to Poisson summation is O(N−A). By the same token, in this range we have∫ s1−ξ0

−s1−ξ0

ψ

(
M

4s1
−
L

2
− Ly

)
e

(
L

2M
y2
)
dy =

∫
R
ψ

(
M

4s1
−
L

2
− Ly

)
e

(
L

2M
y2
)
dy,

which is independent of k. This proves the last clause of the lemma. ut

17. Explicit constructions, II: The Körner correction, preliminary steps

We want a constructive version of the Körner correction of the Fourier coefficients of the
exponential polynomial P (1)(θ), as defined in Section 12, namely

P (1)(θ) := P0(θ)−MN
−1+2ε

∑
k∈[2M,N−2M]

P̂1(k)e(kθ)

− δ2N4ε
∑

k /∈[2M,N−2M]

P̂1(k)e(kθ). (12.3)

The Körner costruction for a complex number z with |z| < (N + 2M)−1/2 consists in
replacing z by

z∗ := z+ iωk
z

|z|

√
1

N + 2M
− |z|2.
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Writing for simplicity

ξ(z) :=
z

|z|

√
1

N + 2M
− |z|2

our task consists in finding an explicit sequence (ωk) such that the correction∑
−M<k<N+M

ωkξ(P̂ (1)(k))e(kθ)

introduced by the Körner construction is essentially as small as what can be obtained
choosing ωk by probabilistic methods.

The main difficulty in doing this lies in the structure of the function ξ(z). If |z| is small
compared with 1/(N + 2M) we can expand the square root in power series, leaving us to
deal with complicated sums of type∑

k

ωkP̂ (1)(k)|P̂ (1)(k)|
2j−1e(kθ),

but if |z| is close to 1/(N + 2M) the situation is more delicate.
Thus our first task is to simplify as much as possible the Fourier coefficients of

P (1)(θ).
There are seven different ranges for k to consider, namely the intervals

[−M, τN], [τN, 2τN ], [2τN, 2M], [2M,N − 2M],
[N − 2M,N − 2τN ], [N − 2τN,N − τN ], [N − τN,N +M].

Lemma 28. Define

P (2)(θ) = P (1)(θ)−
∑

τN≤k<2τN

{P̂4(k)+ P̂3(k)+ P̂5(k)}e(kθ)

−

∑
N−2τN<k≤N−τN

{P̂2(k)+ P̂3(k)+ P̂5(k)}e(kθ).

Then

|P (2)(θ)| = 1+O(M−2/5N1/5+5ε)+O(MN−1+2ε), (17.1)

P̂ (2)(k) = (1− δ2N4ε)P̂1(k) if k ∈ [τN, 2τN) ∪ (N − 2τN,N − τN ], (17.2)

P̂ (2)(k) = P̂ (1)(k) otherwise. (17.3)

Proof. Equations (17.2) and (17.3) are obvious from the definition.
For k ∈ [τN, 2τN ] the Fourier coefficients of P (1)(θ) are given by

P̂ (1)(k) = (1− δ2N4ε)P̂1(k)+ P̂4(k)+ P̂3(k)+ P̂5(k).
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For k ∈ [N − 2τN,N − τN ] the same formula holds with P̂4(k) replaced by P̂2(k). We
have ∑

τN<k<2τN

{P̂3(k)+ P̂5(k)}e(kθ)� MN−3/2+ετN � MN−1+2ε,

hence we can remove these terms from P (1)(θ) without affecting its absolute value in a
significant way. The same occurs with∑

τN<k<2τN

P̂4(k)e(kθ)� M−2/5N1/5+2ε
= δ2N2ε.

This proves (17.1). ut

Lemma 29. Let

ωk =

[
k

p1

]
where p1 is a prime number, 2τN < p1 < 4τN . Then the Körner correction of P (2)(θ)
in the ranges k ∈ [τN, 2τN ] and k ∈ [N − 2τN,N − τN ] is( ∑

τN≤k<2τN

+

∑
N−2τN≤k<N−τN

)
ωkξ(P̂ (2)(k))e(kθ)� N−1/4+2ε.

Proof. By symmetry, it suffices to prove the lemma only in the range [τN, 2τN ]. By
Lemma 14 (7.2), and (7.13), we have

P̂1(k) = e

(
�−

1
8
+
k2

2N
−
k

2

)
N−1/2c(k)+O(M−2N1/2),

c(k) =

J−1∑
j=0

1
j !(4πiN))j

β(2j)
(

1−
k

N

)
, (17.4)

with β a smooth function subject only to the natural conditions stated at the beginning of
Section 5. The error term O(M−2N1/2) is negligible, because M−2N1/2

� N−1. More-
over, the exponential e(k2/(2N)) is slowly oscillating over intervals of length O(

√
N),

and we can cover the interval [τN, 2τN ] with not more than O(Nε) such subintervals.
Now

ξ(P̂ (2)(k)) := i
P̂1(k)

|P̂1(k)|

√
1

N + 2M
− (1− δ2N4ε)2|P̂1(k)|2

= ie

(
�−

1
8
+
k2

2N
−
k

2
+ arg(c(k))

)√
1

N + 2M
−

1
N
(1− δ2N4ε)2|c(k)|2 +O(N−1)

and c(k) is a nice function given by (17.4). By a careful choice of the function β, it follows
that

ξ(P̂ (2)(k)) =
1
√
N
e

(
−
k

2

)
u(k)+O(N−1)
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where u(k) is bounded, with real and imaginary parts expressible as sums of a bounded
number of functions of k, monotonic overO(Nε) subintervals covering [τN, 2τN ]. Thus
the error introduced by the Körner correction is

� Nε−1/2 max
I

max
θ

∣∣∣∣∑
k∈I

(
k

p1

)
e(kθ)

∣∣∣∣
where I ranges over all subintervals of [τN, 2τN ]. This isO(Nε−1/2

√
τN logN), hence

O(N−1/4+2ε), which amply suffices for our purposes. ut

In the ranges k ∈ [−M, τN] and k ∈ [N − τN,N +M] the amplitude of the Fourier
coefficients of P (1)(θ) is not well controlled and in order to compute the effect of the
Körner correction we need to modify first these Fourier coefficients, by adding a term
with a larger amplitude and controlled phase.

Lemma 30. Let p1 be a prime with 2M < p1 < 4M , and define

ωk :=
[
k

p1

]
,

P6(θ) :=
N−ε

√
N + 2M

∑
−M<m<τN

e

(
m2

p1

)
e(mθ),

P7(θ) :=
N−ε

√
N + 2M

∑
N−τN<m<N+M

e

(
m2

p1

)
e(mθ),

P (3)(θ) := P (2)(θ)+ P6(θ)+ P7(θ).

Then

|P (3)(θ)| = 1+O(N1/5+4εM−2/5)+O(N−1/2M1/2),

P̂ (3)(k) = P̂ (2)(k) f or k ∈ [τN,N − τN ].

The Körner correction of P (3)(θ) in the range k /∈ [τN,N − τN ] is∑
k /∈[τN,N−τN ]

ωkξ(P̂ (3)(k))e(kθ)� M1/2N−1/2+Cε

where C is an absolute constant.

Proof. Again by symmetry it suffices to consider the range k ∈ [−M, τN]. By Lemma
20 with α = 1/p1 we have

|P6(θ)| + |P7(θ)| � M1/2N−1/2.

In the range [−M, τN] we have P̂1(k) = 0, hence

P̂ (3)(k) = P̂6(k)+ P̂4(k)+ P̂3(k)+ P̂5(k).
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We abbreviate
Q(k) := P̂6(k)

−1(P̂4(k)+ P̂3(k)+ P̂5(k)).

Using P̂6(k) = N−ε/
√
N + 2M , Lemma 25 for estimating P̂4(k), and Lemma 27 for

estimating P̂3(k) + P̂5(k), we verify that Q(k) � N−η for some fixed η > 0 (with our
final choice for M , we get η = 1/9).

A quick calculation by expanding the square root shows that the Körner correction is

ξ(P̂ (3)(k)) := ie
(
k2

p1

)
1+Q(k)
|1+Q(k)|

√
1

N + 2M
−

N−2ε

N + 2M
|1+Q(k)|2

= i
e(k2/p1)
√
N + 2M

∞∑
j=0

(−1)j
( 1

2
j

)
N−2jε(1+Q(k))j+1/2(1+Q(k))j−1/2

and we need to show that ∑
−M<k<τN

ωkξ(k)e(kθ)

is small. Clearly, by expanding (1+Q(k))j±1/2 in power series we see that it suffices to
bound

1
√
N

∑
−M<k<τN

ωke

(
k2

p1

)
Q(k)hQ(k)

l
e(kθ) (17.5)

for all non-negative integers h and l up to a sufficiently large bound, for example 2/η.
By expanding Q(k)j and Q(k)

l
, this is the same as estimating the sums

N (h+l)(1/2+ε)
√
N

∑
−M<k<τN

ωke

(
(l − h+ 1)

k2

p1

)
U(k)aV (k)h−aU(k)

b
V (k)

l−b
e(kθ),

where we have written for simplicity

U(k) := P̂4(k), V (k) := P̂3(k)+ P̂5(k),

for 0 ≤ a ≤ h, 0 ≤ b ≤ l. Now recall that

U(k) =
∑

M−2s1<s≤M−s1

ψ(k −Ns)e(−kθs)

(
ζs − β

(
s

M

))
e

(
1
M

s−1∑
t=0

Nt

)
and similarly

V (k) =
{ ∑

0≤s<s1

+

∑
M−s1<s<M

}
ψ(k −Ns)e(−kθs)ζse

(
1
M

s−1∑
t=0

Nt

)
.

It follows that a typical sum in (17.5) is the sum of not more than sh+l1 sums of type

N (h+l)(1/2+ε)
√
N

g(t1, . . . , th+l)
∑

−M<k≤τN

{h+l∏
j=1

ψ(k −Ntj )
}
ωke

(
(l − h+ 1)

k2

p1
+ kθ ′

)
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with g(t1, . . . , th+l) = O(2h+l) independent of k and θ ′ a suitable translation of the θ in
(17.5).

By the Weil estimate for (now incomplete) mixed exponential sums in one variable
(note that τN is small with respect to M , and M has the same order as p1), we get

∑
−M<k≤τN

{h+l∏
j=1

ψ(k −Ntj )
}( k

p1

)
e

(
(l − h+ 1)

k2

p1
+ kθ ′

)
� M−h−l+1/2 logN.

(Here θ ′ was arbitrary, but the same argument used to prove (8.1) shows that it suffices to
deal with θ ′ = a/p1.)

Therefore, a typical sum in (17.5) is bounded (not uniformly in h, l) by

O(sh+l1 N (h+l)(1/2+ε)−1/2M−h−l+1/2 logN) = O(M1/2N−1/2+2(h+l)ε logN),

because s1 = τM ≤ MN−1/2+ε. Since h + l is bounded independently of ε, we get
once more an estimate O(M1/2N−1/2+Cε), for some absolute constant C, for the Körner
correction in the range k ∈ [−M, τN] and, by the same proof, in the range k ∈ [N −
τN,N +M]. ut

18. Explicit constructions, II: The Körner correction in the range [2M,N − 2M]

In this section we obtain a good bound for the Körner correction of P (3)(θ). We will
prove

Lemma 31. Let K be a positive integer. Suppose that

N = 2m2r2, n := mr, M = m2, R = r2, (C13)
n is squarefree. (C14)

Write uniquely, for k ∈ [2M,N − 2M], k = 2nu+ v with 0 ≤ v < 2n and set

ωk :=
[
v

n

]
. (18.1)

Then the Körner correction of P (3)(θ) in the range 2M < k < N − 2M is∑
2M<k<N−2M

ωkξ(P̂ (3)(k))e(kθ)� M1/2N−1/2+4ε.

Proof. If k ∈ [2M,N − 2M] we have

P̂ (3)(k) = P̂ (1)(k) = (1−MN−1+2ε)P̂1(k)+ P̂3(k)+ P̂5(k).

By Lemmas 14 and 27, in the given range of k we have

P̂ (1)(k) =
K1
√
N
e

(
k2

2N
+ µ′k + ν′

)
+

K2
√
LM

e

(
−

k2

2LM
+ µk + ν

)
+O(N−A)
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where
K1 := (1−MN−1+2ε)(1+ κ1), K2 := (1−MN−1+2ε)κ2,

A is arbitrarily large, κ1 and κ2 are independent of k, and

κ1 � M−2N, κ2 � 1.

In view of the above, writing for simplicity

K3 := K2K
−1
1

√
N

LM
, u(k) :=

1
2N

k2
+ µ′k + ν′, v(k) := −

1
2LM

k2
+ µk + ν

for suitable µ,µ′ν, ν′, independent of k, and noting that K3�
√
N/(LM)�N−1/4+ε/2,

we infer that

P̂ (3)(k)

|P̂ (3)(k)|
= e(u(k))

1+K3e(v(k)− u(k))

|1+K3e(v(k)− u(k))|
+O(N−A+1/2)

= e(u(k))

J∑
j=−J

cj e(ju(k)− jv(k))+O(N
−A+1/2) (18.2)

for certain numerical coefficients cj , independent of k, such that

cj � N−(1/4−ε/2)|j |

provided we take J sufficiently large as a function of A.
A similar calculation yields

√
1

N + 2M
− |P̂ (3)(k)|2 =

√
1

N + 2M
−
|K1|2

N
|1+K3e(v(k)− u(k))|2

= M1/2N−1+ε
J∑

j=−J

dj e(ju(k)− jv(k))+O(N
−A+1/2) (18.3)

for certain coefficients dj , independent of k, such that

dj � (M−1N3/4−3ε/2)|j |

provided we take J sufficiently large as a function of A.
Multiplying together (18.2) and (18.3) we find that the Körner correction has an

asymptotic expansion

M1/2N−1+ε
2J∑

j=−2J

fj e((j + 1)u(k)− jv(k))+O(N−A)

where the coefficients fj are independent of k and

fj � (M−1N3/4−3ε/2)|j |. (18.4)
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We need to show that with the hypotheses of the lemma the sums

M1/2N−1+ε(M−1N3/4−3ε/2)|j |
∑

2M<k<N−2M

ωke((j + 1)u(k)− jv(k))e(kθ)

are small for |j | ≤ 2J , uniformly in θ . Since we may absorb the linear part of (j +
1)u(k)− jv(k) into the factor e(kθ), we need good bounds for

Sj :=
∑

2M<k<N−2M

ωke

((
j + 1
2N
+

j

2LM

)
k2
)
e(kθ) (18.5)

for |j | ≤ 2J .
We write uniquely k = 2nu+ v, 0 ≤ v < 2n, hence the range for u and v is given by

0 ≤ v < 2n, u ∈ Iv :=
[

2M − v
2n

, n−
2M + v

2n

]
.

Note that since v < 2n we can partition the interval for v into not more than four subin-
tervals, in each of which Iv is independent of v.

We recall that our choice of ωk is

ωk =

[
v

n

]
. (18.1)

By (18.5), our problem becomes that of estimating

Sj :=
∑
u∈I1

∑
v∈I2

[
v

n

]
e

(
j + 1
n

uv +
2jr2

L
u2
+ g(u, v)

)
e(uθ1 + vθ2) (18.6)

where we have abbreviated

g(u, v) :=
j + 1
4n2 v2

+
2jn
LM

uv +
j

2LM
v2 (18.7)

and where I1 and I2 are certain subintervals of [0, n], [0, 2n].
Now g(u, v) is a slowly oscillating function of u, v, because L � r2n1−2ε. Also re-

placing θ1 and θ2 with close rational approximations h/n and l/n introduces only slowly
oscillating corrections. Therefore, dividing the interval for v into O(n2ε) subintervals of
length not more than cn1−2ε, with c a small constant, and using a double partial summa-
tion argument in the variables u, v, we infer that

Sj � n2ε max
h,l,R

∣∣∣∣ ∑
(u,v)∈R

∏
p|n

[
v

p

]
e

(
j + 1
n

uv +
2jr2

L
u2
+
h

n
u+

l

n
v

)∣∣∣∣
withR ranging over subrectangles of [0, n]× [0, n] with sides parallel to the (u, v) axes.

Now, by choosing L carefully in an appropriate range, we prove the key estimate

Sj � n1+5ε.
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Then, by applying this bound to (18.7) and to the expression in (18.4), we infer that the
error introduced by this explicit Körner correction is bounded as

� M1/2N−1+εn1+5ε
� N3ε

√
M/N.

A difficulty in estimating the sum Sj is due to the fact that the sum has a natural period
n associated with the exponential e((j + 1)uv/n), while the exponential e(2jr2u2/L)

has a period L which a priori may not be in resonance with n. Thus it turns out that it is
necessary to adjust L so that r2/L is in resonance with the frequency 1/n.

We have a simple lemma.

Lemma 32. Suppose that r > nρ for a fixed ρ with 0 < ρ < 1 and let ε0 be a fixed
positive number with 0 < ε0 < ρ/3. Then there are ε with

ε0 −
log 2
log n

≤ ε ≤ ε0

and a positive integer a with (a, n) = 1, a ∼ n2ε0 , such that 2r2/L admits a rational
approximation ∣∣∣∣2r2

L
−
a

n

∣∣∣∣ < 1
n2 .

Proof. Note that since L = bR/τc − 2R we have

L = b21/2−εr2n1−2ε
c − 2r2.

If we keep r , m, and n = rm fixed and ε in [ε0 − log 2/log n, ε0], the quantity L will run
over a set of integers covering the interval [L0, 4L0], where

L0 = b21/2−ε0r2n1−2ε0c − 2r2
∼ 21/2−ε0r2n1−2ε0 .

By clearing denominators, it suffices to find L and a, with L ∈ [L0, 4L0] and (a, n) = 1,
such that

|2r2n− aL| < L0n
−1.

Fix a number a coprime with n such that a ∼ 2−1n2ε0 . Then the interval

[2r2n− L0n
−1
+ a, 2r2n+ L0n

−1
− a]

contains a number aL divisible by a, because for large n,

2L0n
−1
∼ 23/2−ε0r2n−2ε0 > 2n2ρ−2ε0 > n4ε0 > 4a.

By the choice of a, we have L ∼ 2r2n1−2ε0 hence there is ε, within log 2/log n of ε0,
yielding the number L with the desired property. ut

For the rest of this section, we assume that ε is chosen so that the conclusion of Lemma 32
holds. By the preceding lemma, the exponential e((r2/L− a/n)u2) is slowly oscillating.
By dividing the interval for u intoO(n2ε) shorter intervals of length not more than cn1−2ε,
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with c a small constant, we can remove this factor in the exponential sum Sj , at a cost of
an extra factor n2ε. This gives

Sj � n4ε max
h,l,R

∣∣∣∣ ∑
(u,v)∈R

[
v

n

]
e

(
j + 1
n

uv +
2ja
n
u2
+
h

n
u+

l

n
v

)∣∣∣∣.
As in the proof of Lemma 26, we complete the sum to a sum mod n, at a cost of
O((log n)2). Since n is squarefree, the complete sum splits into a product over p|n of
factors (up to a multiplier ±1) of type (we denote by x the multiplicative inverse of
x (modp))

p−1∑
u=0

p−1∑
v=0

[
v

p

]
e

(
j + 1
p

uv +
2ja n/p
p

u2
+
h

p
u+

l

p
v

)
. (18.8)

Our task is to estimate the sum in (18.8) obtaining a square root cancellation.
If p = 2 the sum does not exceed 4. Now suppose p is odd.
We perform first the summation over v. If j 6= −1 and (j + 1)u + l 6= 0, we have

a Gauss sum except for an additional contribution of 1 due to the term with v = 0. Thus
the summation over v yields(

1+
(
(j + 1)u+ l

p

)
η
√
p

)
e

(
2ja n/p
p

u2
+
h

p
u

)
with η = 1 or η = i according as p ≡ 1 or 3(mod 4). If j 6= −1 and (j+1)u+l = 0, then
u is uniquely determined and we have a contribution of p in absolute value. Therefore,
summing over u we get in the case j 6= −1 the bound

∣∣∣∣ p−1∑
u=0

e

(
2ja n/p
p

u2
+
h

p
u

)∣∣∣∣+√p∣∣∣∣ p−1∑
u=0

(
(j + 1)u+ l

p

)
e

(
2ja n/p
p

u2
+
h

p
u

)∣∣∣∣ ≤ 4p

by the standard Weil estimate for mixed exponential sums in one variable.
If j = −1 and l 6= 0, the sum over v is is again a Gauss sum, independent of u, except

for an additional contribution of 1 due to the term with v = 0. Then summation over u
yields the bound

(1+
√
p)(2
√
p) < 4p.

If instead j = −1 and l = 0, summing over v yields the bound 1 and summation over u
gives the bound 2

√
p.

We have shown that the sum in (18.8) does not exceed 4p in absolute value. Hence

|Sj | � n4ε(log n)2
∏
p|n

(4p)� n1+5ε,

concluding the proof. ut
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19. Explicit constructions, II: The correction in the ranges k ∈ [2τN, 2M] and
k ∈ [N − 2M,N − 2τN ]. First step

This is the most delicate range and we will need to break up the analysis of the associated
sum into this and the next four sections. The main difficulty is due to the fact that this
time all polynomials P2, . . . , P5 enter the picture and we can only reduce everything to a
sum mod t .

We deal with the range [N − 2M,N − 2τN ], the proof in the complementary range
being the same by symmetry.

If k ∈ [N − 2M,N − 2τN ] we have

P̂ (3)(k) = (1− δ2N4ε)P̂1(k)+ P̂2(k)+ P̂3(k)+ P̂5(k)

= (1− δ2N4ε)(1+ κ1)P̂1(k)(1+ S) (19.1)

with

S = (1− δ2N4ε)−1(1+ κ1)
−1P̂1(k)

−1
{P̂2(k)+ P̂3(k)+ P̂5(k)}. (19.2)

By Lemma 14 the main component of P̂ (3)(k) is

(1− δ2N4ε)P̂1(k) = e

(
�−

1
8
+
k2

2N
−
k

2

)
N−1/2(1− δ2N4ε)(1+ κ1)+O(N

−A)

with A = 2εJ − 1 and

κ1 = M

J∑
j=1

N j

j !(4πi)j
ψ (2j)(0) = O(M−2N)

independent of k; the other components are of lower order because by (12.1), (12.2), and
Lemmas 18 and 19,

P̂2(k)� δ−1/2M−1/2N−1/4+ε
� δ2N−1/2+2ε,

P̂3(k)� MN−3/2+ε
� δ2N−1/2+ε,

P̂5(k)� MN−3/2+ε
� δ2N−1/2+ε,

hence
S � δ2N2ε. (19.3)

From (19.1), Lemma 14, and (7.1), we infer that in the Körner construction

ξ(P̂ (3)(k))

= i
P̂1(k)

|P̂1(k)|

(
1+ S

1+ S

)1/2{ 1
N + 2M

−

∣∣∣∣1− δ2N4ε
√
N

(1+ κ1)

∣∣∣∣2(1+ S)(1+ S)}1/2

= iK4δ
e(k2/(2N)+ µk + ν)

√
N

(
1+ S

1+ S

)1/2

{1−K5δ
−2N−4ε(S + S + SS)}1/2

+O(M−2N1/2)
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where µ, ν are independent of k and also

K4 = O(N
2ε), K5 = O(1)

are independent of k. Note that because of the bound (19.3) we have

1−K5δ
−2N−4ε(S + S + SS) = 1+O(N−2ε), (19.4)

hence we can develop the square root of the left-hand side of (19.4) in a MacLaurin
series stopping with an error O(N−A), provided we take the first J + 1 terms of the
expansion with J ≥ A/(2ε). Therefore, the Körner correction, up to the negligible error
term O(M−1N1/2), is majorized by

� δN−1/2+2ε(δ−2N−4ε)a+b max
θ

∣∣∣∣ ∑
k∈[2τN,2M]

ωke

(
k2

2N

)
SaSbe(kθ)

∣∣∣∣
for some positive integers a, b, bounded by O(1/ε).

We expand the powers of S and S using (19.2). If P̂3(k) + P̂5(k) or its conjugate is
not involved in the expansion, we are dealing with

� δN−1/2+2ε(δ−2N1/2−4ε)a+b

×

∑
k∈[N−2M,N−2τN ]

ωke

(
(1− a + b)

k2

2N

)
P̂2(k)

aP̂2(k)
b
e(kθ). (19.5)

If instead P̂3(k) + P̂5(k) or its conjugate is involved in the expansion, using Lemma
27 we see that we are dealing with

� δN−1/2+2ε(δ−2N1/2−4ε)a+b(LM)−1/2(a+b−h−l)

×

∑
k∈[N−2M,N−2τN ]

U(k)ωke

((
j1

2N
+

j2

2LM

)
k2
)
P̂2(k)

hP̂2(k)
l
e(kθ)

where

j1 := 1−a+b, j2 := −a+b+h− l, h+ l < a+b, h ≤ a, l ≤ b, (19.6)

and U(k) is a differentiable function of k satisfying

U(k)� 1, U ′(k)� (LM)−1/2. (19.7)

Because of (19.7) the factor U(k) is slowly oscillating over intervals of length
√
LM ,

hence we can remove it at a cost of a factor M/
√
LM and summing over some interval

I ⊂ [N − 2M,N − 2τN ]. Therefore, we need to deal with

� δN−1/2+2ε(δ−2N1/2−4ε)a+bM(LM)−(1+a+b−h−l)/2

×

∑
k∈I

ωke

((
j1

2N
+

j2

2LM

)
k2
)
P̂2(k)

hP̂2(k)
l
e(kθ) (19.8)
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with j1, j2, h, l as in (19.6). Now we compute, using the fact that a+b > h+ l if j2 6= 0:

(δ−2N1/2−4ε)a+b−h−lM(LM)−(1+a+b−h−l)/2

=

(
δ−4N1−8ε

LM

)(a+b−h−l)/2
M(LM)−1/2

� δ−2N1/2−4εL−1

� δ−2MN−1−3ε (19.9)

� M7/5N−6/5−3ε
� 1

because we assumed M � N6/7.
Putting together (19.5) for the case j2 = 0 and (19.8) and (19.9) for the case j2 6= 0,

we infer that it suffices to give an estimate for

D
∑
k∈I

ωke

((
j1

2N
+

j2

2LM

)
k2
)
P̂2(k)

aP̂2(k)
b
e(kθ)

where

D =

{
δN−1/2+2ε(δ−2N1/2−4ε)a+b if j2 = 0,
δ−1MN−3/2−ε(δ−2N1/2−4ε)a+b if j2 6= 0,

(19.10)

for every θ ∈ T and all subintervals I ⊂ [N − 2M,N − 2τN ], with j1, j2, a, and b
bounded by O(1/ε).

20. Explicit constructions, II: The correction in the ranges k ∈ [2τN, 2M] and
k ∈ [N − 2M,N − 2τN ]. Second step

Recall that
N = 2n2

= 2m2r2, M = m2, R = r2. (C13)

We write

N − k = 2nu+ v,
⌊

2τN − v
2n

⌋
≤ u ≤

⌊
2M − v

2n

⌋
, 0 ≤ v < 2n, (20.1)

and take
ωk = ω

(1)
u ω(2)v

with ω(1)u and ω(2)v to be defined later.
Note that since 0 ≤ v < 2n the interval for u is one of not more than four possible

intervals, and each possibility is a subinterval of 0 ≤ v < 2n.
By (20.1) we have(
j1

2N
+

j2

LM

)
(N − k)2 = j1u

2
+
j1

n
uv +

j1v
2

4n2 +
4j2r

2

L
u2
+

4j2

mL
ruv +

j2

m2L
v2

≡
j1

n
uv +

4j2r
2

L
u2
+ F(u, v) (mod 1)
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where F(u, v) is bounded and slowly oscillating for u, v in the given domain. Also, k2

equals (N − k)2, plus a linear function in u and v, plus a constant. Therefore, we need a
bound for the simplified expression

D
∑

2τM<2nu+v<2M

ω(1)u ω(2)v e

(
j1

n
uv +

4j2r
2

L
u2
)
P̂2(k)

hP̂2(k)
l
e(uθ1)e(vθ2)

for (θ1, θ2) ∈ T2 and all subintervals I1 ⊂ [0, m/r], I2 ⊂ [0, 2n), and where N − k =
2nu+ v.

Recall that (−1)kP̂2(k) is a linear combination with bounded constant coefficients of
three sums of type

1−1∑
j=0

Q−1∑
q=1

(∗)qr(k,1q + j)f (1q + j, q) (15.6)

where 1q = s1 + (q − 1)1 with 1 � δ−1, where

(∗)q = ωq or ωq+1 or ωqωq+1 (20.2)

with ωq given by (15.1), where

7Q0 < t < 14Q0, δ � M−1/5N1/10, Q ≤ s1/1,

where

r(k, s) := ψ(N − k + 2Rs)e
(
(N − k)

s

M
−
N

2

(
s

M

)2)
, (9.6)

and where f (s, q) is one of the functions

cos(2πλ′su1q ) sin(2πλsu1q ), sin(2πλ′su1q ) cos(2πλsu1q ),

sin(2πλ′su1q ) sin(2πλsu1q ), (15.7)

for q = 1, . . . ,Q− 1.
By expanding P̂2(k)

hP̂2(k)
l

it follows that P̂2(k)
hP̂2(k)

l
is a linear combination, with

bounded coefficients and certain choices of the signs ±, of� 1h+l sums of type

∑
2τM<2nu+v<2M

∑
q∈[1,Q−1]h+l

h+l∏
ν=1

ψ(2nu+v+2R(1qν + iν))f (1qν + iν, qν)(∗)qνω
(1)
u ω(2)v

× e

(
L+

j1

n
uv +

4j2r
2

L
u2
+
1

M

h+l∑
ν=1

±qν(2nu+ v)−
N12

2M2

h+l∑
ν=1

±q2
ν

)
(20.3)

where L stands for a linear form in all variables.
As in the proof of Lemma 25 with the estimate (15.10), the functions ψ(2nu + v +

2R(1qν+iν))f (1qν+iν, qν) and the exponential e
(
±
1
M
qνv∓

N12

2M2 q
2
ν

)
do not oscillate in

subintervals for qν of length� QN−2ε. Hence we can remove the corresponding factors



Kahane’s ultraflat polynomials 683

and exponentials in (20.3) at a cost of a factor N2ε(h+l), but gaining M−h−l from the size
of ψ(x).

Putting everything together, we see that the Körner correction relative to the interval
[N − 2M,N − 2τN ] is bounded by some expression

� D(1M−1N2ε)h+l
∑
u∈I1

∑
v∈I2

∑
q∈Q

h+l∏
ν=1

(∗)qνω
(1)
u ω(2)v

× e

(
L+

j1

n
uv +

2j2r
2

L
u2
+

2r1
m
u

h+l∑
ν=1

±qν

)
with I1, I2 subintervals of [0, m/r], [0, n), withQ a parallelepiped ⊂ [1,Q− 1]h+l with
sides parallel to the qν-axes, and with L a linear form in u, v, q.

The next simplification is done by writing u = tx + y, so that⌊
−y

t

⌋
≤ x ≤

⌊
m/r − y

t

⌋
, 0 ≤ y < t,

and decomposing ω(1)u as ω(3)x ω
(4)
y . The exponential becomes

e

(
L+

j1

n
yv+

2r1
m
y

h+l∑
ν=1

±qν +
j1

n
txv+

2r1
m
tx

h+l∑
ν=1

±qν +
4j2r

2

L
(tx+ y)2

)
(20.4)

where now L is a linear form in x, y. We note that

2j2r
2

L
y2
� τ t2 � τ(τMδ)2 � N−3/2+3εM2−2/5N1/5

� M8/5N−13/10+3ε
= o(1)

provided
M < N13/16−2ε, (C15)

which we shall suppose (note that this condition is compatible with condition (C12′)).
Therefore, we can remove the exponential e

( 4j2r
2

L
y2) from (20.4), at no extra cost. In a

similar way, a calculation shows that the term e
( 8j2r

2

L
txy

)
does not oscillate (up to linear

terms) if x � m/(rt) and also y varies in intervals of order N−εM−9/5N7/5, therefore
we can remove this term at a cost of a factor M9/5N−7/5+ε.

Moreover, writing 2r1t = Am+X for some integer A, we find

2r1t
m

x

h+l∑
ν=1

±qν ≡
X

m
x

h+l∑
ν=1

±qν (mod 1)� X1−2 (mod 1),

hence we can remove this term from (20.4), at a cost of X1−2. Thus choosing X =
13Nε, which we can if

|2r1t − Am| � 13Nε, (C16)

our cost in eliminating this term is 1Nε.



684 Enrico Bombieri, Jean Bourgain

A similar calculation shows that since

2r1
m
y

h+l∑
ν=1

±qν =
A

t
y

h+l∑
ν=1

±qν +

(
2r1
m
−
A

t

)
y

h+l∑
ν=1

±qν =
A

t
y

h+l∑
ν=1

±qν +O(N
ε)

we can replace the fraction 2r1/m by A/t , at a cost of Nε.
Thus assuming (C16) we need a bound for

D(1M−1N2ε)h+l1M9/5N−7/5+3ε
∑
x∈I3

∑
y∈I4

∑
v∈I2

∑
q∈Q

h+l∏
ν=1

(∗)qν

× ω(3)x ω(4)y ω(2)v e

(
L+

j1

n
yv +

j1

n
txv +

2j2r
2

L
t2x2
+
A

t
y

h+l∑
ν=1

±qν

)
where I3 ⊂ [0, m/(rt)], I4 ⊂ [0, t), I2 ⊂ [0, n), and L is a linear form in x, y, v, q.

Our next step consists in shortening the sum over v and decreasing the denominator n
to t . We begin by replacing t/n by A/n1 where

n1 :=
⌊
An

t

⌋
.

Since t � Q � τMδ, we have

n1 � N
−εAδ−1r2. (20.5)

Clearly, ∣∣∣∣ tn − A

n1

∣∣∣∣ < A

n2
1
, (20.6)

hence

j1
t

n
xv =

j1

n1
Axv +

(
t

n
−
A

n1

)
j1xv =

j1

n1
Axv +O(A−1NεM9/5N−7/5),

taking into account (20.5), (20.6), and (12.1), namely δ � M−1/5N1/10.
The error term is O(ANε) if we choose

M � N7/9, (C17)

which is compatible with (C12′). With this choice and 1 = δ−1, the parameters of the
sum become

n � 19, m � 17, r � 12, t � Nε14, n1 � 1
5. (20.7)

With this choice the exponential of the error term is slowly oscillating in intervals of
length N−ε|I3| and N−ε|I2| for x and v, hence we can eliminate it at a cost of a factor
N2ε. Moreover,

A � r1t/m � Nε.
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We write

v = n1s + w, ω(2)v = ω
(5)
s ω(6)w

where now

s ∈ I5 ⊂ [0, CNε14], w ∈ I6 = [0, n1 − 1]� 15,

for some constant C. We have

j1

n1
xv ≡

j1

n1
xw (mod 1),

hence we can replace j1Atxv/n by j1Axw/n1. Next, note that

j1

n
yv =

j1A

t

t

An
yv =

j1A

tn1
yv +O(N2ε1−1)

=
j1A

t
ys +

j1A

tn1
yw +O(N2ε1−1) =

j1A

t
ys +O(Nε). (20.8)

The error term O(Nε) term is slowly oscillating, hence we can replace the term j1yv/n

by j1Ays/t in the exponential sum at a cost of a factor Nε.
Thus assuming (C16) we need a bound for

D(1M−1N2ε)h+l1M9/5N−7/5+4ε

×

∑
x∈I3

∑
y∈I4

∑
s∈I5

∑
w∈I6

∑
q∈Q

h+l∏
ν=1

(∗)qνω
(3)
x ω(4)y ω(5)s ω(6)w

× e

(
L+

j1A

n1
xw +

2j2r
2

L
t2x2
+
A

t
j1ys +

A

t
y

h+l∑
ν=1

±qν

)
(20.9)

where I3 ⊂ [0, m/(rt)], I4, I5 ⊂ [0, t), I6 ⊂ [0, n1), and L is a linear form in x, y, s,
w, q.

The variables y, s, and q in (20.9) are decoupled from the variables x, w, therefore
the multiple sum in (20.9) is a product S(1)S(2) where

S(1) :=
∑
y∈I4

∑
s∈I5

∑
q∈Q

ω(4)y ω(5)s

h+l∏
ν=1

(∗)qν e

(
L+

A

t
j1ys +

A

t
y

h+l∑
ν=1

±qν

)
,

S(2) :=
∑
x∈I3

∑
w∈I6

ω(3)x ω(6)w e

(
L+

j1

n1
Axw +

4j2r
2

L
t2x2

)
(20.10)

with L a linear function in all variables appearing in the sum.
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21. Explicit constructions, II: The correction in the ranges k ∈ [2τN, 2M] and
k ∈ [N − 2M,N − 2τN ]. The sum S(1)

In this section we prove the bound

S(1) � t (h+l+2)/2(B logN)(�(t)+1)(h+l+2) (21.1)

where B is a suitable positive quantity depending only on h+ l and where �(t) denotes
the number of prime factors of t , counted with multiplicity. We shall apply this bound
only with �(t) bounded by a function of the parameter ε, hence the logarithmic term in
(21.1) is O(No(1)) and only the exponent of t in this bound is what will matter here.

We start by completing the sum S(1) to a sum mod t over the full range (y, s,q) ∈
(Z/tZ)2+h+l and with L ∈ (Z/tZ)[y,q], at a cost of O((log t)h+l+2) = O(No(1)).

By the Chinese Remainder Theorem we have, for any integer x,

x ≡
∑
pµ‖t

tptp(x (modpµ)) (mod t)

where tp = t/pµ and tp is a multiplicative inverse of tp (modpµ).
We assume now that

the integers t and A are coprime. (C18)

We set

ω(4)y :=
∏
pµ‖t

µ−1∏
λ=0

[
(Atpy)λ

p

][
(Atpy)λ + 1

p

]
with (Atpy)λ the digits of Atpy in base p. We also choose ωs in the same way as for the
variables qν , namely

ω(5)s :=
∏
pµ‖t

µ−1∏
λ=0

[
s0(p)+ · · · + sλ(p)

p

]
with sλ the digits of s in base p.

Since by condition (C18) the integer A is invertible mod t , we can make the change
of variable y ← Ay, ending up with

S(1) � No(1)
∣∣∣∣ ∑
(y,s,q)

∏
pµ‖t

µ−1∏
λ=0

[
(tpy)λ

p

][
(tpy)λ + 1

p

]
ω(5)s

×

h+l∏
ν=1

(∗)qν e

(
1
t
L+

1
t
y
(
j1s +

h+l∑
ν=1

±qν

))∣∣∣∣ (21.2)

where (y, s,q) ∈ (Z/tZ)2+h+l .
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Then the sum in (21.2) factors into a product of similar sums mod pµ, namely (after
the change of variable mod pµ given by y ← tpy):

∑
(y,s,q)∈(Z/pµZ)2+h+l

µ−1∏
λ=0

[
yλ

p

][
yλ + 1
p

] µ−1∏
λ=0

[
s0 + · · · + sλ

p

]

×

h+l∏
ν=1

(∗)qν (p)e

(
1
pµ
L+

1
pµ
y

(
j1s +

h+l∑
ν=1

±qν

))
(21.3)

where (∗)q(p) is the part mod p in the definition of (20.2) of (∗)q using (15.1) and where
L denotes a linear form in the variables y, q1, . . . , qh+l with integer coefficients.

In the same way as in the proof of Lemma 25, we write y =
∑
yλp

λ, qν =
∑
qνλp

λ,
s =

∑
sλp

λ. Then we have

y
(
j1s +

h+l∑
ν=1

±qν

)
≡

∑
λ+λ′<µ

pλ+λ
′

yλ

(
j1sλ′ +

h+l∑
ν=1

±qνλ′
)
(modpµ).

We substitute this in (21.3) and remove the terms with λ+λ′ ≤ µ− 2 at a cost of a factor
bounded by O((C logp)(h+l+2)µ), because the exponential of their contribution does not
oscillate. In the same way, we can replace the term p−µL by p−1L where now L is a
linear form, with integer coefficients, in the new variables yλ, sλ, and qνλ′ .

Hence

|(21.3)| � (C logp)(h+l+2)µ

×

∣∣∣∣ ∑
y∈[0,p−1]µ

∑
s∈[0,p−1]µ

p−1∑
q10=0

· · ·

p−1∑
qνλ=0

· · ·

p−1∑
qh+l,µ−1=0

µ−1∏
λ=0

[
yλ

p

][
yλ + 1
p

]

×

µ−1∏
λ=0

[
s0 + · · · + sλ

p

] h+l∏
ν=1

(∗)qν (p)e

(
1
p
L+

1
p

h+l∑
ν=1

µ−1∑
λ=0

yλ(sµ−1−λ ± qν,µ−1−λ)

)∣∣∣∣.
(21.4)

Note that by the definition (15.1) the coefficients (∗)qν (p) are defined in terms of the
digits of qν and qν + 1 (hence of the digits of qν alone on subsets where the number of
carries in the addition qν + 1 remains fixed). Therefore, this replaces the original sum by
a new sum in which all variables run independently over all residue classes mod p.

Now we make the change of variables

qν0 + · · · + qνλ = uνλ,

and a similar one for s,
s0 + · · · + sλ = u0λ,

thus decoupling the variables in qνλ and sλ. As in Section 15, we need to be careful with
the carries in the addition q + 1 in base p.
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This yields, in the general case, a product of modified Legendre symbols

(∗)qν (p) =

µ−1∏
λ=0

[
fνλ(uνλ)

p

]
with fνλ(x) any one of x, x + 1, x(x + 1).

Special cases occur when qν + 1 is involved in (∗)qν (p) and we have to make a
number of carries in the addition qν + 1 in base p. If we deal with ωqν + 1 or ωqνωqν+1
and the number of carries in the sum qν + 1 is carry, we must omit the sums over uνλ for
λ < carry. Then fνλ(x) = x + carry + 1 or x(x + carry + 1) and we have to omit the
value uν,carry = p − carry− 1 (modp).

We conclude that the sum in (21.4) can be expressed as a finite sum of µ products of
sums of type∑

(y,u)∈F1+d
p

[
y

p

][
y + 1
p

]
e

(
a0

p
y

) d∏
ν=1

(
fν(uν)

p

)
e

(
bν

p
yuν +

aν

p
uν

)
(21.5)

where fν(x) is a polynomial of degree 1 or 2 with simple roots, and d ≤ h+ l + 1.
Our goal is to obtain square root cancellation in the sum (21.5).
We note first that if bν = 0 the variable uν becomes uncoupled from y and we can

sum over uν yielding a factor of size O(
√
p) by Weil’s estimate, with the desired square

root cancellation. Therefore, we may suppose that all bν are non-zero, in which case the
change of variables uν ← bνuν shows that there is no loss of generality in considering
only the case where bν = 1 always. This step, although not necessary, will simplify
notation considerably in what follows.

It will be important to generalize the sum in (21.5) to a sum Tν with the variables
running over the finite field Fpν and consider as well the conjugate sums, obtained by the
action on Tν of the Galois group of Q( p

√
1). The multiplicative and additive characters

are extended to Fpν in the usual way, by writing χ (resp. ψ)4 for the multiplicative (resp.
additive) character; and also we simplify notation by writing x = (x1, . . . , xd). Moreover,
we replace the symbol

[
∗

p

]
by the character χ(∗), since the sum over the points where the

character vanishes is again a sum of the same type, but over a smaller number of variables.
The characters χ and ψ are given explicitly by

χ(x) :=
(NormFpν /Fp (x)

p

)
=

(
x1+p+···+pν−1

p

)
if x 6= 0,

χ(0) := 0,

ψ(x) := ep(TraceFpν /Fp (x)) = ep(x + x
p
+ · · · + xp

ν−1
).

Since χ is a real character, Galois conjugation is trivial on χ . A full set of Galois conju-
gates of ψ(x) consists of the additive characters ψ(ux) with u ∈ F∗p.

4 No confusion should arise here with the function ψ with compact support used earlier in this
paper.
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The extension of our sum to the finite field Fpν is now

Tν :=
∑

(y,x)∈F1+d
pν

χ(g(y))ψ(a0y)

d∏
i=1

χ(fi(xi))ψ(yxi + aixi)

where g(y) is a non-constant polynomial in y with simple roots and each fi(x) is a poly-
nomial of degree 1 or 2, also with simple roots. It is immediate that

|Tν | ≤ 2d(pν)1+d/2, (21.6)

because for each fixed y the sum is a product of Gauss, Jacobsthal, or Kloosterman sums,
hence the result follows from Weil’s estimate and summing over y.

Lemma 33. If g(y) has simple roots, degree at least 2, and p is sufficiently large, then
for every u ∈ F∗p and ν ≥ 1,

Tν(u)� (pν)(1+d)/2. (21.7)

The constant implicit in� depends only on d and the degree of g(y).

Proof. Katz [15] has obtained a more general result that, in our case, provides the required
estimate under the condition that g(y) has at least d + 1 simple roots. Since in our case
d ≤ h+ l � 1/ε, if we take for g a polynomial of degree bC/εc with no square factors,
withC a sufficiently large numerical constant, this result already suffices for our purposes.
Katz’s argument requires Deligne’s celebrated results on exponential sums, the l-adic
Fourier transform of Laumon, as well as delicate monodromy calculations.

We give here another more elementary proof (but still fairly complicated), since it
illustrates how elementary considerations can be used with success, in conjunction with
Deligne’s deep theorems, to obtain sharp bounds for exponential sums.

For a good and comprehensive overview of sums over finite fields, including an ac-
count of the cohomological tools needed for dealing with them, we refer to the monograph
[13] of Iwaniec and Kowalski, Ch. 11.

By the general theory (see [13, Theorem 11.34, Exercise 3, Corollary 11.36]), for l a
prime distinct from p we have

Tν(u) =

2d+2∑
i=0

(−1)iTrace(F ν |H i
c (U,L)) (21.8)

where F is the geometric Frobenius, U is the open subset of affine space of dimension
n + 1 where χ(g)

∏
χ(fi) 6= 0 (viewed as a smooth scheme over an algebraic closure

Fp of Fp), and L is a certain lisse sheaf on U . Therefore, by expressing the traces as the
sum of the ν-th powers of the eigenvalues of F on H i

c (U,L) and simplifying (note that
a priori it could happen that F may have the same eigenvalue on different cohomology
groups H i

c (U,L) and H i′

c (U,L), so cancellation of eigenvalues could occur in (21.8)),
we can write

Tν(u) =

r∑
i=1

miαi(u)
ν (21.9)
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where the “roots” αi(u) are distinct algebraic integers, independent of ν, conjugate un-
der Galois conjugation for u ∈ F∗p, and where the coefficients mi are suitable non-zero
integers. We also have the important information that the total number

∑
|mi | of “roots”

(thus counted with their multiplicity) is bounded only in terms of d and the degrees of the
polynomials g and fi (see [13, Theorem 11.39]).

By Deligne’s fundamental theorem [7, Corollaire (3.3.4), p. 206], we infer that

for each i, there is a non-negative integer m such that every αi(u), u ∈ F∗p,
is an algebraic integer of absolute value pm/2. (21.10)

The idea of the proof is to exploit the behaviour of “roots” under Galois conjugation (see
Hooley [12]).

Let zi , i = 1, . . . , s, be distinct complex numbers with |zi | = 1 and let ci , i =
1, . . . , s, be arbitrary complex numbers. Then

K+ν0∑
ν=1+ν0

∣∣∣ s∑
i=1

ciz
ν
i

∣∣∣2 = K s∑
i=1

|ci |
2
+O

(∑
i 6=j

|cicj |

∣∣∣ K∑
ν=1

(zi/zj )
ν
∣∣∣)

= K

s∑
i=1

|ci |
2
+O

(∑
i 6=j

|cicj |

|1− zi/zj |

)
(21.11)

where the constant implied in the O( ) symbol is absolute (and in fact does not exceed
2). Now a standard application of (21.11) to (21.9), combined with the estimate (21.6),
immediately yields

|αi(u)| ≤ p
1+d/2.

By Deligne’s result (21.10), we may now assume that

|αi(u)| = p
1+d/2 for i = 1, . . . , s, (21.12)

|αi(u)| ≤ p
(1+d)/2 for s < i ≤ r. (21.13)

Our goal is to prove that s = 0, i.e. that there are no “roots” of absolute value p1+d/2,
provided p is sufficiently large. By (21.12) and (21.13), we have

Tν(u) =

s∑
i=1

miαi(u)
ν
+O(p(1+d)ν/2) (21.14)

where αi(u) 6= αj (u) for i 6= j and |αi(u)| = p1+d/2. Morever,
∑
|mi | in (21.9) is

bounded independently of p, hence so is the constant implicit in the O( ) symbol in
(21.14). By (21.11) and (21.14), we infer

K+1∑
ν=2

p−(2+d)ν
( ∑
u∈F∗p

|Tν(u)|
2
)
= (p − 1)K

s∑
i=1

|mi |
2

+O

(
p max
u, i 6=j

1
|arg(αi(u))− arg(αj (u))|

)
. (21.15)
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We shall prove, by a direct calculation, that

p−(2+d)ν
∑
u∈F∗p

|Tν(u)|
2
� p1−2−d . (21.16)

Then comparison with (21.15) shows that
s∑
i=1

|mi |
2
� p−2−d

+K−1 max
u, i 6=j

1
|arg(αi(u))− arg(αj (u))|

,

hence, letting K → ∞, we infer that s = 0 provided p is sufficiently large. By (21.14),
this will conclude the alternative proof of the key estimate (21.7).

It remains to prove (21.16). To this end, it will prove convenient to use the fol-
lowing notation. We write vectors in boldface characters, as xi = (xi1, . . . , xid) and
a = (a1, . . . , ad). I is the identity vector. We denote by |k the truncation operator, on
vectors of length d, given by

(x1, . . . , xd)|k = (xk+1, . . . , xd).

Throughout the argument, we will encounter sums over variables

y, y′ ∈ Fpν , u, v1, v2, . . . ∈ Fp ⊂ Fpν

which will be constrained by the requirement that the point (y, y′, u, v1, v2, . . . ) should
not be a zero or a pole (or a point of indetermination) of certain rational functions of
these variables. Variables over Fp will be called short and over Fpν will be called long.
We indicate by

∑
∗ the fact that the sum in question is restricted in this way.

We also abbreviate

F(x0, x1, . . . ) =

∞∏
i=0

d∏
j=1

χ(fj (xij )).

We begin by computing∑
∗

u

|Tν(u)|
2
=

∑
u

∑
y,y′

χ(g(y)g(y′))ψ(a0u(y − y
′))
∑
x0,x1

F(x0, x1)

× ψ(uyI · x0 − uy
′I · x1 + ua · (x0 − x1)).

We make a change of variables replacing y by yu−1
− a1 and y′ by y′u−1

− a1 (here
u 6= 0). In this way the variables x01 and x11 become uncoupled with u and we get∑

∗

u

|Tν(u)|
2
≤

∑
y,y′

∣∣∣∑
x01

χ(f1(x01))ψ(yx01)

∣∣∣2
×

∣∣∣∑∗

u

χ(g(yu−1
− a1)g(y

′u−1
− a1))

∑
x0|1,x1|1

F(x0|1, x1|1)

× ψ(I|1 · (yx0 − y
′x1)|1 + u(a− a1I)|1 · (x0 − x1)|1)

∣∣∣.
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By Weil’s estimate (note that χ(f1(x)) is not constant because f1(x) has distinct roots),
this simplifies to∑

∗

u

|Tν(u)|
2
≤ 4pν

∑
y,y′

∣∣∣ ∑
x0|1,x1|1

∑
∗

u

χ(G1(y, y
′
; u))F (x0|1, x1|1)

× ψ(I|1 · (yx0 − y
′x1)|1 + u(a− a1I)|1 · (x0 − x1)|1)

∣∣∣ (21.17)

where we have abbreviated

G1(y, y
′
; u) := g(yu−1

− a1)g(y
′u−1
− a1).

We apply Cauchy’s inequality to this equation, getting(∑
∗

u

|Tν(u)|
2
)2
≤ 16p4ν

∑
y,y′

∣∣∣∑∗

u

∑
x0|1,x1|1

∣∣∣2.
We expand the square, so that we have to deal with the sum∑

y,y′

∑
∗

u,v

∑
x0|1,...,x3|1

χ(G1(y, y
′
; u)G1(y, y

′
; v))F (x0|1, . . . , x3|1)

× ψ(I|1 · (yx0|1 − · · · + y
′x3)|1)

× ψ(u(a− a1I)|1 · (x0 − x1)|1 − v(a− a1I)|1 · (x2 − x3)|1).

We want to make the terms involving xi1, i = 0, . . . , 3, independent of u. To this end, we
perform a change of variable with the following replacements:

y → y − (a2 − a1)u, y′→ y′ − (a2 − a1)u, v→ u+ v1,

where v1 is a new short variable and where now u+ v1 6= 0. In this way, the argument in
ψ( ) becomes

yx02 − y
′x12 − yx22 + y

′x32 − v1(a2 − a1)(x22 − x32)

+ (yx0 − y
′x1 − yx2 + y

′x3)|2 + u(a− a2I)|2 · (x0 − x1 − x2 + x3)|2

− v1(a− a1I)|2 · (x2 − x3)|2.

Since the terms involving x02, . . . , x32 are independent of u, we can estimate the sum
over these variables using again Weil’s bound, getting

∑
y,y′

∣∣∣∑∗

u

∑
x0|1,x1|1

∣∣∣2 ≤ 24p2ν
∑
y,y′

∑
v1

∣∣∣∑∗

u

∑
x0|2,...x3|2

χ(G2(y, y
′
; u, v1))F (x0|2, . . . , x3|2)ψ(−v1(a− a1I)|2 · (x2 − x3)|2)

× ψ(I|2 · (yx0 − · · · + y
′x3)|2 + u(a− a2I)|2 · (x0 − · · · + x3)|2)

∣∣∣
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where

G2(y, y
′
; u, v1) := G1(y − (a2 − a1)u, y

′
− (a2 − a1)u; u)

×G1(y − (a2 − a1)u, y
′
− (a2 − a1)u; u+ v1). (21.18)

The right-hand side of (21.18) has the same structure as in (21.17), with the difference
that the number of vectors xi has doubled and a new outside short variable v1 ∈ Fp has
been introduced. The actual expression of the term ψ(−v1(a − a1I)|2 · (x2 − x3)|2) is
unimportant here, except for the fact that it is independent of y, y′, u and is linear in the
variables xi . The main point is that the length of the vectors has decreased. Therefore,
we may proceed by induction, applying Cauchy’s inequality and doubling the number of
vector variables at each step, making the change of variables

y → y − (ak − ak−1)u, y′→ y′ − (ak − ak−1)u, v→ u+ vk−1

where vk−1 is a new short variable, to extract a factor in the sum that can be estimated by
Weil’s bound and reducing at the same time the dimension of the x vectors by 1.

Performing the induction yields

(∑
∗

u

|Tν(u)|
2
)2k
≤ 2k2k+1

(pν)(k+2)2k−2p2k−(k+1)
∑
y,y′

∑
v1,...,vk−1

∣∣∣∑∗

u

∑
x0|k,...,x2k−1|k

χ(Gk(y, y
′
; u, v1, . . . , vk−1))F (x0|k, . . . , x2k−1|k)ψ(Lk(x0|k, . . . , x2k−1|k))

× ψ(I|k · (yx0 − · · · + y
′x2k−1)|k + u(a− akI)|k · (x0 − · · · + x2k−1)|k)

∣∣∣2 (21.19)

where

Gk(y, y
′
; u, v1, . . . , vk−1) =

∏
I⊂{1,...,k−1}

G1

(
y−(ak−a1)u, y

′
−(ak−a1)u; u+

∑
i∈I

vi

)
=

∏
I⊂{1,...,k−1}

g

(
y − aku− a1

∑
i∈I vi

u+
∑
i∈I vi

)
g

(
y′ − aku− a1

∑
i∈I vi

u+
∑
i∈I vi

)
,

where Lk is a linear function in the variables xi |k with coefficients depending on v1, . . . ,

vk−1 and a, but independent of u, y, y′; here the sequence of signs ± in (21.19) is the
well-known Thue–Morse sequence. The sum over u is restricted, for given v1, . . . , vk−1,
to u+

∑
i∈I
vi 6= 0 for all I ⊂ {1, . . . , k − 1}.

If we complete the induction to k = d the vectors x|d are empty and everything
simplifies to(∑

∗

u

|Tν(u)|
2
)2d
≤ 2d2d+1

(pν)(d+2)2d−2p2d−(d+1)

×

∑
y,y′

∑
v1,...,vd−1

∣∣∣∑∗

u

χ(Gd(y, y
′
; u, v1, . . . , vd−1))

∣∣∣2 (21.20)
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Again, we expand the square, getting

∑
y,y′

∑
v1,...,vd−1

∣∣∣∑∗

u

∣∣∣2
≤

∑
y′

∑
v1,...,vd−1

∑
∗

u,u′

∣∣∣∑∗

y

χ(Gd(y, y
′
; u, v1, . . . , vd−1))Gd(y, y

′
; u′, v1, . . . , vd−1))

∣∣∣.
Let us fix y′ and v1, . . . , u, u

′. The polynomial in y given by

0d(y) := Gd(y, y′; u, v1, . . . , vd−1)Gd(y, y
′
; u′, v1, . . . , vd−1)

is well defined if u +
∑
i∈I vi 6= 0 and u′ +

∑
i∈I vi 6= 0 for all I ⊂ {1, . . . , d − 1}.

It is either of degree 2d deg(g) or identically 0, the latter case occurring if (y′ − adu −
a1
∑
i∈I vi)/(u +

∑
i∈I vi), or the same quantity with u′ in place of u, is a zero of g(y)

for some subset I ∈ {1, . . . , d − 1}. Since χ(0) = 0, we can ignore this latter case that
does not contribute to the sum over y.

The sum over y is a pure character sum over the long variable y and we obtain the
desired square root cancellation if the polynomial 0d(y) is either identically 0 or has at
least one simple root. This is a gain over the trivial estimate obtained by applying the
Weil bound to the sums over the variables xi alone and will suffice for what we want. It
remains to analyze the situation where 0d(y) has only multiple roots. We will now show
that in this case there must be a linear relation among v1, . . . , vd−1, u, u

′ within a certain
finite set of relations, thus saving a short variable in the count, and this again will suffice
for concluding the proof.

The roots of 0d(y) are located at the 2d deg(g) points

(β + a1)
∑
i∈I

vi + (β + ad)u, (β + a1)
∑
i∈I

vi + (β + ad)u
′,

for the 2d−1 subsets I ⊂ {1, . . . , d − 1}, where β runs over the deg(g) distinct roots of
g(y).

If all roots of 0d(y) are multiple, we obtain at least one non-trivial linear relation
among the variables u, u′, . . . , vd−1 unless deg(g) = 1, which was excluded by hypoth-
esis. The number of possible relations obtained in this way is at most 22d−1 deg(g)2 −
2d−1 deg(g). In this case, we use the trivial estimate pν for the sum over y.

If instead 0d(y) has at least one simple root then, by Weil’s estimate on character
sums in one variable, ∣∣∣ ∑

y∈Fpν
χ(0d(y))

∣∣∣ < 2d deg(g)(pν)1/2.

We conclude that∑
y,y′

∑
v1,...,vd−1

∣∣∣∑∗

u

∣∣∣2 ≤ 2d deg(g)(pν)3/2pd+1
+ (22d deg(g)2 − 2d deg(g))p2νpd .
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If ν ≥ 2, this gives the bound 22d deg(g)2p2νpd , which, substituted in (21.20), yields(∑
∗

u

|Tν(u)|
2
)2d
≤ 2d2d+1

+2d deg(g)2(pν)(d+2)2dp2d−1 (21.21)

for ν ≥ 2. This proves (21.16) and the lemma. ut

Remark 34. From (21.21) we see that p > 2d2d+1
+2d deg(g)2 suffices for the conclusion

of Lemma 33.

22. Explicit constructions, II: The correction in the ranges k ∈ [2τN, 2M] and
k ∈ [N − 2M,N − 2τN ]. The sum S(2)

In this section we estimate the sum S(2). Recall that

S(2) :=
∑
x∈I3

∑
w∈I6

ω(3)x ω(6)w e

(
L+

j1

n1
Axw +

4j2r
2

L
t2x2

)
(20.10)

where L is a linear form in x, v, I3 ⊂ [0, m/(rt)], and I6 ⊂ [0, n1−1]. The number t was
subject to conditions (C(K)), (C16), (C18), and 7Q0 < t < 14Q0 in Lemma 25; only the
last condition matters here. Since m/(rt) � N−ε1, we have |I3| = o(1) for large N .

In the next step we reduce the range forw using a by now familiar argument. We write

w = n2y + z, ω(6)w = ω
(7)
y ω(8)z

where now 14
≤ n2 ≤ 214, hence y ≤ n1/n2 � 1 and z < n2 � 1

4.
This time we need to choose n2 a little more carefully, making sure that

p7 := bn1/n2c � 1 (22.1)

is a prime number; this we can do without any trouble, because

n1

h
−

n1

h+ 1
� 1−3

= o(1)

if 14
≤ h ≤ 214, so that bn1/hc spans all integers in [n1/(214), n1/1

4] as h varies.
By the same argument used in Section 20 to split off the variable w, the variable

z becomes decoupled from the other variables. We choose for ω(8)z an appropriate Le-
gendre symbol. Then the contribution to S(2) coming from the sum over z is a factor not
exceeding 12 logN . We set

ω(3)x = ω
(7)
y =

[
x

p7

]
, (22.2)

and complete the sum. (Note that I3 ⊂ [0, p7).) We conclude that
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S(2) � N5ε(logN)312

×max
a1,a2

∣∣∣∣ p7∑
x=1

p7∑
y=1

(
x

p7

)(
y

p7

)
e

(
a1

p7
x +

a2

p7
y +

j1

p7
Axy +

4j2r
2

L
t2x2

)∣∣∣∣
+N5ε(logN)313. (22.3)

(The extra term here arises by replacing the symbol [p/q] by the Legendre symbol.) For
the final evaluation, we distinguish cases.

Case I: j2 6= 0. In this case we use the trivial estimate using p7 � 1 (better bounds are
easy to prove, but they are not needed here)

S(2) � N5ε(logN)314. (22.4)

Case II: j2 = 0. If (j1x + a2, p7) = 1 the sum over y is(
j1Ax + a2

p7

)
√
p7 or

(
j1Ax + a2

p7

)
i
√
p7

according as p ≡ 1 or 3 (mod 4). Then the sum over x is a Kloosterman sum or Jacobsthal
sum, bounded in any case by 2

√
p7. Hence in this case we have by (22.1) and (22.3) the

bound
S(2) � N5ε(logN)313. (22.5)

23. Explicit constructions, II: Conclusion

Here we put together all the estimates obtained. The polynomial to consider is P (3)(θ)
after performing the Körner correction. We recall the conditions we have imposed so far:

• N = 2RM , (C0)
• δ = 1−1

� M−1/5N1/10, (12.1)
• M = m2, R = r2, n := mr , (C13)
• n is squarefree, (C14)
• t satisfies condition (C(K)) for some integer K ≥ 1, (C(K))
• 7Q0 < t < 14Q0 (Q0 � τδM),
• Lemma 32 holds,
• |2r1t − Am| � 13Nε for some integer A, (C16)
• M � N7/9, (C17)
• the integers t and A are coprime, (C18)

all other conditions either having been verified or being a consequence of the above con-
ditions.

By (12.1), (C17), and (20.7) we have already noted that

n � 19, m � 17, r � 12, 7Q0 < t < 14Q0, Q0 � N
ε14. (20.7)
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Lemma 35. Suppose that the parameters M , N , and τ = N−1/2+ε of the polynomial
P (3)(θ) satisfy all the above conditions. Let P(θ) be obtained from P (3)(θ) by performing
the Körner correction. Then

|P(θ)| = 1+O(N−1/9+Cε)

for an absolute constant C.

Proof. By Lemma 30 with M � N7/9 we have

|P (3)(θ)| = 1+O(N−1/9+4ε).

The Körner corrections are:

O(N−1/4+2ε) in [τN, 2τN ] ∪ [N − 2τN,N − τN ] (by Lemma 29),

O(N−1/9+Cε) in [−M, τN] ∪ [N − τN,N +M] (by Lemma 30),

O(N−1/9+3ε) in k /∈ [2M,N − 2M] (by Lemma 31).

We put together the results of Sections 19 to 22 and compute the correction in the
range [N − 2M,N − 2τN ], the proof for [2τN, 2M] being the same. We have already
shown (by (20.9) and the comments at the end of that section) that the Körner correction
is bounded by

D(1M−1N2ε)h+l1M9/5N−7/5+3ε
× |S(1)| × |S(2)|

with h+ l, j1, j2 bounded by C/ε for some absolute constant C. Here

D =

{
δN−1/2+2ε(δ−2N1/2−4ε)h+l if j2 = 0,
δ−1MN−3/2−ε(δ−2N1/2−4ε)h+l if j2 6= 0.

(19.10)

Moreover, taking g(y) = y(y + 1), by Lemma 33, (22.4), and (22.5), we have

S(1) � t (2+h+l)/2(logN)(�(t)+1)(h+l+2), (23.1)

S(2) � N5ε(logN)314 if j2 6= 0,

S(2) � N5ε(logN)313 if j2 = 0,

where the implied constants depend at most on h+l. The estimate forD if j2 6= 0 is better
than the corresponding estimate when j2 = 0 by a factor MN−1−3εδ−2

� N−3ε1−2,
which amply suffices for the loss of 1 in the bound for S(2) if j2 6= 0, compared with the
bound obtained when j2 = 0. Hence the worst situation occurs for j2 = 0. Therefore, we
compute for the case j2 = 0:

D(1M−1N2ε)h+l1M9/5N−7/5+3ε
× |S(1)| × |S(2)|

� 1−11−9N2ε(111N−4ε)h+l(1−13N2ε)h+l

×1N3ε(14Nε)(2+h+l)/2+o(1)(logN)h+l13N5ε(logN)3

� 1−2N21ε/2+o(1)(N−3ε/2)h+l � N−1/9+11ε. ut
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24. Explicit constructions, II: Proof of Theorem 7

First proof. It is clear that if we have an ultraflat polynomial of degree N with error
term O(N−1/9+o(1)) then after padding the length of the polynomial with appropriate
Gaussian coefficients we also have ultraflat polynomials of degreeN0 with the same error
term, provided

|N −N0| < N
7/9+o(1)
0 .

Hence if every interval [N0, N0+N
7/9+o(1)
0 ] contains such a numberN then every degree

will be admissible for our explicit construction.
By Lemma 21 and the preceding observation we can take N to be any integer satisfy-

ing all conditions stated at the beginning of the preceding Section 23.
Hence let us fix N0, let 1 be a positive integer, m be a squarefree number, and r be

squarefree and coprime with m, satisfying

2−117 < m < 17, 12 < r < 212, (m, r) = 1,

and let us verify that N = 2m2r2 is admissible.
The verification of Lemma 32 simply means changing an initial choice ε = ε0 to some

unspecified new value ε ∈ [ε0 − log 2/log n, ε0], which does not alter our conclusions.
Since now 1, M , R, and ε0 are determined, so is Q0 of order Nε14.
It remains to verify that we can find A and t such that

• t satisfies condition (C(K)) for some integer K ≥ 1, (C(K))
• 7Q0 < t < 14Q0,
• |2r1t − Am| � 13Nε for some integer A, (C16)
• the integers t and A are coprime. (C18)

Since t is of order Q0, A is of order r1Q0/m. So we fix

A0 =

⌈
14r1Q0

m

⌉
, t0 =

⌈
A0m

2r1

⌉
so that

0 ≤ 2r1t0 − A0m < 2r1� 13,
A0m

2r1
≤ t0 <

A0m

2r1
+ 1,

hence for large 1,

7Q0 < t0 <
A0m

2r1
+ 1 < 7Q0 +O(1

4) < 8Q0.

If we change t0 to t = t0+x, condition (C16) remains satisfied provided x = O(Nε). This
is quite a short interval and we do not know whether it always contains prime numbers,
or even squarefree numbers, and this led to the complications in Section 15, with all its
ripple effects in the following sections, in order to allow a much more general class of
integers for choosing t .

We now show that if K is large enough we can find t satisfying all the required con-
ditions and in particular �(t) ≤ K , hence the logN term in (23.1) will contribute only
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No(1) and becomes irrelevant for our estimates. (Note that since�(t) could be sometimes
of order log t/log log t some control on the factorization of t was needed.)

This is done by applying the lower bound linear sieve to the interval [t0, t0 + nε].
This is a sequence of about nε integers of size � 14+18ε, well-distributed up to level
nε−o(1), and we have to sieve out all primes up to size about1(4+18ε)/(K+1). By the lower
bound linear sieve, the number ofK-strong almost primes in the sequence is� nε/log1,
provided

2
4+ 18ε
K + 1

< 9ε,

i.e. K > 3+ 8/(9ε) (see for example Halberstam and Richert [10, Theorem 8.4]).
We have shown that any number N = 2m2r2 with m, r coprime squarefree numbers

in the intervals [2−117,17] and [12, 212] is the degree of an ultraflat polynomial with
error termO(N1/2−1/9+Cε). It remains to show that any interval [N0, N0+N

7/9
0 ] contains

such a number N , if N0 is sufficiently large.
Given N0, let 1 = b(N0/2)1/18

c and let r be the smallest prime in the interval
[12, 212]. Let Q(x) denote the number of squarefree integers up to x. We recall the
following simple argument due to Estermann and Roth (see Roth [20, p. 263]). Let
x1/3 < y < x1/2. Then for some η ∈ [−1, 1] we have

Q(x + y)−Q(x) =
∑

x<n≤x+y

|µ(n)| =
∑

x<l2m≤x+y

µ(l)

=

∑
1≤l≤x1/3

µ(l)

{⌊
x + y

l2

⌋
−

⌊
x

l2

⌋}
+ η

∑
x<l2m≤x+y

l>x1/3

1

=
6
π2 y +O(x

1/3)

because if l > x1/3 we have m < 2x1/3, while for fixed m there are

b
√
(x + y)/mc − b

√
x/mc < 1+ y/(2

√
xm) < 3/2

numbers l2m with x < l2m ≤ x + y.
Therefore, a positive proportion of integers in [

√
N0/(2r2)+1,

√
N0/(2r2)+C17/3]

are squarefree numbers and most of them are not divisible by r . Ifm0 is such a squarefree
number, the number N = 2m2

0r
2 is admissible. Since m0r

2
� 111 and 11 + 7/3 < 14,

we have N ∈ [N0, N0 +N
7/9
0 ] for large N0. ut

Second proof. There is an alternative construction of N that avoids the use of condition
(C(K)) for t , replacing it by the new condition that t is squarefree and coprime with
Ar . This time we exploit the fact that there is some freedom in choosing 1. We will
take 1 � M2/5N−1/10+o(1) rather than the sharper 1 � M2/5N−1/10 which was used
before. The new condition on t has the advantage of simplifying somewhat the analysis
of Section 15, since Lemma 26 will be needed only for t squarefree, thus eliminating the
need of controlling the effect of carries in the sum q + 1. Another consequence is that
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the analysis at the beginning of Section 21 also simplifies, since now µ = 1 and λ = 0
always. This has the advantage that in the estimate (23.1) of the sum S(1) the power logN
can be replaced by the corresponding power of a constant, hence it is O(No(1)), thus
avoiding the additional (minor) irritation of providing a control of �(t). In what follows
we give a short account on how this is done.

Given N0, we take a prime r � N1/9
0 and consider the interval

I = [x, x + y]

with

x =

√
N0
√

2r2
, y = N

1/18
0 (logN0)

13/2. (24.1)

Since
√
N0/(
√

2r2) � N
5/18
0 we may apply the theorem of Filaseta and Trifonov [9] to

find squarefree integers in I . However, we need additional information about the factor-
ization of these numbers and in order to do this we allow numbers with a square factor d2

of small size.

Lemma 36. Let y be given by (24.1). Then the interval I contains an integer k = k0k1t

such that

(i) k0 < (logN0)
15/4.

(ii) k1 � N
1/18
0 is a prime.

(iii) t is squarefree and (t, k0k1) = 1.

Proof. We begin by setting d ≤ D with

D = (log x)β , 1 ≤ β < 5/3.

Let QD be the set of numbers in I with no square factor d2 > D2 and denote by Md(I )

the set of multiples of d2 in I . Clearly, Md(I ) = 0 if d > 2
√
x. Then

|I \QD| ≤

∑
D<d<2

√
x

p|d⇒p≤D

Md(I )+
∑

D<p≤y/D

Mp(I )+
∑

y/D<p<2
√
x

Mp(I )

= 61 +62 +63. (24.2)

Noting that Md ≤ y/d
2
+ 1 and recalling that 1 ≤ β < 5/3, we see that the first sum in

(24.2) is5

61 ≤ y
∑
d>D

1
d2 +9(2

√
x,D)�

y

D
(24.3)

by the well-known elementary estimate of de Bruijn [5]

9(z, (log z)β)� z1−1/β+o(1),

valid for fixed β ≥ 1.

5 The function 9(x, y) is the number of integers up to x whose prime factors do not exceed y.
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The second sum is majorized trivially by

62 ≤
∑

D<p≤y/D

(
y

p2 + 1
)
�

y

D
. (24.4)

For the third sum, we use the following bound proved in [9, last formula]. Let z =
cx1/5 log x where 1 ≤ c < (log x)A for a constant6 A. Then∑

z(log x)1/2<p<2
√
x

Mp([x, x + z])� c2/3x1/5 log x. (24.5)

We split the interval I into O(y/z) subintervals of length z, to which we apply (24.5).
This yields

63 � yz−1c2/3x1/5 log x � y/D (24.6)

provided
c � D3.

If we take c = D3, β = 5/4, then z(log x)1/2 � y/D and we deduce from (24.3), (24.4),
and (24.6) that

|QD| = y +O(y(log x)−5/4). (24.7)

In order to conclude the proof of the lemma we proceed as follows. Let P be the set of
primes p ∈ [N1/18

0 , 2N1/18
0 ] and define

Ip := I ∩ pZ.

Then |Ip| ∼ yp−1 and any integer in I belongs to Ip for at most five values of p, because
x � N

5/18
0 and p � N1/18

0 . Therefore∣∣∣⋃
p∈P

Ip

∣∣∣ ≥ 1
5

∑
p∈P
|Ip| ∼

1
5
y
∑
p∈P

1
p
∼

log 2
5

y

log(N1/18
0 )

.

By (24.7), QD and Ip must have a non-empty intersection for at least 13% of p ∈ P and
we take k1 to be one of these primes. The bound k0 < D3 follows by noting that p3 is the
highest power of a prime p < D that would not be detected from square factors d2 with
d > D. ut

We apply Lemma 36 and set 1 = k0k1. Then∣∣∣∣1t − √N0
√

8 r2

∣∣∣∣� N
1/18
0 (logN0)

13/2.

Now we specifym ∈ [2r1t, 2r1t+N3/18
0 ], requiring thatm is squarefree and (m, r) = 1.

Since 2r1t � N7/18
0 , this provides us with� N7/18

0 squarefree numbers. Since r is prime,

6 The authors assume c to be an arbitrarily large constant, but the uniformity in c extends to this
range.
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those violating (m, r) = 1 contribute not more than O(N3/18
0 /r) + 1 = O(N

1/18
0 ) and

we can find m with the required properties.
By construction, the key condition (C16) |m − 2r1t | � 13 is satisfied and n = mr

is squarefree. Setting N = 2m2r2 we have in succession∣∣∣∣m− √N0
√

2 r

∣∣∣∣� N
3/18
0 (logN0)

13/2,

|
√

2mr −
√
N0| � N

5/18
0 (logN0)

13/2,

|N −N0| = |2m2r2
−N0| � N

7/9
0 (logN0)

13/2.

This finishes our sketch for ending the proof along these lines. ut
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