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Abstract. We classify nonconstant entire local minimizers of the standard Ginzburg–Landau func-
tional for maps inH 1

loc(R
3
;R3) satisfying a natural energy bound. Up to translations and rotations,

such solutions of the Ginzburg–Landau system are given by an explicit solution equivariant under
the action of the orthogonal group.
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1. Introduction

Symmetry results for nonlinear elliptic PDE’s are difficult and usually rely on a clever use
of the maximum principle as in the celebrated Serrin’s moving planes method, or the use
of rearrangement techniques as the Schwarz symmetrization (see, e.g., [7] and [19] for a
survey). In the case of systems the situation is more involved since there are no general
tools for proving this kind of results.

In this paper we investigate symmetry properties of maps u : R3
→ R3 which are

entire (smooth) solutions of the system

1u+ u(1− |u|2) = 0 (1.1)

possibly subject to the condition at infinity

|u(x)| → 1 as |x| → +∞. (1.2)

The system (1.1) is naturally associated to the energy functional

E(v,�) :=
∫
�

(
1
2
|∇v|2 +

1
4
(1− |v|2)2

)
dx (1.3)

defined for v∈H 1
loc(R

3
;R3) and a bounded open set �⊂R3. Indeed, if u∈H 1

loc(R
3
;R3)

is a critical point of E(·, �) for every � then u is a weak solution of (1.1) and thus
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a classical solution according to the standard regularity theory for elliptic equations. In
addition, any weak solution u of (1.1) satisfies the natural bound |u| ≤ 1 in the entire
space (see [12, Proposition 1.9]).

Here the “boundary condition" (1.2) is added to rule out solutions with values in a
lower dimensional Euclidean space like the scalar valued solutions relevant for the De
Giorgi conjecture (see, e.g., [3]), or the explicit vortex solutions of [17] (see also [16] and
[6]) arising in the 2D Ginzburg–Landau model. More precisely, under the assumption
(1.2) the map u has a well defined topological degree at infinity given by

deg∞ u := deg
(
u

|u|
, ∂BR

)
whenever R is large enough, and we are interested in solutions satisfying deg∞ u 6= 0.
A special symmetric solution U to (1.1)–(1.2) with deg∞ U = 1 has been constructed
in [1] and [15] in the form

U(x) =
x

|x|
f (|x|), (1.4)

for a unique function f vanishing at zero and increasing to one at infinity. Taking into
account the obvious invariance properties of (1.1) and (1.3), infinitely many solutions
can be obtained from (1.4) by translations on the domain and orthogonal transformations
on the image. In addition, these solutions satisfy R−1E(u,BR) → 4π as R → +∞.
It is easy to check that U as in (1.4) is the unique solution u of (1.1)–(1.2) such that
u−1({0}) = {0}, deg∞ u = 1 and u is O(3)-equivariant, i.e., u(T x) = T u(x) for all
x ∈ R3 and all T ∈ O(3) (see Remark 2.1). In addition u = U satisfies |u(x)| =
1+O(|x|−2) as |x| → +∞.

In [7], H. Brezis has formulated the following problem:

Is any solution to (1.1) satisfying (1.2) (possibly with a “good" rate of convergence)
and deg∞ u = ±1, of the form (1.4) (up to a translation on the domain and an
orthogonal transformation on the image)?

In this paper we investigate this problem focusing on local minimizers of the energy in
the following sense.

Definition 1.1. Let u ∈ H 1
loc(R

3
;R3). We say that u is a local minimizer of E(·) if

E(u,�) ≤ E(v,�) (1.5)

for any bounded open set � ⊂ R3 and v ∈ H 1
loc(R

3
;R3) satisfying v − u ∈ H 1

0 (�;R
3).

Obviously local minimizers are smooth entire solutions of (1.1) but it is not clear
that nonconstant local minimizers do exist or if the solutions obtained from (1.4) are
locally minimizing. In the case of maps from the plane into itself the analogous prob-
lems are of importance in the study of the asymptotic behavior of minimizers of the 2D
Ginzburg–Landau energy near their vortices, the explicit solutions of the form (1.4) giv-
ing the asymptotic profile of the minimizers in the vortex cores. Both these questions
were essentially solved affirmatively in [23, 24, 26] (see also [25] for the more difficult
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gauge-dependent problem, i.e., in the presence of a magnetic field) but the complete clas-
sification of entire solutions to (1.1)–(1.2), even in the 2D case, remains open.

The first result of this paper concerns the existence of nonconstant local minimizers.

Theorem 1.1. There exists a smooth nonconstant solution u : R3
→ R3 of (1.1)–(1.2)

which is a local minimizer of E(·). In addition, u(0) = 0, deg∞ u = 1 and R−1E(u,BR)

→ 4π as R→+∞.

The construction of a nonconstant local minimizer relies on a careful analysis of the
vorticity set for solutions uλ to

(Pλ)

{
1u+ λ2u(1− |u|2) = 0 in B1,

u = Id on ∂B1,
λ > 0, (1.6)

which are absolute minimizers of the Ginzburg–Landau functional Eλ(u, B1) on
H 1

Id(B1;R3) where

Eλ(u,�) :=
∫
�

eλ(u) dx with eλ(u) :=
1
2
|∇u|2 +

λ2

4
(1− |u|2)2.

Up to a translation, we will obtain a locally minimizing solution to (1.1) as a limit of
uλn(x/λn) for some sequence λn→+∞.

As the smooth entire solutions of (1.1), critical points of the energy functional
Eλ(·, �) satisfy a fundamental monotonicity identity (see [27], [22]).

Lemma 1.1 (Monotonicity Formula). Assume that u : �→R3 solves1u+λ2u(1−|u|2)
= 0 in some open set � ⊂ R3 and λ > 0. Then

1
R
Eλ(u, BR(x0)) =

1
r
Eλ(u, Br(x0))+

∫
BR(x0)\Br (x0)

1
|x − x0|

∣∣∣∣ ∂u

∂|x − x0|

∣∣∣∣2 dx
+
λ2

2

∫ R

r

1
t2

∫
Bt (x0)

(1− |u|2)2 dx dt, (1.7)

for any x0 ∈ � and any 0 < r ≤ R ≤ dist(x0, ∂�).

An entire solution u to (1.1) for which the left hand side of (1.7) (with λ = 1) is bounded,
i.e.,

sup
R>0

R−1E(u,BR) < +∞, (1.8)

can be studied near infinity through a “blow-down” analysis. More precisely, for each
R > 0 we introduce the scaled map uR defined by

uR(x) := u(Rx), (1.9)

which is a smooth entire solution of

1uR + R
2uR(1− |uR|2) = 0. (1.10)
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Whenever E(u,BR) grows at most linearly with R, ER(uR, �) is equibounded and thus
{uR}R>0 is bounded in H 1

loc(R
3
;R3). Any weak limit u∞ : R3

→ R3 of {uR}R>0 as
R → +∞ is called a tangent map to u at infinity, and the potential term in the energy
forces u∞ to take values in S2. Moreover (see [22]), u∞ turns out to be harmonic and
positively 0-homogeneous, i.e., u∞(x) = ω(x/|x|) for some harmonic map ω : S2

→ S2,
and u∞ is a solution or a critical point (among S2-valued maps) of

1v + v|∇v|2 = 0, E∞(v,�) =

∫
�

1
2
|∇v|2 dx,

respectively. This is readily the case for the equivariant solution (1.4), where UR(x) →
x/|x| strongly in H 1

loc(R
3
;R3) as R → +∞. In the general case, uniqueness of the tan-

gent map at infinity is not guaranteed and the possible lack of compactness of {uR}R>0
has been carefully analyzed in [21, 22] where the blow-up analysis of the defect mea-
sure arising in the limit of the measures eR(uR) dx is performed. As a byproduct (see
[22, Corollary D]), a quantization result for the normalized energy is obtained, namely
R−1E(u,BR) → 4πk as R → +∞ for some k ∈ N, the case k = 1 being valid both
for the solution (1.4) (see Proposition 2.1) and the local minimizer constructed in Theo-
rem 1.1. The following result shows that the same property is true for any local minimizer
of E(·) satisfying (1.8), so that any nonconstant local minimizer of E(·) satisfying (1.8)
realizes the lowest energy quantization level.

Theorem 1.2. Let u ∈ H 1
loc(R

3
;R3) be a nonconstant local minimizer of E(·) satisfy-

ing (1.8). Then R−1E(u,BR) → 4π as R → +∞ and the scaled maps {uR}R>0 are
relatively compact in H 1

loc(R
3
;R3).

In proving this theorem, the first step is to apply the blow-down analysis from infinity
given in [22]. Then, taking minimality into account, we exclude concentration by a com-
parison argument involving a “dipole removing technique”. This yields the compactness
of the scaled maps. Finally another comparison argument based on minimality and on the
results in [8] gives the desired value for the limit of the scaled energy. Here we believe that
(as shown in [26] for the 2D case) assumption (1.8) should always hold, as a consequence
of local minimality.

In order to prove full symmetry of a nonconstant local minimizer, a natural approach is
to prove uniqueness and symmetry of the tangent map at infinity, and then try to propagate
the symmetry from infinity to the entire space. As a first step in this direction, we have
the following result inspired by the asymptotic analysis developed for harmonic maps
at isolated singularities in the important work [29] (see also [30], [18] for a possibly
simplified treatment and a more comprehensive exposition of the subject, and [14] for the
case of S2-valued harmonic maps in R3).

Theorem 1.3. Let u be an entire smooth solution of (1.1) satisfying (1.8) and such that
the scaled maps {uR}R>0 are relatively compact in H 1

loc(R
3
;R3). Then there exist a con-

stant C > 0 such that for all x ∈ R3,

|x|2(1− |u(x)|2)+ |x| |∇u(x)| + |x|3|∇(1− |u(x)|2)| + |x|2|∇2u(x)| ≤ C, (1.11)
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and there exists a unique harmonic map ω : S2
→ S2 such that deg ω = deg∞ u and

setting u∞(x) = ω(x/|x|),

(i) ‖uR |S2 − ω‖C2(S2;R3)→ 0 as R→+∞ ,

(ii) eR(uR)(x) dx
∗

⇀ 1
2 |∇u∞|

2 dx weakly* as measures as R→+∞ .

If in addition deg∞ u = ±1 then ω(x) = T x for some T ∈ O(3).

This result strongly relies on the a priori bound (1.11) for entire solutions to (1.1) which,
loosely speaking, do not exibit any bubbling phenomena at infinity (more precisely, the
scaled maps {uR} do not exibit energy concentration as R → +∞). Whenever (1.11)
holds, we can write for |x| sufficiently large the polar decomposition of the solution u as
u(x) = ρ(x)w(x) for some positive function ρ and some S2-valued map w which have
to solve the system{

div(ρ2(x)∇w(x))+ w(x)ρ2(x)|∇w(x)|2 = 0,
1ρ(x)+ ρ(x)(1− ρ2(x)) = ρ(x)|∇w(x)|2,

(1.12)

for |x| large. It is clear from (1.11) that ρ smoothly tends to 1 at infinity. Hence the unit
map w tends to be harmonic as |x| → +∞, and system (1.12) can be considered as
a perturbation of the harmonic map system. In the present situation, uniqueness of the
asymptotic limit can be obtained from an elementary but tricky estimate on the radial
derivative of w, and we avoid the use of the Simon–Łojasiewicz inequality.

Once the asymptotic symmetry is obtained we can adapt the division method used in
[24] and [25] to get full symmetry. The main result of the paper is the following.

Theorem 1.4. Let u be an entire solution of (1.1). The following conditions are equiva-
lent:

(i) u is a nonconstant local minimizer of E(·) satisfying (1.8);
(ii) E(u,BR) = 4πR + o(R) as R→+∞;

(iii) |u(x)| = 1+O(|x|−2) as |x| → +∞ and deg∞ u = ±1;
(iv) up to a translation on the domain and an orthogonal transformation on the image, u

is O(3)-equivariant, i.e., u = U as given by (1.4).

As a consequence of this theorem, we see that under the assumption (1.8), up to trans-
lations and orthogonal transformations, any nonconstant local minimizer of Eλ(·) in
H 1

loc(R
3
;R3) is given by u(x) = U(λx) with U as in (1.4). In the limiting case λ = +∞,

a similar result has been proved in [2, Theorem 2.2] showing that any nonconstant local
minimizer u of the Dirichlet integral E∞(·) in H 1

loc(R
3
;S2) is given by u(x) = x/|x| up

to translations and orthogonal transformations.
The plan of the paper is the following. In Section 2 we review the properties of the

equivariant solution (1.4). In Section 3 we study minimizing solutions to (Pλ) and prove
Theorem 1.1. In Section 4 we prove the quantization property for an arbitrary local min-
imizer, i.e., we prove Theorem 1.2. In Section 5 we deal with asymptotic symmetry and
Theorem 1.3. Finally in Section 6 we obtain the full symmetry and the main result of the
paper.
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2. The equivariant solution

In this section we collect some preliminary results about equivariant entire solutions. The
existence statement and the qualitative study are essentially contained in [1, 13] and [15].
In the following lemma we stress the asymptotic decay at infinity.

Lemma 2.1. There is a unique solution f ∈ C2([0,+∞)) off ′′ +
2
r
f ′ −

2
r2 f + f (1− f

2) = 0,

f (0) = 0 and f (+∞) = 1.
(2.1)

In addition 0 < f (r) < 1 for each r > 0, f ′(0) > 0, f is strictly increasing,

R2
|f ′′(R)| + Rf ′(R)+ |2− R2(1− f (R)2)| = o(1) as R→+∞, (2.2)

and
1
R

∫ R

0

(
r2

2
(f ′)2 + f 2

+ r2 (1− f
2)2

4

)
dr → 1 as R→+∞. (2.3)

Proof. The existence of an increasing solution follows from [15] and [1]. To obtain the
estimates at infinity in (2.2), we multiply the equation by r2f ′(r) and an integration by
parts yields

R2

2
(f ′(R))2 +

∫ R

0
r(f ′(r))2 dr +

∫ R

0
r2(1− (f (r))2)f (r)f ′(r) dr = (f (R))2 ≤ 1.

(2.4)
Using the monotonicity of f , we deduce that

∫
+∞

0 r(f ′(r))2 dr < +∞. Hence we can
find a sequence Rn → +∞ such that Rnf ′(Rn) → 0 as n → +∞. On the other hand
the integral terms in (2.4) admit a limit as R → +∞. As a consequence, rf ′(r) admits a
limit at infinity and thus Rf ′(R)→ 0 as R→+∞. For any k ∈ (0, 1) fixed, multiplying
the equation by r2 and averaging over (kR,R) leads to

R2f ′(R)− k2R2f ′(kR)

(1− k)R
+

1
(1− k)R

∫ R

kR

f (r)r2(1− (f (r))2) dr

=
2

(1− k)R

∫ R

kR

f (r) dr.

Since f is increasing and tends to 1 at infinity, we infer

k2 lim sup
R→+∞

R2(1− (f (R))2) ≤ 2 ≤ lim inf
R→+∞

R2(1− (f (kR))2),

so that R2(1 − (f (R))2) → 2 as R → +∞ by arbitrariness of k. Taking the equation
into account, (2.2) follows. To prove (2.3) we multiply the equation by r2(1 − f 2) and
we integrate by parts on (0, R) to get

R2(1−(f (R))2)f ′(R)+2
∫ R

0
r2f (f ′)2 dr+

∫ R

0
r2f (1−f 2)2 dr = 2

∫ R

0
f (1−f 2) dr.
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Since f is increasing and tends to 1 at infinity, we deduce using (2.2) that

1
R

∫ R

0
r2(1− f 2)2 dr +

1
R

∫ R

0
2r2(f ′)2 dr + R2(1− (f (R))2)f ′(R)→ 0,

and (2.3) follows easily. ut

A consequence of the previous lemma is the following result.

Proposition 2.1. Let x0 ∈ R3 and T ∈ O(3). Consider the function f : [0,+∞) →
[0, 1) given by Lemma 2.1 and define

w(x) :=
T (x − x0)

|x − x0|
f (|x − x0|).

Then w is a smooth solution of (1.1). In addition, 0 < |w(x)| < 1 for each x 6= x0,
w satisfies (1.11) and

lim
R→+∞

1
R

∫
BR(x0)

(
1
2
|∇w(x)|2 +

(1− |w(x)|2)2

4

)
dx = 4π. (2.5)

Proof. As in [1] and [15], w is smooth and it is a classical solution of (1.1). It is routine
to check that (1.11) follows from (2.2). Then a simple calculation yields

|∇w(x)|2 = (f ′(|x − x0|))
2
+

2(f (|x − x0|))
2

|x − x0|2
+
(1− |f (|x − x0|)|

2)2

4
,

whence (2.5) follows from (2.3). ut

Remark 2.1. The solution U given by (1.4) is the unique O(3)-equivariant solution u of
(1.1)–(1.2) such that u−1({0}) = {0} and deg∞ u = 1. Indeed, for each fixed x 6= 0, set-
ting lx to be the line passing through 0 and x, u(lx) ⊂ lx because u is equivariant (actually
invariant) under rotations fixing lx . Hence we can write u(x) = (x/|x|)σ (x)|u(x)| with
σ(x) = ±1 and |u(x)| = g(|x|) for some smooth function g : (0,+∞) → (0,+∞).
Since u is smooth and deg∞ u = 1, we conclude that σ ≡ 1. Taking (1.2) into account
we conclude that g satisfies the Cauchy problem (2.1). Finally by the uniqueness result in
[1, 15], we obtain g ≡ f as claimed.

3. Existence of nonconstant local minimizers

A basic ingredient in the construction of a nonconstant local minimizer is the following
small energy regularity result taken from [22] (see also [11]).

Lemma 3.1. There exist positive constants η0 > 0 and C0 > 0 such that for any λ ≥ 1
and any u ∈ C2(B2R(x0);R3) satisfying

1u+ λ2u(1− |u|2) = 0 in B2R(x0),

with 1
2REλ(u, B2R(x0)) ≤ η0, we have

R2 sup
BR(x0)

eλ(u) ≤ C0
1

2R
Eλ(u, B2R(x0)). (3.1)

We will also make use of the following boundary version of Lemma 3.1 (see [9, 10]).
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Lemma 3.2. Let g : ∂B1 → S2 be a smooth map. There exist positive constants η1 > 0
and C1 > 0 such that for any λ ≥ 1, 0 < R < η1/2, x0 ∈ ∂B1 and any u ∈
C2(B1 ∩ B2R(x0);R3) satisfying u = g on ∂B1 ∩ B2R(x0) and

1u+ λ2u(1− |u|2) = 0 in B1 ∩ B2R(x0),

with 1
2REλ(u, B1 ∩ B2R(x0)) ≤ η1, we have

R2 sup
B1∩BR(x0)

eλ(u) ≤ C1
1

2R
Eλ(u, B1 ∩ B2R(x0)). (3.2)

Another result which is a combination of [21] and [22] will play a crucial role.

Proposition 3.1. Let � ⊂ R3 be a smooth bounded open set and let λn → +∞

as n → +∞. For every n ∈ N let un be a critical point of Eλn(·, �) such that
supn Eλn(un, �) < +∞. Then, up to a subsequence, un ⇀ u weakly in H 1(�;R3) for

some weakly harmonic map u : �→ S2, and eλn(un)(x) dx
∗

⇀ 1
2 |∇u|

2 dx + ν weakly∗

as measures on � where ν = 4πθH1 6 for some H1-rectifiable set 6 of locally finite
H1-measure and some integer valued H1-measurable function θ : 6→ N.

The key result of this section is the following proposition.

Proposition 3.2. Let λ ≥ 1 and uλ ∈ H 1(B1;R3) be a global minimizer of Eλ(·, B1)

over H 1
Id(B1;R3). For any δ ∈ (0, 1), there exists a constant Cδ > 0 independent of λ

such that diam({|uλ| ≤ δ}) ≤ Cδλ−1 and distH ({|uλ| ≤ δ}, {0}) = o(1) as λ → +∞
where distH denotes the Hausdorff distance.

Proof. Let us consider an arbitrary sequence λn → +∞, and for every n ∈ N let
un ∈ H 1(B1;R3) be a global minimizer of Eλn(·, B1) under the boundary condition
un|∂B1 = x. It is well known that un satisfies un ∈ C2(B1) and |un| ≤ 1 for every n ∈ N.

Step 1. We claim that un → v(x) := x/|x| strongly in H 1(B;R3). Since the map v is
admissible, one has

1
2

∫
B1

|∇un|
2
≤ Eλn(un, B1) ≤ Eλn(v, B1) =

1
2

∫
B1

|∇v|2

= 4π for every n ∈ N. (3.3)

As a consequence, {un} is bounded in H 1(B1;R3), and up to a subsequence, un → u?
weakly in H 1(B;R3) for some S2-valued map u? satisfying u?|∂B1 = x. By Theorem 7.1
in [8], the map v is the unique minimizer of u ∈ H 1(B1;S2) 7→

∫
B1
|∇u|2 under the

boundary condition u|∂B1 = x. In particular,
∫
B1
|∇u?|

2
≥
∫
B1
|∇v|2, which, combined

with (3.3), yields

1
2

∫
B1

|∇un|
2
→

1
2

∫
B1

|∇u?|
2
=

1
2

∫
B1

|∇v|2 as n→+∞.

Therefore u? ≡ v and un→ v strongly in H 1(B;R3).
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Step 2. Let δ ∈ (0, 1) be fixed. We now prove that the compact sets Vn := {|un| ≤ δ}
tend to {0} in the Hausdorff sense. It suffices to prove that for any given 0 < ρ < 1,
Vn ⊂ Bρ for every n large enough. Since v is smooth outside the origin, we can find
0 < σ ≤ min(ρ/8, η1/4) such that

1
σ

∫
B1∩B4σ (x)

|∇v|2 < min(η0, η1) =: ` for every x ∈ B1 \ Bρ,

where η0 and η1 are given by Lemmas 3.1 and 3.2 respectively. From the strong conver-
gence of un to v in H 1, we infer that

1
σ
Eλn(un, B4σ (x)) < ` for every x ∈ B1 \ Bρ (3.4)

whenever n ≥ N1, for some integer N1 independent of x. Next consider a finite family of
points {xj }j∈J ⊂ B1 \ Bρ satisfying B2σ (xj ) ⊂ B1 if xj ∈ B1 and

B1 \ Bρ ⊂
( ⋃
xj∈B1

Bσ (xj )
)
∪

( ⋃
xj∈∂B1

B2σ (xj )
)
.

In view of (3.4), for each j ∈ J we can apply Lemma 3.1 in B2σ (xj ) if xj ∈ B1 and
Lemma 3.2 in B1 ∩ B4σ (xj ) if xj ∈ ∂B1 to deduce

sup
B1\Bρ

eλn(un) ≤ Cσ
−2 for every n ≥ N1,

for some constant C independent of n. By the Ascoli Theorem the sequence {un} is com-
pact in C0(B1 \ Bρ), and thus |un| → 1 uniformly in B1 \ Bρ . In particular |un| > δ in
B1 \ Bρ whenever n is large enough.

In the remainder of this proof we will establish the estimate diam(Vn) ≤ Cδλ−1
n . We

shall argue by contradiction. Setting rn := diam(Vn), we assume that for a subsequence,
κn := rnλn → +∞. Let an, bn ∈ Vn be such that |an − bn| = rn and set cn to be the
middle point of the segment [an, bn]. In view of Step 2, we have cn→ 0. Next we define,
for n large enough and x ∈ B2,

wn(x) := un(rnx + cn),

so that wn satisfies
1wn + κ

2
nwn(1− |wn|

2) = 0 in B2. (3.5)

Up to a rotation, we may assume without loss of generality that (an−cn)/rn = (1/2, 0, 0)
=: P1 and (bn − cn)/rn = (−1/2, 0, 0) =: P2 so that

|wn(P1)| = |wn(P2)| = δ for every n sufficiently large. (3.6)

Step 3. We claim that up to a subsequence, wn → φ strongly in H 1
loc(B2;R3) for some

weakly stationary harmonic map φ : B2 → S2. First we infer from (3.3) and the Mono-
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tonicity Formula (1.7) applied to wn and un that

1
R
Eκn(wn, BR(x0)) ≤

1
1− |rnx0 + cn|

Eλn(un, B1−|rnx0+cn|(rnx0 + cn))

≤
4π

1− |rnx0 + cn|
(3.7)

for every x0 ∈ B2 and 0 < R < dist(x0, ∂B2). Hence supn Eκn(wn, B2) < +∞. In view
of Proposition 3.1, up to a further subsequence, wn ⇀ φ weakly in H 1(B2;R3) where
φ : B2 → S2 is a weakly harmonic map, and

eκn(wn) dx
∗

⇀µ :=
1
2
|∇φ|2 dx + ν weakly∗ as measures on B2, (3.8)

for some Radon measure ν = 4πθH1 6 where 6 is a H1-rectifiable set with locally
finite H1-measure and θ is an integer valued function. As a direct consequence of the
Monotonicity Formula (1.7) and (3.7), we have

1
R
ν(BR(x0)) ≤

1
R
µ(BR(x0)) ≤ 4π (3.9)

for every x0 ∈ B2 and 0 < R < dist(x0, ∂B2). By Theorem 2.83 in [4], the 1-dimensional
density of ν at x0, i.e., 21(ν, x0) = limR→0(2R)−1ν(BR(x0)), exists and coincides with
4πθ(x0) for H1-a.e. x0 ∈ 6. In view of (3.9) we deduce that θ ≤ 1/2 H1-a.e. on 6.
Since θ is integer valued, we have θ = 0 H1-a.e. on 6, i.e., ν ≡ 0. Going back to (3.8),
we conclude that wn→ φ strongly in H 1

loc(B2;R3) and

κ2
n(1− |wn|

2)2
n→+∞
−−−−→ 0 in L1

loc(B2). (3.10)

It now remains to prove the stationarity of φ. Since wn is smooth and satisfies (3.5), we
have ∫

B2

eκn(wn) div ζ −
3∑

i,j=1

∂ζi

∂xj

∂wn

∂xi
·
∂wn

∂xj
= 0

for every ζ ∈ C1
c (B2;R3). Using the local strong convergence of wn and (3.10), we can

let n→+∞ in the above equation to derive that∫
B2

|∇φ|2 div ζ − 2
3∑

i,j=1

∂ζi

∂xj

∂φ

∂xi
·
∂φ

∂xj
= 0 ∀ζ ∈ C1

c (B2;R3),

i.e., φ is stationary in B2.

Step 4. By the energy monotonicity formula for stationary harmonic maps (see [27]) and
(3.7), we have

1
R1

∫
BR1 (x0)

|∇φ|2 ≤
1
R2

∫
BR2 (x0)

|∇φ|2 ≤ 8π (3.11)
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for every x0 ∈ B2 and 0 < R1 ≤ R2 ≤ dist(x0, ∂B2). We claim that

lim
R→0

1
R

∫
BR(Pi )

|∇φ|2 = inf
0<R<1

1
R

∫
BR(Pi )

|∇φ|2 > 0 for i = 1, 2. (3.12)

Indeed, if the limit above vanishes, we could argue as in Step 2 using Lemma 3.1 to
deduce that |wn(Pi)| > δ for n large, which contradicts (3.6). By the quantization results
in [20], for i = 1, 2,

lim
R→0

1
R

∫
BR(Pi )

|∇φ|2 = 8πki for some ki ∈ N.

Combining (3.11) with (3.12), we deduce that k1 = k2 = 1 and thus

inf
0<R<1

1
R

∫
BR(Pi )

|∇φ|2 = 8π for i = 1, 2. (3.13)

Setting QR = (R − 1/2, 0, 0) for 0 < R < 1, we then have

8π ≥
∫
B1(QR)

|∇φ|2 ≥

∫
BR(P1)

|∇φ|2 +

∫
B1−R(P2)

|∇φ|2 ≥ 8πR + 8π(1− R) = 8π.

Hence |∇φ|2 ≡ 0 a.e. in B1(QR) \ (BR(P1) ∪ B1−R(P2)) for every 0 < R < 1. Since

B1 ∩
⋃

0<R<1

(B1(QR) \ (BR(P1) ∪ B1−R(P2))) = B1 \ [(−1, 0, 0), (1, 0, 0)],

we derive that
∫
B1
|∇φ|2 = 0, which obviously contradicts (3.13). Therefore rnλn remains

bounded and the proof is complete. ut

Proof of Theorem 1.1. Consider a sequence λn → +∞ and let un be a minimizer of
Eλn(·, B1) onH 1

Id(B1;R3). By Proposition 3.2, |un| ≥ 1/2 inB1\B1/2 for n large enough.
In particular, dr := deg(un, ∂Br) is well defined for 1/2 ≤ r ≤ 1 and dr = d1 = 1
thanks to the boundary condition. Hence we may find an ∈ B1/2 such that un(an) = 0 for
every n sufficiently large. Again by Proposition 3.2, an→ 0 and {|un| ≤ 1/2} ⊂ Brn(an)
with rn := diam({|un| ≤ 1/2}) = O(λ−1

n ). Therefore deg(un, ∂Br(an)) = 1 for any
r ∈ [rn, 1/2].

Setting Rn := λn(1 − |an|), we have Rn → +∞ as n → +∞, and we define
ūn(x) := un(λ−1

n x + an) for x ∈ BRn , so that ūn satisfies

1ūn + ūn(1− |ūn|2) in BRn ,

ūn(0) = 0 and |ūn| ≤ 1 for every n. Moreover, arguing as in the previous proof, we obtain

lim sup
n→+∞

R−1
n E1(ūn, BRn) ≤ 4π. (3.14)

Then we infer from standard elliptic theory that, up to a subsequence, ūn→ u inC2
loc(R

3)

for some map u : R3
→ R3 solving 1u + u(1 − |u|2) = 0 in R3 and u(0) = 0.
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By Proposition 3.2 and the choice of an, we have {|ūn| ≤ 1/2} ⊂ BR0 with R0 :=
supn λnrn < +∞. Hence |u| ≥ 1/2 in R3

\ BR0 by continuity and locally uniform
convergence. As a consequence, u is nonconstant, deg∞ u is well defined and

deg∞ u = deg(u, ∂BR) = lim
n→+∞

deg(ūn, ∂BR) = lim
n→+∞

deg(un, ∂Brn(an)) = 1

for any R ≥ R0. Arguing in the same way, we infer from Proposition 3.2 that |u(x)| → 1
as |x| → +∞. Next we deduce from (3.14), the Monotonicity Formula (1.7) and the
smooth convergence of ūn to u that supR>0 R

−1E1(u, BR) ≤ 4π . By the quantization
result [22, Corollary D], we have R−1E1(u, BR) → 4πk as R → +∞ with k ∈ {0, 1}.
Since u is nonconstant, we see that k = 1. Finally, the local minimality of u easily follows
from the minimality of un and the strong convergence in H 1

loc(R
3
;R3) of ūn to u. ut

4. Energy quantization for local minimizers

This section is devoted to the proof of Theorem 1.2. For any solution u of (1.1) satisfying
(1.8), the scaled maps uR(x) := u(Rx) are relatively weakly compact in H 1

loc(R
3
;R3).

This fact will allow us to study such a map u near infinity. First we recall that a tangent
map to u at infinity is a map φ : R3

→ R3 obtained as a weak limit of un(x) := u(x/Rn)
in H 1

loc(R
3
;R3) for some sequence of radii Rn → +∞. We denote by T∞(u) the set of

all possible tangent maps to u at infinity. The only information given by the potential at
infinity is that any φ ∈ T∞(u) takes values in S2. This is any easy consequence of the
following elementary lemma.

Lemma 4.1. Let u ∈ H 1
loc(R

3
;R3) be a solution of (1.1) satisfying (1.8). Then

lim
R→+∞

1
R

∫
BR

(1− |u|2)2

4
dx = 0. (4.1)

Proof. We apply (1.7) with λ = 1, r > 0 and R = 2r to obtain

1
r

∫
Br

(1− |u|2)2

4
dx ≤ 4

∫ 2r

r

1
t2

(∫
Bt

(1− |u|2)2

4
dx

)
dt ≤

1
2r
E(u, B2r)−

1
r
E(u, Br).

Since the left hand side of (1.7) is bounded and increasing, the right hand side above tends
to zero as r tends to infinity and the conclusion follows. ut

The following description of any tangent map has been obtained in [22, Theorem C].

Proposition 4.1. Let u be a solution of (1.1) satisfying (1.8). Let φ ∈ T∞(u) and let
Rn → +∞ be an associated sequence of radii. Then φ(x) = φ(x/|x|) for x 6= 0 and
φ|S2 is a smooth harmonic map with values in S2. Moreover there exists a subsequence
(not relabelled) such that

eRn(un) dx
∗

⇀
1
2
|∇φ|2 dx + ν as n→+∞, (4.2)

weakly∗ as measures for some nonnegative Radon measure ν. In addition, if ν 6≡ 0 there
exists an integer 1 ≤ l <∞, {Pj }lj=1 ⊂ S2 and {kj }lj=1 ⊂ N∗ such that
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(i) spt(ν) =
⋃l
j=1OPj where OPj denotes the ray emitting from the origin to Pj , and

for 1 ≤ j ≤ l,
ν OPj = 4πkjH1 OPj ;

(ii) the following balancing condition holds:

1
2

∫
S2
x|∇φ|2 dH2

+ 4π
l∑

j=1

kjPj = 0.

Under the assumption (1.8) we can apply Proposition 4.1 to any local minimizer of E(·).
Now we claim that the local minimality of u implies the strong convergence of the scaled
maps {un} to the associated tangent map.

Proposition 4.2. Let u ∈ H 1
loc(R

3
;R3) be a local minimizer of E(·) satisfying (1.8). Let

φ ∈ T∞(u) and let Rn → +∞ be the associated sequence of radii given by Proposi-
tion 4.1. Then un→ φ strongly in H 1

loc(R
3) as n→+∞ and

eRn(un) dx
∗

⇀
1
2
|∇φ|2 dx (4.3)

weakly∗ as measures.

Proof. In view of Proposition 4.1, it suffices to prove that the defect measure ν in (4.2)
actually vanishes. We shall achieve this using a comparison argument. First we improve
the convergence of un away from spt(ν).

Step 1. First observe that R2
n(1 − |un|

2)2 → 0 in L1
loc(R

3) by scaling and Lemma 4.1.
Next we claim that un → φ in C1

loc(R
3
\ (spt(ν) ∪ {0})). Fix a ball B4δ(x0) ⊂⊂ R3

\

(spt(ν) ∪ {0}) with arbitrary center and δ to be chosen. Since φ is smooth away from
the origin, we can choose δ small such that

∫
B4δ(x0)

|∇φ|2 < 4δη0 where the constant η0

is given by Lemma 3.1. In view of (4.2), we have
∫
B4δ(x0)

eRn(un) →
1
2

∫
B4δ(x0)

|∇φ|2.
In particular

∫
B4δ(x0)

eRn(un) ≤ 4δη0 for n large enough. By Lemma 3.1, we infer that
|∇un| ≤ Cδ,x0 and |un| ≥ 1/2 in B2δ(x0) for n large and a constant Cδ,x0 independent
of n. Since un satisfies (1.10) (withR = Rn), setting ρn := 1−|un|2, we have 0 ≤ ρn ≤ 1
and −1ρn + R2

nρn ≤ 2C2
δ,x0

in B2δ(x0). By a slight modification of Lemma 2 in [6], we
infer that ρn ≤ C′δ,x0

R−2
n in Bδ(x0) for some constant C′δ,x0

independent of n. Going back

to (1.10) we deduce that |1un| ≤ C′δ,x0
inBδ(x0). Using standardW 2,p

loc -regularity and the
Sobolev embedding in C1,α-spaces, we finally conclude that un→ φ in C1(Bδ/2(x0)).

Step 2. We argue by contradiction and assume that ν 6≡ 0 so that k1 ≥ 1. Without loss
of generality we may also assume that P1 = (1, 0, 0) and φ(P1) = (0, 0, 1) =: N .
We will construct for n sufficiently large comparison maps wn which, roughly speaking,
agree with un except in a small cylinder around the x1 axis, where they are constantly
equal to N and with smaller energy. We consider two small parameters 0 < δ � 1 and
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0 < σ � 1. In view of the explicit form of φ and ν, we can find xσ ∈ OP1 with |xσ | as
large as needed such that Q4(xσ ) ∩OPj = ∅ for each 2 ≤ j ≤ l,

φ(Q4(xσ )) ⊂ Bσ (N) and
∫
Q4(xσ )

|∇φ|2 < σ. (4.4)

Here we use the notation Qρ(xσ ) = xσ + ρ(−1/2, 1/2)3 for ρ > 0. Throughout the
proof Tδ := R × B(2)δ (0) ⊂ R3 will denote the infinite cylinder of size δ around the x1
axis. In view of Step 1, for n large enough,

|un − φ| < σ in Q4(xσ ) \ Tδ/2, (4.5)

and in particular |un| does not vanish inQ4(xσ ) \ Tδ/2 and it is actually as close to one as
we want.

Consider a cut-off function χ1 ∈ C
∞
c (Q4(xσ ); [0, 1]) satisfying χ1 ≡ 1 in Q3(xσ )

and set ψδ(x) := min{δ−1χ1(x)(2|x′| − δ)+, 1} using the notation x = (x1, x
′). Then we

define, for x ∈ Q4(xσ ),

ūn(x) := ψδ(x)
un(x)

|un(x)|
+ (1− ψδ(x))un(x).

Note that ūn = un in a neighborhood of ∂Q4(xσ ), ūn = un in Q4(xσ ) ∩ Tδ/2, and
(1 − |ūn|2)2 ≤ (1 − |un|2)2, because the double well potential is locally convex near its
minima. Then we easily infer from Step 1 that ūn→ φ in W 1,∞(Q4(xσ ) \ Tδ/2) and

eRn(ūn) dx Q4(xσ )
∗

⇀
1
2
|∇φ|2 dx Q4(xσ )+ ν Q4(xσ )

weakly∗ as measures. Now consider a second cut-off function χ2 ∈ C
∞
c (Q3(xσ ); [0, 1])

satisfying χ2 ≡ 1 in Q2(xσ ) and set ψ̃δ(x) = min{δ−1χ2(x)(|x
′
| − δ)+, 1}. Define, for

x ∈ Q4(xσ ),

vn(x) :=


ψ̃δ(x)N + (1− ψ̃δ(x))ūn(x)

|ψ̃δ(x)N + (1− ψ̃δ(x))ūn(x)|
if x ∈ Q3(xσ ) \ Tδ,

ūn(x) if x ∈ (Q4(xσ ) \Q3(xσ ))∪ (Q4(xσ )∩ Tδ),

and

φδ(x) :=
ψ̃δ(x)N + (1− ψ̃δ(x))φ(x)

|ψ̃δ(x)N + (1− ψ̃δ(x))φ(x)|
.

Note that φδ and vn are well defined and smooth (Lipschitz) thanks to (4.4) and (4.5).
Moreover vn = un both in a neighborhood of ∂Q4(xσ ) and in Q4(xσ ) ∩ Tδ/2, and
vn ≡ N in Q2(xσ ) \ T2δ . From the construction of ūn, we derive that vn → φδ in
W 1,∞(Q4(xσ ) \ Tδ/2) and

eRn(vn) dx Q4(xσ )
∗

⇀
1
2
|∇φδ|

2 dx Q4(xσ )+ ν Q4(xσ ) (4.6)
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weakly∗ as measures. Since ν does not charge the boundary of Qρ(xσ ) for every ρ > 0,∫
|xσ |+1

|xσ |+1/2

(∫
{x1=r}∩T2δ

eRn(vn)

)
dr

n→+∞
−−−−→

1
2

∫
{|xσ |+1/2<x1<|xσ |+1}∩T2δ

|∇φδ|
2
+ 2πk1.

On the other hand, one may derive from the explicit form of φδ and (4.4) that∫
Q4(xσ )

|∇φδ|
2
≤ Cδσ, (4.7)

where Cδ denotes a constant independent of σ . Hence we can find r+n ∈ [|xσ | + 1/2,
|xσ | + 1] such that

lim sup
n→+∞

∫
{x1=r

+
n }∩T2δ

eRn(vn) ≤ 4πk1 + Cδσ.

Arguing in the same way, we find r−n ∈ [|xσ | − 1, |xσ | − 1/2] such that

lim sup
n→+∞

∫
{x1=r

−
n }∩T2δ

eRn(vn) ≤ 4πk1 + Cδσ.

Next we introduce the sets

C+n := T2δ ∩ {r
+
n − 2δ ≤ x1 ≤ r

+
n , |x

′
| ≤ x1 − (r

+
n − 2δ)},

C−n := T2δ ∩ {r
−
n ≤ x1 ≤ r

−
n + 2δ, |x′| ≤ (r−n + 2δ)− x1},

Dn := T2δ ∩ {x ∈ T2δ, x1 ∈ (r
−
n , r

+
n )}.

Define, for x ∈ Q4(xσ ) and n large enough,

wn(x) =



vn(x) if x ∈ Q4(xσ ) \Dn,

vn

(
r+n ,

2δx′

x1 − (r
+
n − 2δ)

)
if x ∈ C+n ,

vn

(
r−n ,

2δx′

(r−n + 2δ)− x1

)
if x ∈ C−n ,

N if x ∈ Dn \ (C+n ∪ C
−
n ).

One can check that wn ∈ H 1(Q4(xσ );R3) and wn = un in a neighborhood of ∂Q4(xσ ).
Moreover, straightforward computations yield∫
C+n

eRn(wn) ≤ Cδ

∫
{x1=r

+
n }∩T2δ

eRn(vn) and
∫
C−n

eRn(wn) ≤ Cδ

∫
{x1=r

−
n }∩T2δ

eRn(vn)

for some absolute constant C. Recalling (4.6), (4.7), the fact that ν does not charge the
boundary of Qρ(xσ ) for every ρ > 0 and Q4(xσ ) = (Q4(xσ ) \ Dn) ∪ (C

+
n ∪ C

−
n ) ∪

(Dn \ (C
+
n ∪ C

−
n )), we finally obtain

lim sup
n→+∞

∫
Q4(xσ )

eRn(wn) ≤ 12πk1 + Cδ + Cδσ, (4.8)

for some constant C independent σ and δ, and some constant Cδ independent of σ .
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Step 3. From the local minimality of u, we infer that∫
Q4(xσ )

eRn(un) ≤

∫
Q4(xσ )

eRn(wn).

Using (4.2) and (4.8) we let n→+∞ in the above inequality to derive

16πk1 ≤ ν(Q4(xσ ))+

∫
Q4(xσ )

1
2
|∇φ|2 dx = lim

n→∞

∫
Q4(xσ )

eRn(un)

≤ 12πk1 + Cδ + Cδσ.

Passing successively to the limits σ → 0 and δ → 0, we conclude that k1 = 0. This
contradicts our assumption k1 ≥ 1 and the proof is complete. ut

Corollary 4.1. Let u ∈ H 1
loc(R

3
;R3) be a nonconstant local minimizer of E(·) satisfying

(1.8). Then any φ ∈ T∞(u) is of the form φ(x) = T x/|x| for some T ∈ O(3).

Proof. Step 1. First we claim that any φ ∈ T∞(u) is energy minimizing in B1, i.e.,∫
B1

|∇φ|2 dx ≤

∫
B1

|∇ϕ|2 dx for all ϕ ∈ H 1(B1; S
2) such that ϕ|∂B1 = φ. (4.9)

Let Rn → +∞ be the sequence of radii given by Proposition 4.1, and let {un} be the
associated sequence of scaled maps. It follows from Step 2 in the previous proof that∫

B1

eRn(un) dx →
1
2

∫
B1

|∇φ|2 dx

as n→+∞. In particular,

R2
n

∫
B1

(1− |un|2)2 dx → 0. (4.10)

In view of the local minimality of u, it suffices to prove that for any ϕ ∈ H 1
φ (B1; S

2),
there exists a sequence ϕn ∈ H 1

un
(B1;R3) such that∫

B1

eRn(ϕn) dx →
1
2

∫
B1

|∇ϕ|2 dx. (4.11)

We proceed as follows. From the previous proof we know that un → φ uniformly in
the annulus K := B1 \ B1/2. In particular, |un| ≥ 1/2 in K for n large, and setting
vn := un/|un| we obtain

δn := ‖vn − φ‖L∞(K) + ‖1− |un|2‖L∞(K)
n→+∞
−−−−→ 0.

Denote D := {(s0, s1) ∈ S2
× S2 : |s0 − s1| < 1/4} and consider a continuously

differentiable mapping 5 : D × [0, 1]→ S2 satisfying

5(s0, s1, 0) = s0, 5(s0, s1, 1) = s1,
∣∣∣∣∂5∂t (s0, s1, t)

∣∣∣∣ ≤ C|s0 − s1|,
e.g., the map giving geodesic convex combinations between points s0 and s1 on S2.
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Given ϕ ∈ H 1
φ (B1; S

2), we define, for n large enough,

ϕn(x) =



ϕ

(
x

1− 2δn

)
for x ∈ B1−2δn ,

5

(
vn(x), φ(x),

1− δn − |x|
δn

)
for x ∈ B1−δn \ B1−2δn ,(

1− |x|
δn

+ |un(x)|
|x| − 1+ δn

δn

)
vn(x) for x ∈ B1 \ B1−δn .

One can easily check that ϕn ∈ H 1(B1;R3) and that∫
B1

eRn(ϕn) dx =
1− 2δn

2

∫
B1

|∇ϕ|2 dx +
1
2

∫
B1−δn\B1−2δn

|∇ϕn|
2 dx

+

∫
B1\B1−δn

eRn(ϕn) dx. (4.12)

Straightforward computations yield∫
B1−δn\B1−2δn

|∇ϕn|
2 dx ≤ C

∫
B1−δn\B1−2δn

(|∇ϕ|2+|∇un|
2
+δ−2

n |vn−φ|
2) dx

n→+∞
−−−−→ 0

and∫
B1\B1−δn

eRn(ϕn) dx ≤ C

∫
B1\B1−δn

(|∇un|
2
+ (δ−2

n + R
2
n)(1− |un|

2)2) dx
n→+∞
−−−−→ 0,

where we used the fact that (1 − |ϕn|2)2 ≤ (1 − |un|2)2 for n large enough, again by
convexity of the double well potential near its minima, and (4.10) in the last estimate. In
view of (4.12), this completes the proof of (4.11).

Step 2. In view of the monotonicity with respect to R of R−1E(u,BR), if u is noncon-
stant then (4.3) yields

0 < lim
R→+∞

R−1E(u,BR) = lim
n→+∞

ERn(un, B1) =
1
2

∫
B1

|∇φ|2 dx, (4.13)

and thus φ is nonconstant. Then the conclusion follows from Theorems 7.3 and 7.4 in [8]
together with (4.9). ut

Proof of Theorem 1.2. Let Rn→+∞ be an arbitrary sequence of radii. By (1.8), Propo-
sitions 4.1 and 4.2, and Corollary 4.1, we can find a subsequence (not relabelled) and
T ∈ O(3) such that the sequence of scaled maps un(x) = u(Rnx) converges strongly
in H 1

loc(R
3
;R3) to φ(x) = T x/|x|. Therefore (4.13) gives R−1E(u,BR) → 4π as

R→+∞, and the proof is complete. ut
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5. Asymptotic symmetry

In order to study the asymptotic behavior of local minimizers we first derive some decay
properties of solutions to (1.1) at infinity. It will be clear that the crucial ingredients are
(1.8), the H 1

loc(R
3
;R3) compactness of the scaled maps and the small energy regularity

lemma recalled in Section 3. Then we bootstrap the first order estimates to get higher
order estimates and compactness of the rescaled maps and their derivatives of all orders.
Finally we prove a decay property of the radial derivative which will give uniqueness of
the asymptotic limit at infinity in the L2-topology, whence uniqueness of the limit in any
topology follows.

We start with the following result.

Proposition 5.1. Let u be a smooth solution to (1.1) satisfying (1.8) and such that the
scaled maps {uR}R>0 are relatively compact in H 1

loc(R
3
;R3). Then there is a constant

C > 0 such that for all x ∈ R3,

|x|2(1− |u(x)|2)+ |x| |∇u(x)| ≤ C. (5.1)

Proof. We prove the statement by contradiction. Assume (5.1) were false; then there
would be a sequence {xn} ⊂ R3 such that Rn = |xn| → +∞ as n→+∞ and

|xn| |∇u(xn)| + |xn|
2(1− |u(xn)|2)

n→+∞
−−−−→ +∞. (5.2)

For each integer n, let us consider un(x) := uRn(x) = u(Rnx) as an entire solution of
(1.10). Taking a subsequence, we may assume that xn/Rn → x̄ ∈ ∂B1 as n→ +∞. By
Proposition 4.1, up to a further subsequence the sequence {un} of scaled maps converges
to u∞(x) = ω (x/|x|) strongly in H 1

loc(R
3
;R3) as n → +∞, where ω : S2

→ S2 is

a harmonic map. In addition eRn(un)(x) dx
∗

⇀ 1
2 |∇u∞|

2 dx + ν where ν is a quantized
cone-measure. Combining this property with the strong convergence in H 1

loc(R
3
;R3) and

Lemma 4.1, we conclude that ν ≡ 0. Since ω is a smooth map we have u∞ ∈ C∞(R3
\

{0}; S2). In particular u∞ is smooth around x̄ ∈ ∂B1. Now we can argue as in Step 1 in
the proof of Proposition 4.2 to find δ > 0 such that |∇un| +R2

n(1− |un|
2) ≤ Cδ in Bδ(x̄)

for some constant Cδ independent of n. Scaling back we obtain, for n large enough,

|xn| |∇u(xn)| + |xn|
2(1− |u(xn)|2) ≤ Cδ,

which obviously contradicts (5.2). ut

Remark 5.1. For an arbitrary entire solution u to (1.1), the estimate (5.1) still holds under
the assumption |u(x)| = 1 + O(|x|−2) as |x| → +∞. Indeed, since the scaled map uR
given by (1.9) satisfies (1.10), {1uR}R>0 is equibounded in L∞loc(R

3
\ {0}). Therefore

standardW 2,p
loc estimates and the Sobolev embedding show that {∇uR}R>0 is equibounded

in L∞loc(R
3
\ {0}), which proves (5.1). Note also that (5.1) implies (1.8).



Symmetry of local minimizers for the Ginzburg–Landau functional 1087

For a solution u to (1.1) satisfying the assumptions of Proposition 5.1, we have
|u(x)| = 1+O(|x|−2) and |∇u(x)| = O(|x|−1) as |x| → +∞. In order to get bounds on
the higher order derivatives of u at infinity it is very convenient to use the polar decom-
position for u, i.e., to write u = ρw for some nonnegative function ρ and some S2-valued
map w. The following result gives the 3D counterpart of the asymptotic estimates of [28]
for the 2D case, and it is essentially based on the techniques introduced in the proof of
[5, Theorem 1].

Proposition 5.2. Let u be an entire solution of (1.1) satisfying (5.1). Let R0 ≥ 1 be such
that |u(x)| ≥ 1/2 for |x| ≥ R0/4. For R ≥ R0 and |x| ≥ 1/4, let uR(x) = u(Rx) =

ρR(x)wR(x) be the polar decomposition of the scaled maps, i.e., ρR(x) := |uR(x)| and
wR(x) := uR(x)/|uR(x)|. Then for each k ∈ N and each σ ∈ (1, 2) there exist constants
C = C(k, σ ) > 0 and C′ = C′(k, σ ) > 0 independent of R such that

(P ′k) ‖∇wR‖Ck(B2σ \B1/2σ )
≤ C′(k, σ ),

(P ′′k ) ‖R
2(1− ρR)‖Ck(B2σ \B1/2σ )

≤ C′′(k, σ ).
(5.3)

As a consequence, for each k ∈ N there is a constant C(k) > 0 such that

sup
x∈R3

(|x|k+1
|∇
k+1u(x)| + |x|k+2

|∇
k(1− |u(x)|2)|) ≤ C(k). (5.4)

Proof. Observe that it suffices to prove (5.3) since (5.4) follows by scaling. For |x| ≥
R0/4 we have |u(x)| ≥ 1/2 so we can write u(x) = ρ(x)w(x) with ρ(x) := |u(x)| and
w(x) := u(x)ρ(x)−1 and the system (1.12) is satisfied in R3

\ BR0/4. Hence, for each
R ≥ R0 the scaled maps uR , ρR and wR are well defined and smooth in R3

\ B1/4. In
addition, (1.12) yields by scaling the following Euler–Lagrange equations:{

div(ρ2
R∇wR)+ wRρ

2
R|∇wR|

2
= 0

1ρR + ρRR
2(1− ρ2

R) = ρR|∇wR|
2

in R3
\ B1/4. (5.5)

We will prove (5.3) by induction on k, the case k = 0 being easily true by assumption
(5.1). We closely follow [5, pp. 136–137] with minor modifications.

First we prove that (P ′k)–(P
′′

k ) implies (P ′k+1). We set for simplicity

XR := R2(1− ρR), (5.6)

so that the second equation in (5.5) can be rewritten as

−1ρR = −ρR|∇wR|
2
+ ρR(1+ ρR)XR. (5.7)

By the inductive assumptions (5.3) the right hand side in (5.7) is bounded in
Ckloc(B4 \ B1/4) uniformly with respect to R ≥ R0. Hence {ρR}R≥R0 is bounded in
W
k+2,p
loc (B4 \ B1/4) for each p < +∞ by standard elliptic regularity theory. Then the
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Sobolev embedding implies that {∇ρR}R≥R0 is also bounded in Ckloc(B4 \ B1/4). Next
rewrite the first equation in (5.5) as

−1wR = wR|∇wR|
2
+

2∇ρR
ρR
∇wR. (5.8)

Since all the terms on the right hand side in (5.8) are now bounded in Ckloc(B4 \ B1/4)

uniformly with respect to R ≥ R0, standard linear theory (differentiating the equation
k times) also implies that {wR}R≥R0 is equibounded in W k+2,p

loc (B4 \ B1/4) for each
p < +∞. Therefore the right hand side in (5.8) is in fact bounded in W k+1,p

loc (B4 \ B1/4)

uniformly with respect to R ≥ R0. Hence the linear Lp-theory yields the boundedness of
{wR}R≥R0 in W k+3,p

loc (B4 \ B1/4) for each p < +∞. Then, by the Sobolev embedding,
{∇wR}R≥R0 is bounded in Ck+1

loc (B4 \ B1/4), i.e., (P ′k+1) holds.
Now we prove that (P ′k)–(P

′′

k ) implies (P ′′k+1). We fix σ ∈ (1, 2) and we apply (P ′k),
(P ′′k ) and (P ′k+1) in B2σ ′ \ B1/2σ ′ for a fixed σ < σ ′ < 2, e.g., σ ′ := 1 + σ/2. Since
K := B2σ \ B1/2σ is compact we can find finitely many points {P1, . . . , Pm} ⊂ K such
that K ⊂

⋃m
i=1 Bσ ′−σ (Pi) with B2(σ ′−σ)(Pi) ⊂ B2σ ′ \ B1/2σ ′ for each i = 1, . . . , m.

Then it suffices to show that (P ′′k+1) holds in each ball Bi := Bσ ′−σ (Pi) assuming that
(P ′k), (P

′′

k ) and (P ′k+1) hold in B ′i := B2(σ ′−σ)(Pi). For simplicity we shall drop the
subscript i.

Taking (5.6) into account, we rewrite (5.7) as

R−21XR = −ρR|∇wR|
2
+ ρR(1+ ρR)XR. (5.9)

Denoting by Dk any k-th derivative, since {ρR}R≥R0 , {XR}R≥R0 , {wR}R≥R0 and
{∇wR}R≥R0 are bounded in Ck(B ′) by inductive assumption, differentiating (5.9) k times
leads to

‖DkXR‖L∞(B ′) + R
−2
‖1DkXR‖L∞(B ′) ≤ C,

for some C > 0 independent of R ≥ R0. Now we combine the above estimate with
[5, Lemma A.1] in B ⊂ B ′′ ⊂ B ′ where B ′′ := B3(σ ′−σ)/2(Pi) to obtain

R−1
‖Dk+1XR‖L∞(B ′′) ≤ C (5.10)

for a constant C > 0 independent of R ≥ R0. Finally we rewrite (5.9) as

−R−21XR + 2XR = 3R−2X2
R − R

−4X3
R + ρR|∇wR|

2
=: TR. (5.11)

As we already proved that Dk+1ρR is bounded in B ′′ independently of R ≥ R0 and that
(P ′′k ), (P

′

k+1) hold in B ′′, taking (5.10) into account we infer that fR := Dk+1TR satisfies
‖fR‖L∞(B ′′) ≤ C for a constant C > 0 independent of R ≥ R0. Then differentiating
(5.11) k + 1 times we derive that gR := Dk+1XR satisfies

−R−21gR + 2gR = fR in B ′′,
‖gR‖L∞(B ′′) ≤ CR,

‖fR‖L∞(B ′′) ≤ C,

(5.12)
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for some C > 0 independent of R ≥ R0. Next we write gR = ϕR + ψR in B ′′ where ϕR
and ψR are the unique smooth solutions of{

−R−21ϕR + 2ϕR = 0 in B ′′,
ϕR = gR on ∂B ′′,

(5.13)

and {
−R−21ψR + 2ψR = fR in B ′′,
ψR = 0 on ∂B ′′.

(5.14)

Applying [5, Lemma 2] in B ⊂ B ′′ to (5.13), the comparison principle in B ′′ to (5.14),
and the estimates in (5.12) we finally conclude

‖Dk+1XR‖L∞(B) = ‖gR‖L∞(B) ≤ ‖ϕR‖L∞(B) + ‖ψR‖L∞(B ′′) ≤ C

for some C > 0 independent of R ≥ R0, i.e., (P ′′k+1) holds in B. ut

Remark 5.2. As a consequence of Proposition 5.2, Remark 5.1 and Proposition 4.1, if
u is an entire solution to (1.1) satisfying (5.1), then {uR |S2}R>0 is a compact subset of
C2(S2

;R3) and the limit as Rn → +∞ of any convergent sequence {uRn |S2} is a har-
monic map ω ∈ C2(S2

;S2) (more precisely, ω := φ|S2 where φ is given by Proposi-
tion 4.1). In addition, for n large the topological degree of uRn |S2 is well defined and
degω = deg uRn |S2 = deg∞ u .

In order to prove uniqueness of the asymptotic limit of a solution u at infinity, we need
to establish a decay estimate on the radial derivative of u. As will be clear below, such an
estimate gives the existence of a limit for the scaled maps uR as R→+∞ in L2(S2

;R3).
The a priori estimates in Proposition 5.2, as they yield compactness even in stronger
topologies, will imply the convergence to an S2-valued harmonic map in Ck(S2

;R3) for
any k ∈ N.

Proposition 5.3. Let u be an entire solution of (1.1) satisfiying (1.11). Then there exist
R0 ≥ e and C > 0 such that for any R ≥ R0,∫

{|x|>R}

1
|x|

∣∣∣∣∂u∂r
∣∣∣∣2 dx ≤ C logR

R2 . (5.15)

Proof. By (1.11) we can find R0 ≥ e such that |u(x)| ≥ 1/2 whenever |x| ≥ R0. Then
we perform the polar decomposition of u, i.e., for |x| ≥ R0 we write u(x) = ρ(x)w(x)
where ρ(x) = |u(x)| ≥ 1/2 and w(x) ∈ S2. Due to (1.11) and (5.4), it is enough to prove
(5.15) for w since ρ(x) ≤ 1 and |∇ρ(x)| = O(|x|−3) as |x| → +∞. Taking (5.3) into
account, we have ∇w(x) = O(|x|−1) and 1w(x) = O(|x|−2) as |x| → +∞ so that
equation (1.12) can be rewritten as

1w(x)+ w(x)|∇w(x)|2 = G(x), (5.16)
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where

G(x) = (1− ρ2(x))(1w(x)+ w(x)|∇w(x)|2)+∇w(x) · ∇(1− ρ2(x)) = O(|x|−4)

as |x| → +∞ thanks to (5.4). Next we multiply (5.16) by ∂w/∂r = (x/|x|) · ∇w, and
since w and ∂w/∂r are orthogonal, we obtain

0 = (1w −G(x)) ·
∂w

∂r
=

1
|x|

∣∣∣∣∂w∂r
∣∣∣∣2 + div9(x)−H(x), (5.17)

where

9(x) = ∇w(x) ·
∂w

∂r
−

1
2
|∇w(x)|2

x

|x|
and H(x) = G(x) ·

∂w

∂r
= O(|x|−5)

as |x| → +∞ by (1.11), (5.3) and (5.4). Integrating (5.17) by parts in an annulus
AR′,R := BR′\BR , with R0 ≤ R < R′ gives

∫
AR′,R

1
|x|

∣∣∣∣∂w∂r
∣∣∣∣2 dx− 1

2

∫
∂BR

∣∣∣∣∂w∂r
∣∣∣∣2 dH2

=
1
2

∫
S2
|∇T wR′ |

2 dH2
−

1
2

∫
S2
|∇T wR|

2 dH2

+
1
2

∫
∂B ′R

∣∣∣∣∂w∂r
∣∣∣∣2 dH2

+

∫
AR′,R

H dx, (5.18)

where wR and wR′ are defined as in Proposition 5.2 and ∇T denotes the tangential gradi-
ent.

Since (1.11) obviously implies (1.8), the Monotonicity Formula (1.7) yields∫
{|x|>R0}

1
|x|

∣∣∣∣∂u∂r
∣∣∣∣2 dx < +∞.

Hence we can find a sequence R′n→+∞ such that∫
∂BR′n

∣∣∣∣∂u∂r
∣∣∣∣2 dH2 n→+∞

−−−−→ 0. (5.19)

In view of Remark 5.2 we can pass to a subsequence, still denoted by {R′n}, such that

‖uR′n |S2 − ω‖C2(S2;R3)
n→+∞
−−−−→ 0 (5.20)

for some smooth harmonic map ω : S2
→ S2 satisfying deg ω = deg∞ u. Taking (1.11)

again into account, one can easily check that∫
|x|>R0

1
|x|

∣∣∣∣∂w∂r
∣∣∣∣2 dx < +∞, ∫

∂BR′n

∣∣∣∣∂w∂r
∣∣∣∣2 dH2 n→+∞

−−−−→ 0,∫
S2
|∇T wR′n |

2 dH2 n→+∞
−−−−→

∫
S2
|∇T ω|

2 dH2.

(5.21)
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Choose R′ = R′n in (5.18). Taking (5.21) into account and the integrability of H at
infinity, we can pass to the limit R′n→+∞ to obtain∫
{|x|>R}

1
|x|

∣∣∣∣∂w∂r
∣∣∣∣2 dx − 1

2

∫
∂BR

∣∣∣∣∂w∂r
∣∣∣∣2 dH2

=
1
2

∫
S2
|∇T ω|

2 dH2
−

1
2

∫
S2
|∇T wR|

2 dH2
+

∫
{|x|>R}

H dx (5.22)

for each R ≥ R0. Then observe that deg wR |S2 = deg ω for each R ≥ R0 by Remark
5.2. On the other hand, ω : S2

→ S2 is a harmonic map so that ω is energy minimizing
in its own homotopy class. Therefore,∫

S2
|∇T ω|

2 dH2
≤

∫
S2
|∇T wR|

2 dH2. (5.23)

Multiplying (5.22) by 2R and using (5.23), we derive

d

dR

(
R2
∫
{|x|>R}

1
|x|

∣∣∣∣∂w∂r
∣∣∣∣2 dx) ≤ 2R

∫
{|x|>R}

H dx

for every R > R0. Integrating the above inequality between R0 and R > R0, using
H(x) = O(|x|−5) and (5.21), we finally obtain

R2
∫
{|x|>R}

1
|x|

∣∣∣∣∂w∂r
∣∣∣∣2 dx ≤ R2

0

∫
{|x|>R0}

1
|x|

∣∣∣∣∂w∂r
∣∣∣∣2 dx + C ∫ R

R0

1
r
dr ≤ C(logR + 1),

and the proof is complete. ut

Now we are in a position to prove the asymptotic symmetry of entire solutions of (1.1).

Proof of Theorem 1.3. Since u satisfies (1.8) and {uR}R>0 is relatively compact in
H 1

loc(R
3
;R3), we can apply Propositions 5.1 and 5.2 to obtain (1.11). Next we fix R0

as in Proposition 5.3 and we estimate for R0 ≤ τ1 ≤ τ2 ≤ 2τ1,

|uτ1(σ )− uτ2(σ )|
2
≤ (τ2 − τ1)

∫ τ2

τ1

∣∣∣∣∂u∂r (rσ )
∣∣∣∣2 dr

≤

∫ τ2

τ1

∣∣∣∣∂u∂r (rσ )
∣∣∣∣2r dr for every σ ∈ S2.

Integrating the previous inequality with respect to σ , we infer from (5.15) that∫
S2
|uτ1 − uτ2 |

2 dH2
≤

∫
{τ1≤|x|≤τ2}

1
|x|

∣∣∣∣∂u∂r
∣∣∣∣2 dx

≤ C
log τ1

τ 2
1

for every R0 ≤ τ1 ≤ τ2 ≤ 2τ1, (5.24)

where the constant C only depends on R0.
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Next we consider R0 ≤ R < R′ arbitrary. Define k ∈ N to be the largest integer
satisfying 2kR ≤ R′, and set τj := 2jR for j = 0, . . . , k and τk+1 := R′. Using (5.24)
together with the triangle inequality, we estimate

‖uR − uR′‖L2(S2) ≤

k∑
j=0

‖uτj − uτj+1‖L2(S2) ≤ C

k∑
j=0

√
log τj
τj

≤
C

R

∞∑
j=0

√
j log 2+ logR

2j
≤ C

√
logR
R

,

for a constant C which only depends on R0. Obviously this estimate yields the unique-
ness of the limit ω := limR→+∞ uR |S2 in the L2-topology. In view of Remark 5.2 the
convergence also holds in the C2-topology and ω : S2

→ S2 is a smooth harmonic map
satisfying degω = deg∞ u. So claim (i) in the theorem is proved. Then from (i), (1.11)
and Proposition 4.1 we deduce that uR → u∞ strongly in H 1

loc(R
3
;R3) as R → +∞

with u∞(x) = ω(x/|x|), proving claim (ii).
Moreover claim (ii) in Proposition 4.1 yields∫

S2
x|∇T ω| dH2

= 0.

As a consequence, if deg∞ u = ±1 = deg ω the balancing condition above gives
ω(x) = T x for some T ∈ O(3) by [8, proof of Theorem 7.3]. ut

6. Proof of Theorem 1.4

Proof of (i)⇒(ii). This is just Theorem 1.2. ut

Proof of (ii)⇒(iii). First we claim that the scaled maps {uR}R>0 given by (1.9) are com-
pact in H 1

loc(R
3
;R3). Indeed, by (ii) we can apply Proposition 4.1 to infer that for any

weakly convergent sequence {uRn} as Rn→+∞ we have∫
B1

1
2
|∇φ|2 dx + ν(B1) = 4π,

where φ is the weak limit of {uRn} and ν is the defect measure as in Proposition 4.1. If
ν 6= 0 the above equality together with the structure of ν yields φ ≡ const and l = k1 = 1,
which contraddicts the balancing condition in Proposition 4.1(ii). Hence ν ≡ 0 and {uRn}
is strongly convergent in H 1

loc(R
3
;R3).

Now we can apply Theorem 1.3 to get (1.11) which obviously implies |u(x)| = 1 +
O(|x|−2) as |x| → +∞. Moreover uR → u∞ strongly in H 1

loc(R
3
;R3) as R → +∞

where u∞(x) = ω(x/|x|) for some smooth harmonic map ω : S2
→ S2 satisfying

degω = deg∞ u. Therefore,

4π | degω| =
∫
B1

1
2
|∇u∞|

2 dx = lim
R→+∞

ER(uR, B1) = lim
R→+∞

1
R
E(u,BR) = 4π,

so that degω = deg∞ u = ±1. ut
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Proof of (iii)⇒(iv). From Remark 5.1 we deduce that u satisfies (1.8) and the scaled
maps {uR}R>0 are compact in H 1

loc(R
3
;R3). As a consequence we can apply Theorem

1.3 to obtain estimate (1.11). In addition, up to an orthogonal transformation we may
assume deg∞ u = 1 and ‖uR − Id‖C2(S2;R3) → 0 as R → +∞. By degree theory we
have u−1({0}) 6= ∅ and up to a translation, we may also assume that u(0) = 0.

Now we are in a position to apply the division trick of [24] (see also [25] for another
application). Let f ∈ C2([0,∞)) be given by Lemma 2.1 and define

v(x) :=
u(x)

f (|x|)
.

Clearly v ∈ C2(R3
\ {0};R3), and it is straightforward to check that as |x| → 0,

v(x) = B
x

|x|
+ o(1), ∇v(x) = ∇

(
B
x

|x|

)
+ o(|x|−1), where B :=

∇u(0)
f ′(0)

. (6.1)

On the other hand, using Lemma 2.1 and the behavior of u at infinity, one can check that
as |x| → +∞,

v(x) =
x

|x|
+ o(1), ∇v(x) = ∇

(
x

|x|

)
+ o(|x|−1). (6.2)

Since u solves (1.1) and f solves (2.1), simple computations lead to

1v + f 2v(1− |v|2) = −2
f ′

f

x

|x|
· ∇v −

2
|x|2

v.

Multiplying this equation by ∂v
∂r
=

x
|x|
· ∇v yields

0 ≤
∣∣∣∣∂v∂r

∣∣∣∣2( 1
|x|
+ 2

f ′

f

)
+

(
(1− |v|2)2

4

)(
2ff ′ +

2
|x|

)
= div8(x), (6.3)

where

8(x) :=
(

1
2
|∇v|2

x

|x|

)
−

(
∇v ·

∂v

∂r

)
+

(
x

|x|
f 2 (1− |v|

2)2

4

)
+

(
x

|x|3
(1− |v|2)

)
.

Now we claim that∫
BR\Bδ

div8dx =
∫
{|x|=R}

8(x) ·
x

|x|
dH2
−

∫
{|x|=δ}

8(x) ·
x

|x|
dH2
→ 0 (6.4)

as R→ +∞ and δ→ 0. Assume that the claim is proved. Then from (6.3) we infer that
|v| ≡ 1 and ∂v/∂r ≡ 0. As a consequence, in view of (6.2) we derive that |u(x)| ≡ f (|x|)
and v(x) ≡ x/|x|, which concludes the proof.

In order to prove (6.4) we first observe that as |x| → +∞,

|∇v|2 =
2
|x|2
+ o(|x|−2),

∂v

∂r
= o(|x|−1), 1− |v|2 = O(|x|−2),
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thanks to (6.2) and (iii). Therefore,∫
{|x|=R}

8(x) ·
x

|x|
dH2
=

∫
{|x|=R}

(
1
|x|2
+o(|x|−2)

)
dH2
= 4π+o(1) as R→+∞.

(6.5)
Next, using (6.1), we estimate as |x| → 0,

|∇v|2 =

∣∣∣∣∇(B x

|x|

)∣∣∣∣2+o(|x|−2),
∂v

∂r
= o(|x|−1), 1−|v|2 =

|x|2 − |Bx|2

|x|2
+o(1).

Consequently,∫
{|x|=δ}

8(x) ·
x

|x|
dH2
=

∫
{|x|=δ}

(
1
2

∣∣∣∣∇(B x

|x|

)∣∣∣∣2 + |x|2 − |Bx|2
|x|4

+ o(|x|−2)

)
dH2

=

∫
{|x|=1}

(
1
2

∣∣∣∣∇(B x

|x|

)∣∣∣∣2 − |Bx|2
|x|4

)
dH2
+ 4π + o(1) as δ→ 0. (6.6)

Since a direct computation gives∫
{|x|=1}

(
1
2

∣∣∣∣∇(A x

|x|

)∣∣∣∣2 − |Ax|2
|x|4

)
dH2
= 0

for any constant matrix A ∈ R3×3, claim (6.4) follows by combining (6.5) and (6.6). ut

Proof of (iv)⇒(i). Let u be a nonconstant local minimizer as given by Theorem 1.1.
Since R−1E(u,BR) → 4π as R → +∞ and u(0) = 0, and as we already proved
(ii)⇒(iii)⇒(iv), we conclude that up to a rotation, u(x) = U(x) as given by (1.4). Hence
U is a nonconstant local minimizer of the energy, which is still the case when composing
with translations and orthogonal transformations. ut
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