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Abstract. Pointwise gradient bounds via Riesz potentials like those available for the Poisson equa-
tion actually hold for general quasilinear equations.

1. Introduction

The aim of this paper is twofold; first, we prove a somehow surprising result, asserting
the possibility of giving pointwise gradient estimates for solutions of non-linear, non-
homogeneous elliptic equations, via usual linear Riesz potentials, exactly as it happens
for the Poisson equation via representation formulas. This fact is in turn achieved via a
“fractional variation” of De Giorgi’s iteration technique, whose presentation is the other
aim of the paper. This method could be useful in other contexts, as we shall explain below,
since it proposes to iterate level sets of solutions via fractional derivatives also when
dealing with integer order equations, which are, on the other hand, “non-differentiable”
in the classical sense of so called strong solutions. Finally, we demonstrate applications
to the proof of optimal Lipschitz continuity criteria, and to the inference of optimal local
estimates.

1.1. Linear representation

We shall first consider the simpler case of quasilinear equations of the type
—diva(Du) = in £, (1.1)
where @ is in the most general case a signed Radon measure with finite total mass:
lnl(€2) < o0

defined on the open bounded and Lipschitz domain 2 C R”, n > 2; we of course denote
by |u| the total variation of u and for the rest of the paper we shall consider the measure
wu as defined on the whole space R” by just letting u© = 0 outside 2. Here by solution
we initially mean a function u € WL1(Q) such that holds in the usual distributional
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sense. We shall always consider the following growth and ellipticity assumptions on the
C!-vector field a: R* — R":

AP < (Ba@)r, A),  |a@)| <L, a0 <L, (1.2)

which are satisfied whenever z, A € R”, with some 0 < v < 1 < L. The linear case
a(z) = z leads to the Poisson equation

—Au=p inR", (1.3)

with # = 0 at infinity, for which, due to the use of classical representation formulas, we
can in particular bound the gradient via the use of Riesz potentials

d
I5(10) (x) :=/ ’“‘—(y)_ﬂ B eO.n), (1.4)
Re |x — y|”
as follows:
[Du(x)| < ch(Juh(x). (1.5)

Estimate (1.5) eventually leads to all type of gradient estimates in rearrangement invariant
spaces, since by the whole issue reduces to the study of the behavior of the Riesz po-
tential /1, which is in turn well-known [19]]. Inequality @ cannot be derived in this way
for non-linear equations of the type (I.I), since no representation formulae are available.
In this paper we show that pointwise estimates via linear potentials of the type (I.5) still
hold in the quasilinear case (I.1)). Since we are dealing with local solutions in bounded
domains, we use a localized version of the Riesz potential as in [4} 23], i.e.

(R uBxo, 1) dt
I, (xo, R) .=f0 —p o BeOn, (1.6)

with B(xg, t) being the open ball centered at x¢ with radius 7. Notice that, in the case of
non-negative measures [, by [4, Lemma 3.1.1] we have

I (0, R) 5/ dp(y)

Bec) %0 — Y P Ig(ueB(xo, R)(x0) < Ig(w)(x0). (1.7
R (X0

The first result we present, which for the sake of simplicity we here state in the form of
an a priori estimate for more regular solutions, now reads as follows:

Theorem 1.1 (Riesz potential bound). Let u € Cllo’g (RQ), @ > 0, be a solution to the
equation (1.1), under the assumptions (1.2) and with u € L°°(2). Then there exists a

constant ¢ = c(n, L/v) such that whenever & € {1, ..., n} the pointwise estimate
|Dzu(x0)| < c][ |Dguldx + 1" (xo, 2R) (1.8)
B(xo,R)

holds whenever B(xg,2R) C .
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The proof is in Section 3. An approximation procedure then allows us to remove the extra
regularity assumption i € L>—note that from this it follows u € C'®. At this stage
the notion of solution considered must be specified according to the regularity of the right
hand side y: if & € W12 we shall consider usual energy solutions, otherwise so called
very weak solutions will come into play, i.e. solutions which not necessarily belong to the
natural energy spaces W1 2; see Section@], and Theorembelow.

The second result, which is the main one of the paper, and which actually embraces
Theorem [I.1] allows us to deal with more general equations of the type

—diva(x,Du) = in L, (1.9)

where, for every choice of x € €2, the vector field z — a(x, z) satisfies @I); we assume
the Holder continuity with respect to coefficients—complemented by a natural growth
condition—that is, we assume that

la(xi,z) —a(x2, 2)| < Lilxi —x2|°(s + [z]),  la(x,0)| < Ls (1.10)

for some o € (0, 1], whenever x|, x, € Q and z € R”, withsome L; > L and s > 0. The
statement, again presented as an a priori estimate, and from which actually Theorem [I.1]
follows in the case of no dependence on x, is

Theorem 1.2 (Hybrid bound). Let u € Cllo’ca (), « > 0, be a solution to the equation

(L.9), under the assumptions (1.2) and (1.10), with n € L°°(2). Then there exists a
constant ¢ = c(n, L/v, L1, o) such that whenever & € {1, ..., n} the pointwise estimate

|Du(x0)| < c][ |Dgul dx+cl! (xg, 2R) +cL [IUD”(xo, 2R)+iR"} (1.11)
o

B(xo,R)

holds whenever B(xg,2R) C Q.

The proof is in Section 3. The effect of x-dependence is the additional pointwise quantity
involving the gradient on the right hand side in (I.TI)). This is anyway not bad since the
function x +— ILD'” (x, 2R) turns out to be obviously more regular than | Du|, this being
essentially the smoothing effect of convolution with the kernel |x|°~". For this reason
estimate (1.11) is as good as in order to prove bounds in various function spaces;
see Section below. Notice that the integrability of such a kernel is precisely dictated
by the Holder regularity of x — a(x, -).

1.2. Fractional Caccioppoli inequalities

The method of proof chosen here features the implementation of a fractional De Giorgi
type iteration, which we think is of independent interest, devised to apply to problems
with lack of full differentiability, like those involving measure data and/or non-differen-
tiable coefficients. The starting point for proving gradient estimates for solutions to quasi-
linear elliptic equations is to differentiate the equation considered, after establishing that
the second derivatives D%u exist, so that the components of Du solve new, “linearized”
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equations. Then gradient bounds usually follow by applying an iteration procedure. We
shall here focus on the one introduced by De Giorgi [[13], where a control of the decay rate
of the level sets of the gradient of solutions finally leads to the desired bounds. A crucial
point is that the level set control is achieved by controlling in turn Du by D?u via so called
Caccioppoli inequalities. On the other hand this is not always possible for problems with
bad right hand side and/or non-differentiable coefficients as in (I.9), as solutions are not
twice differentiable in general. The idea at this point is to prove the existence of higher
derivatives of fractional order, roughly denoted as D'+, and to control the level sets
of Du via D110y instead of D?u. The related iteration works thanks to a neat fractional
Caccioppoli inequality on level sets of the gradient which can be considered as a main
result of the paper, and which for simplicity we state for the case (1.1):

Theorem 1.3 (Fractional Caccioppoli inequality). Under the assumptions of Theorem
[L.1) whenever &€ € {1, ...,n}, k > 0, and for any ball Bg C R, the inequality

c cR|pl(Br)
[(1Dsl = B Ty 113 < o /BR(IDguI ~Bpdx+ SRR (1)

holds for every oo < 1/2, where the constant c depends only on n, L /v, oy.

The proof is in Section We have again stated the inequality for more regular solu-
tions, something that can be avoided by means of a suitable approximation argument;
needless to say, what matters here is the precise form of the a priori estimate (see The-
orem @] below). Here, following standard notation, for a general function w we write
(w — k)4 := max{w — k, 0}, while [(|Dgu| — k)+1oy,1; B/, denotes the L'-norm of the
“op-order derivative” of the truncated gradient (|Dgu| — k)4 ; see below for frac-
tional derivatives. The key ingredient in De Giorgi’s approach to regularity of solutions
to linear elliptic equations of the type

div(A(x)Dw) =0, (1.13)

where A(x) is a strictly elliptic matrix with bounded and measurable entries, is the fol-
lowing Caccioppoli inequality on level sets:

C
[(w— k)+]%,2;3m = /B ID(w — k)4 > dx < = /BR(w — k)% dx. (1.14)

R/2

The essential feature of the last inequality is that it allows one to control the gradient
Duw by the solution w itself, on level sets. In our case—we are looking for the regularity
of w = |Dgul—it is clear that inequality @I) is the natural fractional order version
of (T.14). Ultimately, comparing (I.12) and (I.14) with w = [Dgu|, Theorem [1.3] tells
us that for quasilinear equations Caccioppoli’s inequalities are a robust tool that holds
at intermediate regularity levels: full derivatives can be replaced by fractional ones, the
L?-norm by the (weaker) norm of L'. As is natural in these contexts, the Caccioppoli
inequality (I.3]) contains all the information leading to (I.8):
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Theorem 1.4 (De Giorgi’s fractional iteration). Let w € LY(Q) and 1 be a Radon mea-
sure; let o9 € (0, 1) and L > 1 and assume that for every ball Br € Q and all k > 0,

LR|u|(BR)

oo (1.15)

L
[(|w| _k)+]00,1;BR/2 S ﬁ ‘/BR(|w| —k)+dx +

Then
|w(x0)| 50][ 1w dx + 1" (xo, 2R) (1.16)
B(xo,R)

whenever B(xg,2R) C 2 and xq is a Lebesgue point of w, for a constant ¢ which only
depends on n, L, oy.

Theorem [[.T| can indeed be obtained as a combination of Theorems [I.3] and [T.4] applied
to w := |[Dgu|. Such a procedure is typical in the regularity theory starting from the
fundamental paper of De Giorgi [13]: the property of being a solution is used to prove
that the function in question satisfies a Caccioppoli type inequality as for instance (I.13));
then further regularity follows using this sole property.

1.3. The sharp Lipschitz criterion

A main consequence of estimate (I.TT)) is the local Lipschitz continuity result of Theo-
rem below, which allows one to get for general non-linear elliptic equations a sharp
criterion in terms of Riesz potentials which is classical for the Poisson equation. Indeed,
as shown in [[10], when considering , the gradient Du is bounded iff I|]“ ! (-, R) € L™
here the same sharp criterion is obtained for general non-linear equations. The notion of
solution we are referring to is the one, typical of measure data, of Solution Obtained by
Limit of Approximations (SOLA), and it coincides with usual weak solutions for regular
data u € W12, we refer to Section for more details. Such solutions are unique for the
problems considered here. For simplicity we shall refer to solutions to Dirichlet problems
of the type
—diva(x, Du) = u in €,
{u:O on 092, (1.17)
while more general situations can be treated as well; for instance, when p is an integrable
function with enough integrability the same statement works for general local distribu-
tional solutions to (1.9), without assuming anything on the boundary values; see again
Section[d] The following is proved in Section .2}

Theorem 1.5 (Lipschitz continuity). Under the assumptions (1.2) and (I.10), let u €
WL 1(Q) be the unique SOLA to (1.17). Assume that

14, R) € L®(Q) forevery R > 0. (1.18)

Then Du e LfOOC(Q, R™). Moreover, there exists a constant c, depending only on n, L /v,

L1, o and diam(S2), such that for any ball Bogr C L,

1Dl Lo By < ][ |Duldx + |, R)l|Loo(sg) + csL1R?. (1.19)
Bgr
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In particular, following [[10] where the Poisson equation case (1.3) is treated, an immedi-
ate consequence of (1.5) is the following Lorentz space regularity criterion:

ne L 1) = Due Ly (Q,R").

We refer to @]) below for the definition of Lorentz spaces and to [[12] for further con-
sequences of (I.T9). Moreover, we observe that (I.I9) also implies estimates in non-
interpolation spaces such as Morrey spaces, of the type obtained in [27, 28 29]; see also
the forthcoming papers [[16,[17]. We finally remark that a main point in Theorem[I.3]is the
low regularity of the coefficients x + a(x, -), which are assumed to be only Holder con-
tinuous, rather than Lipschitz. We indeed recall that, usually, getting Lipschitz estimates
involves iterations of gradient level sets which follow by differentiating the equation; here
no differentiation is possible since we only assume (I.10). Instead, thinking of (I.10) as
a fractional differentiability of x > a(x, -), we overcome this point by a fractional itera-
tion.

The results in this paper are part of a research program announced in [15]; further
developments will appear in [16} [17]].

2. Fractional Caccioppoli inequalities

Here we shall prove Theorem [I.3] We want to emphasize that the main point here is
not the precise degree of fractional differentiability of Du, but rather the fact that some
differentiability is possible for Du. Indeed, for our purposes, any positive differentiability
exponent for Du will suffice in order to perform the fractional De Giorgi type iteration
leading to Theorem 1.4}

2.1. Basic notation and conventions
In the following, we shall denote in the standard way
B(xg, R) = {x € R" : |x — x9| < R},

the open ball with center xo and radius R > 0; when not important or clear from the
context, we shall simply write Bg = B(xg, R), especially when the center is the origin.
By ¢ we shall denote a generic constant, larger than one, and possibly varying in different
occurrences; relevant dependence upon parameters will be indicated in parentheses or
with special symbols such as ¢. Finally, for A being a measurable subset with positive
measure, and g: A — RF being a measurable map, we shall denote

1
dx .= — dx.
ﬁg(X) X IAI/Ag(x) x

In this and in the next section, we shall always argue under the assumptions of Theo-
rem (1.2} we therefore remark that p denotes here an L°-function, and that we shall use
the standard notation [u|(A) = [l 14y Whenever A C €2 is a measurable subset.

We shall use the converse notation: whenever g € L!(S), we shall denote |g|(A) :=
IgllLtca)-
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2.2. Fractional Sobolev spaces and difference operators

For a bounded open set A C R" and k& € N, parameters « € (0,1) and ¢ €
[1, 00), the fractional Sobolev space W9 (A, R¥) consists of those measurable mappings
w: A — R such that the following Gagliardo-type norm is finite:

1/q _ 1/q
(f lw(x)[4 dx) + (/ fw) = wmit wjy)lq dx dy)
A AJa  |x —y|rted

Hwllzaay + [wla,g:a- 2.1

lwllweaay :

We also let

1/q 1/q
[wlo,g:4 = (/A |lw(x)|? dx) and [w]i g4 = (/A |Dw(x)|? dx) . (22

For a possibly vector valued function w: Q — RK, and h € R, we define the finite
difference operator 7; j, fori € {1,...,n} as

T aw(x) =1 p(w)(x) i= wlx + he)) — w(x), 2.3)

where {e;}1<i<, denotes the standard basis of R"”. This makes sense whenever x, x +
he; € A, an assumption that will be satisfied whenever we use 7;;, in the following.
In particular, we shall very often take x € A where A € Q2 is an open subset of €2,
and |h| < dist(A, 9€2). Not surprisingly, one can use finite difference operators to gain
information about fractional Sobolev spaces:

Lemma 2.1. Let w € L1(S2, Rk), q > 1, and assume that for @ € (0,1], S > 0 and an
open set Q" € Q we have

i hwllLe@ry < SIh|® (24)

for everyi € {1,...,n} and every h € R satisfying 0 < |h| < d, where 0 < d <
min{1, dist(Q”, 9Q)}. Then w € W9 (Q', R¥) for every a € (0, @) and each open set

loc
Q' € @, and there exists a constant ¢ = c(d, @ — «, dist(Q’, 9Q"), diam(R)), indepen-

dent of S and w, such that

||w||wa,q(Q/,Rk) <c(S+ ||w||Lq(Q//,Rk))- (2.5)

2.3. A priori full differentiability

Let us start with a lemma on reverse Holder inequalities that will be useful at several
points.

Lemma 2.2. Let g, h : A — R be integrable maps such that

1/x0 1/q
<][ |g|X0dx> fc][ |g|dx+c1R<][ |h|qu) +c1R?
BRr Bar Br
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whenever Byg C A, where A C R" is an open subset, and xo,q > 1, ¢, c; > 0. Then for
every t € (0, 1] there exists a constant co = co(n, c, t) such that, for every Bog € A,

1/xo0 1/t 1/q
<][ |g| X0 dx) <cp <][ lgl’ dx) +coc1 R <][ |h|? dx) +coc1R°. (2.6)
Bg Bog Bar

Proof. The proof is a modification of a well-known interpolation/covering argument usu-
ally applied for reverse Holder inequalities, and it can be obtained with minor modifica-
tions from [18, Remark 6.12]. O

Definition 2.1. Denoting z = (z1, ..., zx) € R", we define the globally Lipschitz func-
tions

Wy @) = (zg] — k)4 = max{|ze| — k, 0} = Te(|ze ) 2.7

whenever & € {1, ..., n}and k > 0, and where, obviously, we have denoted the truncation
operator as Ty (t) := max{t — k, 0}, for#, k € R.

Here we consider an energy solution v € W12(A) to the homogeneous equation
diva(xg, Dv) =0 2.8)

in a bounded domain A C 2, where xg € A. The vector field z — a(xg, z) is here taken
to be the one appearing in (I1.9) and therefore satisfying (1.10).

Remark 2.1. We notice that by standard use of the ellipticity in (I.2)), Young’s inequality
and (I.10), the following growth and coercivity conditions:

la(x,2)| < LA+ |z]), (a(x,2),2)+cs?>>c zI?, c=c@, L)v), (2.9)

are satisfied for every x € A and z € R", so that the natural domain of definition of the

operator in (2.8) is W12(A).

Proposition 2.1. Let v € WL2(A) be a weak solution to (2.8) under the assumptions
l) and let k > 0. Then W,f (Dv) € Wllo’cz(A), and there exists ¢ = c(n, L/v) such that

/ IDWE (Dv)dx < = | |WE(Dv)dx (2.10)
Br R Br

whenever Bg C A.

Proof. We start by observing that, via a standard scaling and translation argument we
may reduce the proof to the case Bg = Bj; more precisely, we consider the function
y R~ w(xy + Ry) instead of v(x) (see also the proof of Theorem . Accordingly,
we shall first prove that

/ IDWE (Dv)]Pdx <c [ |WE(Dv)]?dx @2.11)
By By
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for ¢ = c¢(n, L/v). To this end we recall that under the present assumptions standard
regularity theory [18, Chapter 8] implies

Dv e W2

loc

(B1,R") N L2 (B, RM). (2.12)

loc

Here, as well as in the following, we shall adopt the double index summation convention.
In the weak form of (2.8,

/ a; (xo, Dv)Dijpdx = 0,
By

which holds whenever ¢ is a smooth cut-off function with compact support in B, we take

Deg for & € {1, ..., n} instead of ¢; after integration by parts we get
/ 9z;ai(x0, Dv)DjDgvDigp dx = 0. (2.13)
By
In (2:13) we now take the test function
Dgv
ik 3
Y= Wy (Dv), (2.14)
|Dgv|

where 1 is a smooth, non-negative cut-off function with compact support in Bj. Such

a choice is admissible in (Z:13), this being a consequence of (T2) and deed

lb remains valid whenever we take ¢ € W(}’2(B1) by (2.12), while again (2.12) and
the Lipschitz continuity of the function ¢ +— (¢/|¢])Tx(|¢]) for £ > 0 imply that the test
function ¢ in 1) in fact belongs to W01’2(31 ). Therefore we get

W; (Dv)
| Dg vl
D;jDzvDsvD;(|Dgvl)
| De vl
D; D:vDvD;(|Dev]) Wy (Dv) "

| Dgv| | Dg vl
WS (Dv)
| De v

/ n282jai(xo, Dv)D;DgvD; Dgv dx
By

+[ n*d;,a;(xo, Dv) T/(|Dgv|) dx
By

—/ n”0,ai (x0, D)
By

+ 2/ 1ndz;a;i(xo, Dv) Dj DgvDinDgv dx =0. (2.15)
B

By using the relations
D;DsvDsv D;DsvDgv
JLEvLE and jLEvVe

D;j(|Dgv|) =
JUEE |De v |Dzv]

D,'(|D5U|) = DngvD,'ng

we see that the sum of the first and the third term in (2.13) is zero, and therefore assump-
tions (I.2) allow us to estimate

/ n?|DDgv|* dx < c/ n|Dn||DDgv| WS (Dv)| dx
BiN{|Dgv|>k} BiN{|Dgv|>k}
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so that by Young’s inequality we conclude that
/ n*|DDev|? dx < c||Dn||§oo/ \WE (Dv)|? dx. (2.16)
B1N{| Dz v|>k} B,
Choosing 7 such that n = 1 on By 2, and using |D|D5v|| < |D D¢, yields

f IDW; (Dv)[*dx < | |D@W, (Dv)P dx
By By

gc/ |Dn|2|w,f(Dv)|2dx+c/ n*|DDgv|* dx,
B BiN{| Dgv|>k)

so that (2.TT)) follows by taking (2.16) into account. Now we denote by x > 1 the usual
Sobolev embedding exponent, i.e. x :=2n/(n—2)ifn > 2, while x > 2ifn = 2. Using
the classical Sobolev embedding theorem together with (2.11) we get

IWE (D)l Lx (3, < W (DV)llyrg, ) < W (DV)llz2(g,)-

By rescaling back the previous inequality to a general ball B C A (recall that our original
domain is A) we obtain the usual reverse Holder type inequality

1/x 1/2
<][ \WE (Dv)|* dx) < c(][ IWf(Dv)Ide>
Br)2 Br

whenever B C A. Applying Lemmawith g = |W,§(Dv)|2, X0 :=x/2>1,t =1,
c1 = 0, and then Holder’s inequality, we get

1/2
<f |W,f(Dv)|2dx) < c][ |WE (Dv)| dx
Bgr)2 Br

for any Bg C A; here we have used again that x > 2. On the other hand, scaling back
inequality (2.1T)) we obtain

/ |DW§(Du)|2dx5%/ |W; (Dv)|? dx. (2.17)
Bga R Bg2

Finally, using Holder’s inequality together with the last two estimates yields

1/2
/ IDW; (Dv)| dx < cR"/z(/ |DW,§(DU)|2dx>
BR/4 BR/4

1/2
< cR"/21</ |W,§(Dv)|2dx> < 5/ \W (Dv)| dx.
Bg)2 R Bg

We have therefore obtained (2.10) with R/2 replaced by R/4. The final statement follows
again by a standard covering argument. Again a covering argument and (2.17)) imply that
Wks (Dv) € Wlf)’cz(A), and the proof is complete. ]
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2.4. Fractional differentiability

The fractional differentiability of W,f (Du) can be obtained by combining the differen-
tiability estimate of Proposition 2.1] with a suitable comparison estimate between the
original solution and the solution to a homogeneous problem with frozen coefficients.
For Bog = B(xp,2R) C 2, denote by w € u + W&’z(BQR) the unique solution to the
homogeneous Dirichlet problem

{diva(x,Dw):O in B2Ra (2 18)

w=u on dBoR.

We similarly define v € w + Wol’z(BR) to be the unique solution to the homogeneous
Dirichlet problem with frozen coefficients

(2.19)

diva(xg, Dv) =0 in Bg,
v=w on dBg.

First we observe that 27, Lemma 4.1] applied with6 =n, p =2 and g = p — 1 gives

Lemma 2.3. Letu be asin Theoremm and w € u—+ WOLZ(BzR) be defined as in (2.18).
Then for a constant ¢ depending only on n, v,

/ |Du — Dw|dx < cR|u|(BaR). (2.20)
Bar

Then we compare u and v as follows:

Lemma 2.4. Let u be as in Theorem u and let w € u + Wol’z(BzR) and v €

w + Wol’z(BR) be defined as in lb and li respectively. Then for a constant ¢
depending only on n, L/v,

/ |Du — Dv|dx < R(1 + L1R?)|u|(B2g) +cL1R° (s + |Dul)dx. (2.21)
Br Baor

Proof. By growth and coercivity conditions in (2.9) we may apply Gehring’s lemma in
the version presented in [[18, Chapter 6] to find there exists a constant o > 2 such that
the reverse type inequality

1/x0 1/2
<][ (s+|Dw|)Xde) §c<][ (s+|Dw|)2dx)
By/a By

holds whenever B, C Bjg is a ball not necessarily concentric with Byg, for a con-
stant ¢ depending only on n, L/v. Therefore, a further application of Lemma with
g = s + |Dw|, an application of Holder’s inequality, and finally a standard covering
argument, shows that also

1/2
( (s + |Dw|)2 dx) <c (s +|Dw|)dx. (2.22)
Br Bor
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Now we recall [27, Lemma 4.6]: a completely similar—and actually standard—compar-
ison argument leads to the estimate

/ |Dw — Dv|*dx < cL}R*® / (s + |Dw|)*dx, (2.23)
Br Bg

where ¢ depends on n, L/v. The previous inequality and (2.22)) yield

12
/ |Dw—Dv|dx§cR”/2</ |Dw—Dv|2dx>
Br Br

1/2
< cLlR”/2+”< (s + |Dw|)2dx>

Bpr

<cL{R° (s + |Dw|) dx,

Byr
and (2.21)) follows from the previous inequality and (2.20). |

As a consequence of definition (2.7)), and of the fact that the truncation operator ¢ — Ty (¢)
is globally Lipschitz with Lipschitz constant equal to one, the inequality

IW( (22) — W[ @D < |22 — 21
holds whenever z, z; € R”, so that (2.21)) in turn implies

/ IWkS(Du) — W,f(Dv)| dx < cR|u|(Bag) +cL1R° (s +|Dul)dx, (2.24)
Br Bag
where the constant ¢ depends only on n, L/v, L, whenever R < 1; this last assumption
is only used to estimate L1 R° < L.

We now state a first form of the fractional Caccioppoli inequality.

Proposition 2.2. Under the assumptions of Theorem [[.2] whenever & € {1,...,n},
k>0, and Q' € Q is an open subset, the inequality

(W (D)o iy < € /Q Wy (Du)dx + clp|(Q) + cLi(s + [Du)(Q) (225

holds for every oy < o /(1 + o), where the constant ¢ depends only on the quantities n,
L/v, Ly, oy, dist(€', 9Q2) and diam(2).

Proof. We shall revisit some techniques of [22, [23| 27]. Keeping for the rest of
the proof € € {lI,...,n} and k > O fixed, let us take a ball B € ; we de-
note by Qinn = Qinn(B) the largest cube, concentric with B and with sides paral-
lel to the coordinate axes, contained in B. The cube Qi (B) will be called the in-
ner cube of B. Now we select an intermediate open subset Q” &€ £, in the sense
that Q' € Q' € Q and dist(Q/, Q") ~ dist(Q”,9Q) ~ dist(, 9Q); we set
dy := min{dist(2’, 9Q"), dist(Q”, 9L2), dist(2/, 32)}. We choose h € R satisfying

0 < |h| < min{(d;/16)'7°,1/16} =: d. (2.26)
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We take xo € Q”, and fix a ball of radius |A|!/1+9) as follows:
B = B(h) = B(xo, |h|"/1+)). (2.27)

By ) we have 8B C . Let us first define w € u + Wol’z(SB), and then v €
w + Wol’2(4B), as the unique solutions to the following Dirichlet problems:

diva(x, Dw) =0 1in 8B,
w=u on 0(8B),

and

diva(xg, Dv) =0 in4B,
v=w on d(4B),

respectively; we intend to apply the comparison estimates found for the problems (2.18)-
(2.19). Using that || < d as prescribed in (2.26), which implies |h| < [k|"/(0F9) it
follows that

he+ B C2B ifeeR"and|e| =1, (2.28)

so that we may estimate

[ 1w owidx < c [ 1nawi ov)dx
B B
+ c/ |W; (Du(x + he;)) — Wi (Do(x + he;))| dx
B
—i—c/ |W; (Du) — WE (Dv)| dx
B

< c/ |r,~,hw,f(Du)|dx+c[ |W (Du) — W (Dv)ldx.  (2.29)
B 2B

Again by l) and using standard properties of W' !-maps together with estimate
(2.10), we have

/ lzia Wi (Dv)| dx < |h|/ |DW: (Dv)| dx 5c|h|”/<‘+”>/ \W (Dv)| dx.
B 2B 4B

(2.30)
By (2.24)) we have

/ Wy (Du) — W, (Dv)] dx SCIhll/“*")IMI(SB)+cL1|h|”/(1+”)/ (s + |Dul) dx,
4B 8B
and therefore, since |h| < 1 and o < 1 imply |k|'/177 < |n]°/0+9) we also have

/ | W, (Du) — Wy (Dv)| dx sc|h|"/“+">[|u|<83>+m/ (s+|Du|>dx]
4B 8B
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Using this last estimate together with (2.30) in (2.29) yields

[ i owias
B
5c|h|"/<1+">[/ |W,f(Du)|dx+|u|(8B)+L1/ (s+|Du|)dx:|. (2.31)
8B 8B

Now we conclude with a covering argument: we first take a lattice of cubes {Q;};<s with
sidelength equal to 2||'/1+9) / /n, centered at points {x;} € ", with sides parallel to
the coordinate axes, and such that

‘Q”\UQJ-‘=0, OnNQj#0 & m=j. (2.32)
In turn, such cubes can be viewed as inner cubes of a family of balls in the sense that

Qj = Oim(B)) and B; = B(x;, | |1/ (49)) " as considered in 1} and we sum up
inequalities (2.31) for j < J and B = B; to get

Zf |%ix WE (Du)| dx

Qj

< /1) 3 [/ |W, (Du)| dx + |11 (8B;) +L1/ (s + |Du|)dx:|. (2.33)
8B; 8B;

By construction, and in particular by (2.26), we have 8B; C 2 for every j < J. More-
over by (2.32) each of the dilated balls 8B; intersects the similar ones 8B fewer than
(64./n)" times; therefore the family {8 B;} has the finite intersection property. Using this

observation, (2.32) and (2.33) give
/ |2i.s Wi (Du)| dx
Ql/
< c|n|o/(+) [/ |Ws (Du)| dx + |ie|(Q) + L / (s + |Du|)dx]. (2.34)
Q Q

Since i was arbitrary in {1, ..., n}, we are now in a position to apply Lemma [2.1] with

g = 1: estimate (2.5) applied together with (2.34) gives (2.25) whenever og < o/(1+0),
as desired. The proof is complete. O

Proof of Theorem[I.3] The proof relies on the previous result, and we can obviously take
o = 1 since no dependence on the x-variable appears in a(-) in this case. We directly
prove the Caccioppoli inequality for the most general case (1.9), that is,

C
[(1Dgl = B o 1185 < o /BR('DS”' k) d

+ cR'=0|1|(Bg) + cL1R7 (s + | Dul)(Br), (235
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so that Theorem@follows by taking L1 = 0. Let Bg = B(xg, R) be the ball in question;
we use the following scaling:

i(y) ;== R 'u(xo+Ry), a(y,2) :=a(xo+Ry.2), [A(y):=Ru(xo+Ry), (2.36)
and we observe that i € W12(By) solves the new equation
—div a(y, Du) = 1 weakly in Bj. (2.37)

Moreover we observe that the newly defined vector field a(-) satisfies assumptions (1.2)—
with x frozen—and (1.10) with L; replaced by L R°. Therefore writing (2.25) for &
and 1, and taking Q" = By /2, we get
[WE (D)oo 115, < cf WE(Di) dx + cliil(Br) + L1 R® (s + | Diil)(By).
By
and inequality follows from the previous one by scaling back to # and u, and using
the fact that [W; (DiD)]o,1:8,, = RO IW; (D1)]oy,1; B o- O

Remark 2.2. Theorem [I.3] still holds for general solutions to for problems with
measure data; see Theorem [4.2] below.

Remark 2.3. Inequality (1.12) of course also holds at the L2-level:

cR?

¢ 2
[(lDful _k)+]0’0,2;BR/2 =< m /;R(|Dsu| _k)+dx + R2UO

/ Iwl?dx, (2.38)
Bg

and this remains valid for general distributional solutions u € wi2(Q) provided u €
L2(Q); see Section below. It is indeed sufficient to use (2.10) instead of (2.17)), and
then to replace inequality (2.20) by

/ |Du — Dw|?dx < chf lw|® dx.

Bog Byr

This last inequality follows simply by testing (2.18) and (I.9) in B>z with u —w and using
monotonicity in a standard way; finally, with (2.23) at our disposal we can repeat the
same argument of Proposition [2.2] and eventually obtain (2.38) by the scaling argument
of Theorem [.3]

3. Proof of the pointwise a priori estimates

In view of the a priori W0:!-estimate of Proposition let us recall that the fractional
version of the Sobolev embedding theorem (see [S, Theorem 7.34]; here we need to take
' smooth enough, a domain satisfying for instance the cone condition is suitable) states
that

IWE (Du) vy < (@) Wy (D) oot gy, 3.1)
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where the exponent ¢ can be taken to satisfy

1l<t< " , where 0 <o < . 3.2)
n—op l1+o
The combination of (3.1)) and (2.23)) gives
||W/§(Du)||v(sz’) = C||W;§(DM)||L1(Q) +clul(€2) + cLi(s + | Dul)(€2). (3.3)

The same inequality of course applies after replacing 2 by a general subdomain, since all
the estimates up to now were derived using only the fact that u is a local weak solution.
The constant ¢ appearing in (3.3) depends on n, L/v, dist(€’, 3Q2) and €/, but in the
following, when applying inequality , we shall always have Q' = By, so that the
dependence of c in the relevant estimates will be finally only on n, L /v.

Lemma 3.1. Let u be as in Theorem[1.2land letk > 0, d > 0 and 2B C Q2 be a ball with
radius 2R; let & € {1, ..., n}. Finally, assume that

|B N {|Deul > k}| < é/ W (Du) dx. (3.4)
B

Then there exists a constant ¢ = c(n, L /v, L) such that

(1 /WE(Du)dx>s< ¢ / W (Du) dx
dRr" 5 K ~—dRr" g K
c|lul2B)  cLi(s + |Du)(2B)

anfl dR"—°

: (3.5)

where ¢ € (0, 1) is a constant depending only on n, oy.

Proof. Let B = B(xp, R) for some xg € Q2. We start by observing that we can reduce to
the case B = By by the rescaling procedure in (2.36)—([2.37); this time y € B, and need-
less to say if holds for « on B, then it holds for i on B;. Next, by means of a similar
scaling argument we reduce to the case d = 1. Indeed, we now let v(x) := d~'u(x), and
observe that v weakly solves — diva(x, Dv) = ji, where a(x, z) := d 'a(x, dz) and
fi := d~'ju, while the new vector field a(-) still satisfies and with s replaced
by s/d. Writing estimate (3.5) for v—in the case when d = 1—and k replaced by k/d,
and with respect to the new operator a(-), we obtain

1 £ & Cc £
<F/BWk/d(Dv)dx> < ﬁfw W 4 (D) dx

clpl2B)  cLil(s/d) + |Dv|1(2B)
Rn—1 Rn—0 ’

which immediately yields (3.3) by taking into account the definition of v, and observing
that W,f Jd (Dv) = W,f (Du)/d. We will therefore prove the lemma in the special case
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B = By and d = 1; moreover we assume that |B; N {|Dgu| > k}| > 0, otherwise (3.5)
trivializes. Similarly, we may also assume that

WE (Du)dx > 0,
B

and therefore, taking r > 1 as in (3.2 and again using (3.4), we have

1/t 1/t—1
( Wi (Du)dx) — ( Wi (Du)dx) W (Du) dx
By By By

< |B; N{|Dgul > k}|"'=1 | WE(Du)dx.
By

In turn, applying Holder’s inequality yields

1/t
W; (Du)dx < |By N {| Deul >k}|11/‘</ (Wf(Du))fdx) .

B B

The last two inequalities give now

1/t 1/t
( W} (Du) dx) < (/ (W (Du))' dx) . (3.6)
B B

On the other hand, by (3.3) written for Q' = By and Q = B,, we gain

1/t
(/ (WE(Du))'dx) <e / WE(Du) dx + clul(Ba) + (s + | Du (B, (37)
B B,

so that combining (3.6) and (3.7) gives (3.3) with B = B and d = 1, taking ¢ :=
1/t < 1. O

Remark 3.1 (Reverse Holder inequality). For simplicity we consider the case with no
dependence on x in the vector field a(-); therefore scaling back to By in inequality (3.7),
we gain the following reverse Holder inequality on level sets, which is well known in the
homogeneous case u = 0:

1/t
<][ (W; (Du))' dx) <ctd W (Duydx+ cR][ || dox.
Bg Bog Bag
Proof of Theorems [[.1] and [I.2] We give the proof of Theorem [I.2] since Theorem [L.1]
follows by taking L; = 0, which we can when no dependence on x is allowed. We shall
follow the De Giorgi type iteration argument brilliantly introduced in [21]]. Let us select
& € {1,...,n}; we consider a dyadic sequence of radii R; := 21=J/R, j > 0, and let
Bj := B(xo, Rj). We define ko := 0 and, recursively for j > 0,

kiv1:=kj +

W,fj (Du) dx. (3.8)

n
(SRj Bjt1
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The number § € (0, 1) will be chosen shortly; it is going to be suitably small, but will
always depend just on n, L/v. We note that {k;} is a non-decreasing sequence. Our next
aim is to prove the estimate

clpul(Bj)  cLi(s + |Dul)(Bj)
—1 n—o
R} R;

1
kivr —kj = 5 (ki —kj-1) + (3.9

for every j € N, and for a constant ¢ only depending on n, L/v. In order to prove (3.9)
for j € N we first observe that we may assume k; 1 > k;, as otherwise @ is trivially
satisfied; then we start by showing that

ki —kj_ B; Li(s + |Dul)(B;
5 < esXi kit Clulijl) L e 1(s In_lzl)( )
kiv1 =k d;R; d;R;

(3.10)

for the corresponding j € N, with a constant ¢ depending only on n, L/v, and for a posi-
tive sequence {d;} to be defined in a few lines. Here ¢ € (0, 1) is the number introduced
in Lemma[3.]]1 We have

ey
ki = kj—1 JBin(iDeui>k;)

1
5—/ Wi (Du)dx
kj —kj—1 Jp, !

n

kj+1 —kj

Wy (Du)dx

j—1

|B; N {|Dzu| > kj}| <

£
= SRJ'.'_I = Z”SR;' = Wk]_ (Du)dx.
Bjt1
Observe that we repeatedly used (3.8). From the last chain of inequalities it is clear that
choosing § small enough in order to have § < 2_(”+1)Rj_” | Bj|—which imposes on § a

smallness condition depending only on n—we obtain

1
|B; N {|Degul| > k;j}| §§|Bj|. (3.11)
At this point we define
dj =2 (3.12)
2n

so that we are able to apply Lemma [3.1] with the choice k = k;, d = d; and B = Bj| as
assumption (3.4) turns out to be satisfied. This yields

1 £
£
—_— W, (Du) dx
(de'f P )
J j+1
B; L Du|)(B;
< Cn/ W,f_(Du)derC'“'(_fl) ¢ 1(s+|n_i’,|)( ) | (3.13)
diR} Jp, " d; R} djR;

In turn, using (3-8) again we observe that

di_
¢ cn/ WE,_I(Du)dx =61,
d/Rj B d;

§
W, (Du)dx <
deJr_l/Bj i (Du)dx <
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Merging the last inequality with (3.T3), and using (3.8) together with the definition of d;

in (3:12)), we find

1 £ ¢
&
8 < C(m/H—I ij(Du)dx>

/ Wf (Du) dx + ;Mlleffj‘) +CL1(s+|Du|)(Bj)

- d]R" iR dejr‘zfn
ki —ki_ B; L D B;

<eshiTh 1 C|M|(_jl) n cLi(s + |n_12|)( ])’ (3.14)
kj+1 _kj de]’-l dej

for a constant ¢ which depends only on n, L/v and L1; the proof of @) is therefore
complete. We can now show that (3.9) holds. Indeed, if ;1 — k; < (1/2)(k; — kj—1)
holds then also (3.9) does, trivially. Otherwise, we have (k; — k;j—1)/(kj+1 — k;) < 2,
which, used in (3.14), yields

B; L D B;
8¢ < s+ C|M|El_jl) + cLi(s + |n_1';|)( ])’
4R, 4R,

with ¢ depending only on n, L/v, Li. Therefore reducing further the size of § =
é(n, L/v, L1) in order to have § < (1/25)1/(1’8), and recalling the choice of d;, we
conclude that
clul(Bj) | cLi(s + [Dul)(B))
1 n—o
RJ" R;

kj+l k/ =

so that (3.9) follows in any case. The proof of (T.8) now also follows by iterating (3.9):

m
km — ki < ki1 — ki =Y (ki1 — kj)

1 & < |M|(Bj) (s + |Dul)(B))
= 2 Z(kf —kj-1) +CZ g1 Z R” o
i=1 =1 R =1
1 = |M|(Bj) < (s + | Dul)(Bj)
= Ekm +CZ Rn—l Z R" o
=1 K i=1
=

1

S + I (xo, 2R) + Ly [IgDul(xo, 2R) + —R":|.
o

Therefore we have

lim k, <2k + Il (xo, 2R) 4 cL, [IgDul(xo, 2R) + iR":|.
m—00 o
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On the other hand, since Du is here assumed to be continuous, and since (3.11)) implies
that infp  |Dul| < k,,, we have

|Dzu(xo)| = lim inf [Deul
m—00 Bm

< lim ky
m— o0

< 2k + Il (x0, 2R) + cL; |:IUD”(x0, 2R) + iR"}, (3.15)
o

where ¢ depends only n, L/v, Ly, and it remains to estimate k. By (3.8), for a constant
¢ depending on n, L /v, L via the use of the number § which in turn depends only on

n,L/v, L1, we have
ki SC][ |Deu|dx.
B(xo,R)

Using this last inequality in (3.13)), and recalling that £ € {1, ..., n} is arbitrary, finally
gives (I.8) and the proof is complete. |

Proof of Theorem We first observe that Lemma 3.1]follows with Dgu replaced by w
and L; = 0. Indeed, note that (3.3) and the subsequent Lemma [3.T]do not necessitate the
general form of (2.23)), while an inequality formulated on balls as (T.12) is sufficient. We
just observe that the scaling argument in the proof of Lemma [3.T}—necessary to reduce
to the case when Br = Bj—should be slightly modified as follows: we define i as in
@ with y € B», while, since we are now dealing with a measure, we define the scaled
Radon measure i(A) := R'™"u(xo + RA) whenever A C R" is a Borel set—recall that
we consider p as defined on the whole R”. In this way it is easy to check that the couple
(u, 1) satisfies on Br = B,. We therefore argue as in Lemmato deduce
with w = Dgu and L1 = 0. In turn this is everything we need to repeat the argument of
the proof of Theorems @-ﬂ;ﬁl with w = Dgu, and estimate finally follows. Note
that the assertion concerning the validity of (I.I6) only at the Lebesgue points of w is
due to the fact that here w is not necessarily continuous, and therefore the convergence
in the first line of @—Where again w = Dgu—holds only if x¢ is a Lebesgue point
of w. O

Remark 3.2. The result of Theorems [I.IHI.2|can also be considered as the higher order
analog of that in [23,|31] when p = 2. There the following bound is proved:

1/y
u(xg) < c(][ u’ dx> —l—clg(xo,ZR), y > 1, (3.16)
B(xo,R)

for non-negative solutions in the case u is a non-negative measure, and also in the case the
vector field a(-) has a non-differentiable structure. This is of course the proper non-linear
analog of the classical estimate |u(x)| < clr(Ju])(x) valid for solutions to @ The
result of Theorem [I.1]indeed upgrades estimate (3.16)) to the gradient level, and extends
it to the case of arbitrary signed measures.
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4. Selected consequences

Here we show that estimates and extend to solutions to general measure data
problems. In the second part of this section we prove Theorem [I.5] while in the last part
we give an example on how to derive sharp and local a priori estimates in some function
spaces starting from estimates (I.8) and (I.TT]). We shall not give of course all the possible
applications; we shall rather present a sample of them, while along the lines presented
here other applications can be deduced.

4.1. General measure data

By 1) the smoothing properties of Ig(-, R) are exactly those of the classical Riesz
potential. We denote by M (S2) the space of signed Radon measures with finite total
mass on €2, while M" (£2) denotes the usual Marcinkiewicz space—also called weak-L"
space—i.e. the space of those measurable (vector) functions f such that

£ Wym gy := supA™|{x € Q: [f(x)| > A}| <00, m >0,
From (1.7)—see [4, Lemma 3.1.1]—whenever B, C £, it follows that

15 G 0/ pomsames g, ) < cllillmisy @.1)

m

loc (§2) where m > 1, while

15 C. 0/l agnsr-s1 (5, 5 < €lial(Bo) 4.2)

for every € M(). Inequalities (4.I)-(@.2) can be easily obtained from [4, Theorem
3.1.4] via a standard localization argument—passing from  to . B,, and then using the
classical boundedness properties of the Riesz potentials in R”.

We are now ready to establish estimates (I.8) and (I.TI) without assuming u €
L*°(£2), and consequently, that u € Cllof‘ (2). Yet, as for measure data, for the sake of sim-
plicity we shall confine ourselves to the case of homogeneous Dirichlet problems of the
type (I.I7), but more general cases can be considered as well. The existence of a solution
to is obtained in [8} 9] via an approximation method we briefly recall; this approx-
imation method determines the class of Solutions Obtained by Limit of Approximations
(SOLA). We consider a standard, symmetric and non-negative mollifier ¢ € C3°(B1)
such that |[¢]| 1y = 1, and then define, for k € N, ¢r(x) := k"¢ (kx). Finally the
functions wu; : R" — R are defined via convolution, 1y (x) := (u * ¢) (x)—see be-
low for the definition. Next, by standard monotonicity methods, we find a unique solution
ur € Wy () to

forevery p € L

{ —diva(x, Duy) = ur in Q, 43)

ur, =0 on 082.

Up to passing to a subsequence (not relabeled) we may assume that py — p weakly in
the sense of measures, while the results in [8} 9] imply

Duy — Du  strongly in L'(Q) for every t < Ll and a.e., “4.4)
n—
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so that is solved by u in the usual distributional sense, and therefore u is a SOLA to
1.17). Moreover, by [6, Theorem 8.3] (see also [32, Theorem 4.1]), u is the only SOLA of
1.17), in the sense that if v € Wol’l(Q) is a distributional solution to 1| 1 obtainable
as a pointwise limit of solutions vy € WOI’Z(Q) to problems of the type li with g
replaced by [ix and iy — w, then u = v. Now, let us consider B(xg, R) C €2, and let us
keep R fixed: we consider xo — Ill“kl(xo, 2R) = Ill“kl(xo) as a pointwise function of xo;
it follows that

1/ (x0) = (@' % 1) (x0). 4.5)
Let us reproduce the proof of (4.3)) for the reader’s convenience; we recall that given two
Radon measures u, A € M(R"), their convolution is defined by

(1% 1)(A) = / / XA e+ ) din(x) dA(y) 4.6)

for any Borel set A C R”, where x4 stands for the indicator function of A. Letting
A = ¢r(x) dx, we have

|k | (B(xo, 5)) Sf ik (y) XB(xo.5) (X + y) d||(x)dy
B Q+B/k

sz Se Il (B(xo — . 5)) dy.

Therefore, using Fubini’s theorem, (4.5) follows by estimating

2R B -y, d
oo = [ o [ HEREER Dy

tnfl

= | a1 o= »dy = A x g0 (x0).
B
Again for a fixed R, since I‘l’”(-, 2R) € M= (Q) by lb we recall that, up to
extracting a subsequence depending on R, we have

@ s pp) (x0, 2R) — 11" (x0, 2R) 4.7)

almost everywhere in €2; recall that we have extended p to the whole R”. In the same
way the strong convergence in (#.4), together with (4.1)), implies that, again up to a non-
relabeled subsequence depending on R, we have

1P (xg, 2R) — 1P (xy, 2R) (4.8)

for almost every point x¢ such that B(xp, 2R) C €2, and again up to a subsequence de-
pending on R. We are now ready for the proof of (I.TT); by standard regularity theory it
follows that uy € Cllo’g‘(Q) for some o = «a(n, L/v, 0) > 0, and therefore we may apply
estimate (T.1T) to uy, which together with (4.3) gives

| Deug ()] < c][

| Deug|dx + I (x0, 2R) + cL, [I'UD”"l(xo, 2R) + iR"].
B(x,R) o



Gradient potential estimates 481

Finally, estimate for u follows by letting k — oo in the previous inequality, and
taking (4.7)-(4.8) into account; note that since for every R the extracted subsequences
for which and (4.8) hold depend on R, the convergence argument must be comple-
mented by a standard diagonal argument made for radii {R),};,e7z := {27 R};ue7, and
using the fact that the functions R — Il,” |(-, R)and R — ILD“|(~, R) are non-decreasing.
Summarizing, we have proved the following:

Theorem 4.1. Under the assumptions 1} and l) letu € WIL’CI(Q) be the unique
SOLA to (I.17). Then there exists a constant ¢ = c(n, L/v, L1) such that the pointwise
estimate

| Du(xo)| < c][ |Duldx + Il (xo, 2R) + cL, [Il,f’ul(xo, 2R) + iR“:| 4.9)
o

B(xo,R)
holds for almost every xo € 2 whenever B(xg, 2R) C .

Accordingly, keeping (2.35) in mind, with a much simpler proof since no potentials are
now involved, we have

Theorem 4.2. Under the assumptions | and ll letu € WI’I(Q) be the unique

loc

SOLA to (1.17). Then for every Bg € Q2 and for every & € {1,...,n},

Cc
[(Deul — k) 411 54p < ﬂ/ (IDeul — k) dx
Bgr
4 R0 u(BR) + cLi R (s + |Dul)(Br)  (4.10)

whenever og < o /(1 + o), where the constant ¢ depends only on n, L/v, L and oy. For

solutions to (L.1)) inequality @.10) simplifies to (I.12).

Remark 4.1. We remark that in the case where u € L™ and m is large enough to have
we W2 ie.m > 2n/(n+2), general local weak solutions can be considered by stan-
dard local approximation arguments, and we do not need to consider Dirichlet boundary
value problems. In this case, given the original solution u € W' 2(2), the approximation
considered goes via problems of the type

—diva(x, Dug) = ux in B,
Uy =1u on BB,

where B C 2 is any fixed ball.

4.2. Proof of Theorem[I.3)

First of all, we notice that by considering the approximation scheme used in Section 4.1
(see @3)) or a similar one in the case of standard weak solutions outlined in Remark
we may reduce ourselves to the situation when Du is locally bounded in €2, and then
prove (1.19) as an a priori estimate. The details for this are at this point standard and the
reader will have no difficulty checking them. Let us consider a ball Bog and concentric
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balls Bk C B, C B, C Bygr. We apply estimate (1.11)) with R = (r —0)/2, at the generic
point xg € B,, thereby getting
CL1 R°
sup |Du| <

B,

sup|Du|+;/ |Du|dx
B, (r - Q)n Bor

csLy

+ el R Lo (Byg) + —— R, @.11)

o

where, for every y € B,, we have just estimated as follows:

r o
\Dul dt R
124y, r—0) < (| = )sup|Dul < = sup [Dul.
o "7/ B o B

We now select a positive radius Ry = Ro(n, L/v, L1, o) such that cLle/cr < 1/2,
and applying Lemmabelow with the choice ¢ (r) := supp |Du| we deduce estimate
(1.18]), under the additional condition that R < Ry.

In the case Ry < R, for every § > 0 we select a ball B(xg, Ry/4), with cen-
ter in Bg, such that |[Dul|poc gy < [[DullLoc(B(xy,Ry/4)) + 5 by construction we have
B(xo, Ro/2) C Bar. Using estimate (I.18) on B(xp, Ro/4) yields

| DullLoo(Bg)y < | DullLoo(B(xg,Re/4)) +

R\" csL

< c(—) ][ |Du|dx+c||I|1“|(.,R)||Lo<>(BZR)_|__1R<7 +5.
R() Bor o

Taking into account that Rg depends only on n, L/v, L1, o, inequality (I.18) for Bg

follows by letting § — 0 in the last estimate.

Lemma 4.1 ([18, Chapter 6]). Let ¢ : [R,2R] — [0, 00) be a bounded function such
that
©) < o)+ —— + K
o)+ ——
PO =T e o
whenever R < o < r < 2R, for fixed constants B, K > 0. Then

cB
o(R) < o + K.

4.3. Local integrability estimates

Formula (1.8]) allows us to prove in an easy way the optimal local form of the gradient
integrability results obtained by Boccardo & Gallouét [6, [7, 8 9] for problems involv-
ing quasilinear equations with linear growth as well as those with the right hand side
more integrable, as considered by Iwaniec [20]; see also [1}[14]]. Local estimates in finer
scales such as Lorentz or Orlicz spaces, and in general interpolation or rearrangement
invariant function spaces, as for instance those of the type of Talenti [30], also follow as
a corollary. Here we summarize some of the main integrability estimates achievable via
Theorems [I.THI.2] For the sake of brevity we shall not state all the a priori estimates in
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a precise form; we shall give one example only which is going to emphasize that these
can be achieved by combining estimate with an explicit a priori estimate available
for the Riesz potentials, like for instance those recalled in {@.1I)-({@.2). We anyway stress
that the approach proposed here allows one to obtain explicit local a priori estimates in
optimal form, something which is not easily achievable by the global methods presented
in the literature for measure data problems [8,|9,30], while alternative routes may involve
lengthy procedures [27] not covering all cases. For further developments of our approach
we refer to the forthcoming paper of Cianchi [12] where estimates like (I.8) play a central
role.

As usual, we shall assume that p is initially a Radon signed measure with finite total
mass, i.e. u € M(). For the SOLA u of found in the previous section—and for
general distributional solutions in the case where the right hand side is a function with
enough integrability, that is, . € L ¢ W~!?—the following holds in Q:

peMEQ) = DueM”" Y,

loc
n/(n—1)
loc ’

uweLlogli = Duel

122 € Lm fOl‘l <m<n = Du (S L;lon;/(nim), (412)

loc

weMp forl<m<n = Duc erg:/(n_m),

€ Ligc(m,g)forl <m <n, 0 <g <o
= Du € Ligc(nm/(n —m), q).

The above implications are a straightforward consequence of estimate (T.8)) and of the
basic regularization properties of the Riesz potentials, as, for instance, those in @.I)—
(@.2). We recall that the spaces appearing in the last line of are Lorentz spaces: for
1 <m < ooand 0 < g < 00, ameasurable map g belongs to L(m, q)(€2) iff

e di
180 g = [ G €2 lgl > A9 <00 @)

when g < oo; for ¢ = oo we set L(m, 00)(2) = M™(2). The local variants of such
spaces are then defined in the usual manner. Lorentz spaces are obtainable as interpola-
tion spaces, and therefore the result in (4.12))5 follows via interpolation theorems by the
linearity of the Riesz potential. Similar estimates can be obtained in Orlicz spaces via
interpolation [[11]].

Example of a local estimate. We give the local version of the third inclusion from (4.12));
similar local estimates can be derived for the others using (I.11). For SOLA or distribu-
tional solutions to (1.9)),

n—m

nm nm 1/m
<][ | Du|n=m dx) 50][ |Du|dx+cR<][ |p.|mdx) +csL1R° (4.14)
Br Bar Bar

whenever Bop € €, for a constant depending only on n, m, L/v, L1, o, where u €
L (), withm < n. In proving l) we can of course reduce to the case where Du is
locally bounded, such an additional assumption being removable by approximation. Let
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us consider Byg € ; we then reduce to the case Bg = Bj via the scaling in (2.36)—
(2.37). Next, we integrate (T.TT) over By > with R = 1/2, getting

nm

/ IDulmSc( IDuldx> ) +c/ 14 (x, 1/2)77 dx
Bi2 B By

+c/ 124 (x, 1/2)7% dx + c(sLy/o)wn. (4.15)
B2
Using [@.I) we get
[l
I 1/2)|l, Br) = < clluliLmsy)- (4.16)
We now set
n—mo
y = , “4.17)
n—m

and notice that by the definition in (I.6) it follows that
124 (x, 1/2)5=n < ()P (x, 1/2)7mo (4.18)

where the constant c(o) > 0 blows up as ¢ — 0. Indeed, we first notice that

12 gy 1/1\°
/0 t‘—"_5(5>

and observe that o < 1 implies y < 1; then, applying Jensen’s inequality twice, we
estimate

nm 1/2
112 (x, 1/2)m=m < c(n)< ) [][ ][
B(x.1)
1\ n=m n—mo 1/2 d %
I P A ]
o B(x,1)

nm m(1—
()P (x, 1/2)7ms

so that (@.I8) follows. In turn, in view of [@.I8), keeping (&.I) in mind, and using the
definition @.I7), we have

1P, 1/2)]]

A

IA

IA

n m (B ) —_ C(U)||Du||LmV(Bl)

Merging this last inequality and (#.18)), and using also (#.16) with (#.13), we get
||DMIIL%(BI/2) < cllDullpmy )y + clipllLm (s, + csLi/o.

Scaling back the previous inequality as done for (2.36), we get

n=—m L
nm nm my
(f |Du|n7m d_x) Sc(f |Du|mydx)
Br Bog

1/m L
—i—cR(][ |y,|’”dx> 4 2l go
Bor g
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which holds for any ball Bog € Q. Since o > 0, we also have that my < nm/(n — m),
and therefore we are able to apply Lemma [2.2] in its full strength, which in turn yields

@.14).
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