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Abstract. We develop potential-theoretical methods in the construction of measure-valued branch-
ing processes. We complete results of P. J. Fitzsimmons and E. B. Dynkin on the construction, regu-
larity and other properties of the superprocess associated with a given right process and a branching
mechanism.
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1. Introduction

LetX = (�,F ,Ft , θt , Xt , P x) be a fixed Borel right Markov process with state spaceE,
a Lusin topological space with Borel σ -algebra B = B(E). Let (Pt )t≥0 be the transition
semigroup of X, Ptf (x) = Ex(f ◦ Xt ; t < ζ ), and (Uα)α>0 the associated resolvent
of kernels, Uαf =

∫
∞

0 e−αtPtf dt for all f ∈ pB; pB denotes the set of all positive
numerical B-measurable functions on E.

We also fix a “branching mechanism”, that is, a function 8 : E × [0,∞)→ R of the
form

8(x, λ) = −b(x)λ− c(x)λ2
+

∫
∞

0
(1− e−λs − λs)N(x, ds)

where c ≥ 0 and b are bounded B-measurable functions and N : pB((0,∞))→ pB(E)
is a kernel such that N(u ∧ u2) ∈ bpB and limη↘0 ‖N(1(0,η] · u

2)‖∞ = 0. For a family
F of numerical valued functions (defined on the same given set) we denote by bF those
elements of F that are bounded.

Notice that examples of branching mechanisms are8(λ) = −λβ for 1 < β ≤ 2 since

λα =
α

0(1− α)

∫
∞

0

1− e−λs

sα+1 ds

and therefore

−λα+1
=
α(α + 1)
0(1− α)

∫
∞

0

1− e−λs − λs
sα+2 ds if 0 < α < 1.

L. Beznea: “Simion Stoilow” Institute of Mathematics of the Romanian Academy, P.O. Box 1-764,
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In this paper we develop potential-theoretical methods related to the construction of
an (X,8)-superprocess. The method of construction is the so called “semigroup ap-
proach” presented in Ch. 4 of the book [11] of E. B. Dynkin; cf. also the references
therein. P. J. Fitzsimmons [13] obtained with this approach regularity properties of the
superprocess (which is in particular a right process); see also the papers [10] and [15]
for extensions and improvements, including the inhomogeneous case. The property of an
(X,8)-superprocess to be a right process is essential for further developments like con-
sidering the capacity induced by the reduction operator (the capacity of the superprocess),
the stochastic calculus with additive and multiplicative functionals of the superprocess,
and the Revuz correspondence (see e.g. [2] and [17] for the general theory).

We shall emphasize (in Corollary 4.3) relations between the excessive functions with
respect to X and two classes of excessive functions (defined on M(E) := the space
of all positive finite measures on (E,B)), with respect to the (forthcoming) (X,8)-
superprocess: the “exponential type” excessive functions which will be useful in the con-
struction and in proving the properties of the transition semigroup of the superprocess,
and the “linear” ones which will be used to obtain relations between the reduction op-
erators of X and, respectively, the (X,8)-superprocess (cf. Proposition 4.7). A special
linear excessive function for the superprocess becomes a function having compact level
sets which in particular will provide a nest of compacts on M(E).

The excessive measures (which correspond to the excessive functions for the dual
theory), in particular the potential excessive measures of an (X,8)-superprocess, as well
as the energy functional (a bilinear functional between excessive functions and measures
generalizing the classical “mutual energy”) will also be studied. Based on these tools
we shall give (in Theorem 4.9) the proof of the existence of an (X,8)-superprocess, a
Borel right process with state spaceM(E) endowed with the weak topology. Our proof is
transparent, the main arguments coming from the potential theory associated with Markov
processes. In addition, it turns out that the entrance space of an h-transform of the (X,8)-
superprocess is preciselyM(E1), where E1 is the entrance space of X. This result should
be compared with the similar ones obtained by P. J. Fitzsimmons [13, Theorem (3.7)]
and by E. B. Dynkin [9]. The existence of a nest of weak compact sets on the space of
measures will ensure that the superprocess has càdlàg trajectories.

We complete the introduction with the outline of the construction of the measure-
valued branching Markov process associated with X and 8, the (X,8)-superprocess. It
will be done in three steps. The first two steps follow the approach from [13].

I. The construction of a non-linear semigroup. For each f ∈ bpB the equation

vt (x) = Ptf (x)+

∫ t

0
Ps(x,8(·, vt−s)) ds, t ≥ 0, x ∈ E,(1.1)

has a unique solution (t, x) 7→ Vtf (x) jointly measurable in (t, x) and such that
sup0≤s≤t ‖vs‖∞ < ∞ for all t > 0. The mappings f 7→ Vtf form a nonlinear semi-
group of operators on bpB.

Precise results on the nonlinear semigroup will be given in Section 3 (Proposition 3.2);
we are indebted to P. J. Fitzsimmons for providing us with a manuscript containing the
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proof of Proposition 2.3 of [13]. The proofs of the results from Section 3 will be presented
in the Appendix.

II. The transition semigroup on the space of measures. For a function f ∈ bpB we
shall consider the mappings lf : M(E)→ R and ef : M(E)→ [0, 1] defined by

lf (µ) := 〈µ, f 〉 :=
∫
f dµ, µ ∈ M(E), ef := exp(−lf ).

M(E) is endowed with the σ -algebra M(E) generated by {lf | f ∈ bpB}.
For each t ≥ 0 there exists a unique kernel Qt on (M(E),M(E)) such that

Qt (ef ) = eVtf , f ∈ bpB.

Since the family (Vt )t≥0 is a (nonlinear) semigroup on bpB, (Qt )t≥0 is a (linear) semi-
group of kernels on (M(E),M(E)).

III. The measure-valued Markov process. This step is essentially different from the
existing approaches. We first show (Proposition 4.5) that all the points of M(E) are non-
branch points for the semigroup (Qt )t≥0, consequently it becomes the transition function
of a right Markov process having a larger space state, namely the entrance space M(E)1.
In order to prove that the process stays in M(E), under some regularity conditions on 8
or (Vt )t≥0, we show that the set M(E)1 \M(E) is polar (see (2.4) below) and so there
exists a Borel right process with state space M(E) endowed with the weak topology,
having (Qt )t≥0 as transition semigroup; this is precisely the (X,8)-superprocess. A key
argument in our development is a measure representation for negative definite functions
defined on the convex cone of all bounded excessive functions (with respect to X); cf.
Proposition 2.4. It is inspired by a measure-theoretical result of P. J. Fitzsimmons (Corol-
lary (A.6) in [13]) which will be obtained here as a consequence.

2. Sub-Markovian resolvents of kernels and negative definite functions

Below we follow the terminology of [2]. Let U = (Uα)α>0 be a sub-Markovian resolvent
of kernels on the Lusin measurable space (E,B). We shall denote by U the initial kernel
of U :U = supα>0 Uα . If β > 0 then the family Uβ = (Uβ+α)α>0 is also a sub-Markovian
resolvent of kernels on (E,B), having Uβ as (bounded) initial kernel. A function v ∈ pB
is called U-supermedian if αUαv ≤ v for all α > 0. A U-supermedian function v is
named U-excessive if in addition supα>0 αUαv = v. We denote by E(U) (resp. S(U))
the set of all B-measurable U-excessive functions (resp. B-measurable U-supermedian
functions). If v ∈ S(U) then the function v̂ := supα>0 αUαv is U-excessive and the set
M = [v 6= v̂] is U-negligible, i.e., Uβ(1M) = 0 for some (and hence all) β > 0. We
denote by DU the set of all non-branch points with respect to U , namely,

DU := {x ∈ E | inf(v, u)(x) = ̂inf(v, u)(x) for all v, u ∈ E(U), 1̂(x) = 1(x)}.

If β > 0 then DUβ ∈ B and it does not depend on β > 0, and E \DUβ is U-negligible.
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Recall that a σ -finite measure ξ on (E,B) is called U-excessive if ξ ◦αUα ≤ ξ for all
α > 0. We denote by Exc(U) the set of all U-excessive measures. A U-excessive measure
of the form µ◦U (where µ is a σ -finite measure) is called potential. We denote by Pot(U)
the convex cone of all potential U-excessive measures. Further let L : Exc(U) × E(U)
→ R+ be the energy functional (associated with U) defined by

L(ξ, v) := sup{µ(v) | Pot(U) 3 µ ◦ U ≤ ξ}

for all ξ ∈ Exc(U) and v ∈ E(U). The energy functional associated with Uβ will be
denoted by Lβ .

For the rest of the section (with the exception of Corollary 2.3) we assume that for
some (and hence all) β > 0:

• The pointwise infimum of any two Uβ -excessive functions is also a Uβ -excessive func-
tion and 1 ∈ E(U) (or, equivalently, DUβ = E).
• σ(E(Uβ)) = B.

Notice that if U is the resolvent of a Borel right process with state space E, then the
two conditions above are satisfied.

The fine topology on E is the topology generated by all Uβ -excessive functions (and
it does not depend on β > 0).

A metrizable topology on E is called natural if it is smaller than the fine topology and
its Borel σ -algebra is B. Every Ray topology (i.e., the topology generated by a Ray cone;
see e.g. [2] for details) as well as the original topology on E are natural.

We now present several results related to the existence of a right process having U as
associated resolvent.

(2.1) The following assertions are equivalent:
(2.1.a) For some (and hence all) β > 0, in Exc(Uβ) every Uβ -excessive measure

dominated by a potential is also a potential.
(2.1.b) There exists a Lusin topology on E such that B is the σ -algebra of all Borel

sets of E, and there exists a right process with state space E, having U as
the associated resolvent.

(2.1.c) For every natural topology on E there exists a right process with state
space E, having U as associated resolvent.

(See Section 1.7 in [2] and Theorem 1.3 in [3].)

Remark. By Proposition 3.5.3 in [2], for every natural topology there exists on E a
finer Ray topology. In particular we deduce from the above considerations that for a right
process the original topology may always be enlarged to a Ray one, considering the so
called “Ray realization of the process”.

(2.2) The following property (satisfied for one and therefore for all β > 0) implies that
the above equivalent assertions (2.1.a), (2.1.b) and (2.1.c) hold:
(2.2.a) every ξ ∈ Exc(Uβ) with Lβ(ξ, 1) <∞ is a potential.
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(2.3) There exists a second Lusin measurable space (E1,B1) such that E ⊂ E1, E ∈

B1, B = B1|E , and a resolvent of kernels U1
= (U1

α)α>0 on (E1,B1) such that
DU1

β
= E1, σ (E(U1

β)) = B1, U
1
β(1E1\E) = 0, E1 satisfies (2.2.a) with respect

to U1, and U is the restriction of U1 toE (i.e.Uβ(g) = U1
β(g

1), where g1
∈ pB1 and

g1
|E = g). In particular, by (2.1) and (2.2), U1 is the resolvent of a right process

with state space E1, for a suitable Lusin topology on E1. More precisely, one can
take for E1 the set of all extreme points of the set {ξ ∈ Exc(Uβ) | Lβ(ξ, 1) = 1},
endowed with the σ -algebra B1 generated by the functionals ũ, ũ(ξ) := Lβ(ξ, u)
for all ξ ∈ E1 and u ∈ E(Uβ). The set E1 is called the saturation of E. If U is the
resolvent of a right process with state space E, then E1 coincides with the entrance
space of the process. Let (E′,B′) be a Lusin measurable space such that E ⊂ E′,
E ∈ B′, B = B′|E , and there exists a proper sub-Markovian resolvent of kernels
U ′ = (U ′α)α>0 on (E′,B′) with DU ′β = E′, σ(E(U ′β)) = B′, U

′
β(1E′\E) = 0, E′

satisfies (2.2.a) with respect to U ′, and U is the restriction of U ′ to E. Then the map
x 7→ εx ◦ U

′
β is a measurable isomorphism between (E′,B′) and the measurable

space (E1,B1).
(2.4) The following property is equivalent to the above assertions (2.1.a), (2.1.b) and

(2.1.c): the setE1\E is polar with respect to the right process onE1 given by (2.3).

Further in this section, for some fixed β > 0 we shall use the notation

S = bE(Uβ).

(2.5) Let h ∈ E(U), h > 0. We consider the kernels Uhα on (E,B) defined by Uhαf :=
(1/h)Uα(hf ), f ∈ pB. Then the family Uh = (Uhα )α>0 is also a sub-Markovian
resolvent of kernels on (E,B), DUh = E and the following assertions hold:
(i) E(Uhβ ) = (1/h) · E(Uβ) and if ξ is a σ -finite measure on (E,B), then

ξ ∈ Exc(Uβ) ⇔ h · ξ ∈ Exc(Uhβ ), ξ ∈ Pot(Uβ) ⇔ h · ξ ∈ Pot(Uhβ ).

In particular, E satisfies (2.1.a) with respect to U and Uh simultaneously.
(ii) If ξ ∈ Exc(Uβ) and u ∈ E(Uβ), then Lβ(ξ, u) = Lhβ(h · ξ, u/h), where Lhβ

denotes the energy functional with respect to Uhβ . The set E satisfies (2.2.a)
with respect to Uh if and only if every ξ ∈ Exc(Uβ) with Lβ(ξ, h) ≤ 1 is a
potential.

Lemma 2.1. Assume thatE satisfies (2.2.a) with respect to U and there exists k > 0 such
that Uβ1 ≥ k. Let γ be a positive finite measure on a second measurable space (F,BF )
(not necessarily of Lusin type) and let K : S → pBF be a mapping such that: K0 = 0,
γ -a.e., Ku <∞ for all u ∈ S, and if (un)n ⊂ S with u =

∑
n un, then Ku =

∑
nKun,

γ -a.e. Then there exists a kernel K̃ : bpB → pBF such that for all f ∈ bpB we have
K̃Uβf = KUβf , γ -a.e.
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Proof. Let us consider the mapping K ′ : bpB → pBF defined by K ′ = K ◦ Uβ . Then
K ′ is a γ -quasi kernel and, in addition, K ′ ◦ αUβ+αf ≤ K ′f γ -a.e. for all α > 0 and

f ∈ bpB. So, there exists a kernel ˜̃K : bpB→ pBF such that ˜̃Kf <∞ for all f ∈ bpB,˜̃
K ◦αUβ+α ≤

˜̃
K for all α ∈ Q+, ˜̃K1 <∞ andKUβf = ˜̃

Kf γ -a.e. for all f ∈ bpB (see

e.g. [2]). Consequently, for every x ∈ F the functional f
˜̃
Kx
7−→

˜̃
Kf (x) is a Uβ -excessive

measure on E and Lβ( ˜̃Kx, 1) ≤ (1/k)Lβ( ˜̃Kx, Uβ1) = (1/k) ˜̃K1(x) < ∞. Therefore,

since E satisfies (2.2.a), there exists a measure µx on (E,B) such that ˜̃Kx = µx ◦ Uβ .
We define the kernel K̃ : bpB → pBF by K̃f (x) = µx(f ). Hence K̃(Uβf )(x) =

µx◦Uβ(f ) =
˜̃
Kf (x) for all x ∈ E; therefore, the function x 7→ µx(f ) is BF -measurable

for all f ∈ bpB and we clearly have K̃Uβf = KUβf , γ -a.e. ut

Proposition 2.2. If v : E→ R+ and β > 0, then the following assertions are equivalent:

(i) v ∈ E(Uβ).
(ii) For every continuous increasing concave function ϕ : I → R+, where I is an

interval such that Im(v) ⊂ I , it follows that ϕ ◦ v ∈ E(Uβ).
(iii) 1− e−αv ∈ E(Uβ) for all α > 0.
(iv) There exists a sequence (αn)n ⊂ R∗+, αn ↘ 0, such that 1− e−αnv ∈ E(Uβ).

Proof. (i)⇒(ii). By the Jensen inequality we have αUβ+α(ϕ◦v)(x) ≤ ϕ(αUβ+αv(x)) ≤
ϕ(v(x)), hence ϕ ◦ v is Uβ -supermedian. Since ϕ is continuous, ϕ ◦ v is finely continuous
and therefore ϕ ◦ v ∈ E(Uβ).

(ii)⇒(iii). The implication follows since the function ϕ : R+ → R+ defined by
ϕ(x) = 1− e−αx is continuous, concave and increasing.

(iv)⇒(i). Let vn := (1− e−αnv)/αn. By hypothesis, (vn)n is an increasing sequence
from E(Uβ), hence v = supn vn is also Uβ -excessive. ut

For the next corollary we do not assume that DUβ = E. If F is a convex cone of real
valued functions, we shall denote by [F] the vector space spanned by F : [F] = {u− v |
u, v ∈ F}.

Corollary 2.3 (cf. [18]).

(1) Let v : E → R+ and let ϕ : I → R+ be an increasing concave function, where I is
an interval such that Im(v) ⊂ I . If v ∈ S(Uβ) then ϕ ◦ v ∈ S(Uβ). In particular, the
vector space [bS(Uβ)] is an algebra and v ∈ S(Uβ) if and only if 1− e−αv ∈ S(Uβ)
for all α > 0.

(2) The following assertions are equivalent:
(i) DUβ = E.

(ii) The vector space [bE(Uβ)] is a unitary algebra.

Proof. (1) The first assertion follows by the Jensen inequality as in the proof of Propo-
sition 2.2, the implication (i)⇒(ii). To prove that [bS(Uβ)] is an algebra, it suffices to
show that v2

∈ [bS(Uβ)] for every v ∈ bS(Uβ). We may assume that v ≤ 1 and let
ϕ : [0, 1]→ R+ be defined by ϕ(x) = 2x− x2. Then ϕ is concave and increasing, hence
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ϕ ◦ v ∈ bS(Uβ), and therefore v2
∈ [bS(Uβ)]. The last assertion follows again as in the

proof of Proposition 2.2.
(2) The implication (i)⇒(ii) follows from Proposition 2.2 and the above considera-

tions.
(ii)⇒(i). Let A be the closure of [bE(Uβ)] in the supremum norm. It is a Ba-

nach algebra, and therefore a lattice with respect to the pointwise order relation. Since
limα→∞ αUβ+αv = v pointwise for all v ∈ E(Uβ), the same property holds for all
v ∈ A. Consequently, since 1 ∈ A, we have 1̂ = 1 and if u1, u2 ∈ E(Uβ) then the Uβ -
supermedian function v = inf(u1, u2) belongs to A, and therefore v̂ = v, DUβ = E. ut

Recall that a function ϕ : S → R is called positive definite if for all n ≥ 1,
{v1, . . . , vn} ⊂ S and {a1, . . . , an} ⊂ R we have∑

i,j

aiajϕ(vi + vj ) ≥ 0.

A function ϕ : S → R is called negative definite provided that for all n ≥ 2,
{v1, . . . , vn} ⊂ S and {a1, . . . , an} ⊂ R with

∑n
i=1 ai = 0 we have∑

i,j

aiajϕ(vi + vj ) ≤ 0.

Considering S as an Abelian semigroup, a bounded semicharacter of S is a function
ρ : S → [−1, 1] such that ρ(0) = 1 and ρ(u + v) = ρ(u)ρ(v) for all u, v ∈ S.
The set Ŝ of all bounded semicharacters of S is an Abelian semigroup (under pointwise
multiplication, with neutral element the constant semicharacter 1) and it also is a compact
Hausdorff topological semigroup endowed with the topology of pointwise convergence.

The folowing two results hold for positive and negative definite functions on S (cf.
[1] and [13]).

(2.6) Let 9 : S → R. Then 9 is negative definite if and only if e−t9 is positive definite
for all t > 0.

(2.7) Let ϕ : S → R be a bounded positive definite function. Then there exists a unique
positive Radon measure ν on Ŝ such that

ϕ(v) =

∫
Ŝ
ρ(v) ν(dρ) for all v ∈ S.

The following result will be a main tool in proving that the space of measures M(E)
satisfies (2.2.a) with respect to the resolvent associated with the semigroup (Qt )t≥0.

Recall that the specific order relation on S is denoted by ≺ and is defined as follows:
if u, v ∈ S then

u ≺ v ⇔ there exists w ∈ S such that u+ w = v.

Proposition 2.4. Assume that E satisfies (2.2.a) and there exists k > 0 such that
Uβ1 ≥ k. Let ϕ : S → [0, 1] be a positive definite function having the following two
order continuity properties:
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(i) If v ∈ S then ϕ( 1
n
v)↗ ϕ(0).

(ii) If (vn)n ⊂ S is pointwise increasing to v ∈ S then ϕ(vn)↘ ϕ(v).

Then there exists a unique finite measure P on (M(E),M(E)) such that

ϕ(v) = P(ev) for all v ∈ S.

Proof. By (2.7) there exists a Radon measure γ on Ŝ such that ϕ(v) =
∫
Ŝ ρ(v) γ (dρ)

for all v ∈ S. Observe first that if v ∈ S is such that ϕ(v) = 0, then ϕ is identically zero.
Indeed, it follows from 0 = ϕ(v) =

∫
Ŝ ρ(v) γ (dρ) that the function ρ 7→ ρ(v) vanishes

γ -a.e., and therefore

0 =
∫
Ŝ
ρ(v)1/n γ (dρ) =

∫
Ŝ
ρ

(
1
n
v

)
γ (dρ) = ϕ

(
1
n
v

)
.

By property (i) we see that ϕ(0) = supn ϕ(
1
n
v) = 0 and since ϕ is bounded we

conclude that ϕ(u) ≤ ϕ(0) for all u ∈ S, hence ϕ ≡ 0.
Assume further that ϕ 6= 0. Then

0 6= γ (Ŝ) = ϕ(0) = sup
n
ϕ

(
1
n

)
=

∫
Ŝ

sup
n
ρ(1)1/n γ (dρ) = γ ([ρ(1) > 0]).

Let Ŝ+ := [ρ(1) > 0 ]. By the above considerations we have γ (Ŝ\Ŝ+) = 0 and ρ(v) > 0
for every ρ ∈ Ŝ+ and v ∈ S.

Define the function k : Ŝ × S → R+ by

k(ρ, v) =

{
− ln ρ(v) if ρ ∈ Ŝ+,
0 otherwise.

Since the function ρ 7→ k(ρ, v) is the extension by zero on Ŝ \ Ŝ+ of a continuous func-
tion defined on the open set Ŝ+, we deduce that it is B(Ŝ)-measurable. Consequently,
we may define a mapping K : S → pB(Ŝ) by Kv := k(·, v). We claim that K sat-
isfies the hypothesis of Lemma 2.1. The positive functional v 7→ k(ρ, v) is additive
and homogeneous over the positive rational numbers. Notice that every positive defi-
nite function on S is decreasing with respect to the specific order on S. In particular,
if u, v ∈ S and u ≺ v then k(ρ, u) ≤ k(ρ, v). Let now (un)n ⊂ S be such that∑
n un = v ∈ S. If we put vn =

∑
i≤n ui , then by (ii) we get ϕ(vn) ↘ ϕ(v), or

equivalently
∫
Ŝ

[ρ(v) − ρ(vn)] γ (dρ) ↘ 0. Hence γ -a.e. (in ρ): ρ(vn) ↘ ρ(v) and∑
n k(ρ, un) = limn k(ρ, vn) = k(ρ, v) =

∑
nKun(ρ) = Kv(ρ). We conclude that

there exists a kernel K̃ : bpB → pB(Ŝ) such that for all v ∈ S, v = Uβf with
f ∈ bpB we have γ ([Kv 6= K̃v]) = 0. We remark that K̃1 < ∞ γ -a.e. and if
ρ ∈ [K̃1 < ∞] =: Ŝ1 then the functional f 7→ K̃ρ(f ) := K̃f (ρ) is given by a
finite measure K̃ρ ∈ M(E).

We define the measure P on (M(E),M(E)) by∫
M(E)

F(µ)P (dµ) :=
∫
Ŝ1

F(K̃ρ) γ (dρ), F ∈ bpM(E).
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If v = Uβf then P(ev) =
∫
Ŝ1
ev(K̃ρ) γ (dρ) =

∫
Ŝ1
e−K̃v(ρ) γ (dρ) =

∫
Ŝ+ e

−k(ρ,v) γ (dρ)

=
∫
Ŝ+ ρ(v) γ (dρ) = ϕ(v). If v ∈ S then there exists a sequence (fn)n ⊂ bpB such that

Uβfn ↗ v and by (ii) we get ϕ(Uβfn) ↘ ϕ(v). Since clearly P(eUβfn) ↘ P(ev), we
conclude that ϕ(v) = P(ev) for all v ∈ S.

The uniqueness of P follows by a monotone class argument because the vector space
spanned by {ev | v ∈ S} is an algebra of functions on M(E) generating the σ -algebra
M(E). ut

Remark 2.5. Let ϕ : S → [0, 1] be a positive definite function such that if (vn)n ⊂ S is
specifically decreasing to zero (i.e., decreasing to zero with respect to the specific order
relation on S), then ϕ(vn) ↗ ϕ(0). For every (un)n ⊂ S which is specifically increasing
to u ∈ S we have ϕ(un)↘ ϕ(u).

The assertion follows from the inequality

ϕ(u)+ ϕ(v) ≤ ϕ(0)+ ϕ(u+ v) for all u, v ∈ S,

since 0 ≤ ϕ(un)− ϕ(u) ≤ ϕ(0)− ϕ(u− un) and the sequence (u− un)n is specifically
decreasing to zero.

Corollary 2.6 ([13, Corollary (A.6)]). Let ϕ : bpB → [0, 1] be positive definite such
that ϕ(fn) ↗ ϕ(0) whenever (fn)n ⊂ bpB and fn ↘ 0 pointwise. Then there exists a
unique finite measure P on (M(E),M(E)) such that

ϕ(f ) = P(ef ) for all f ∈ bpB.

Proof. The assertion follows from Proposition 2.4 applied to the resolvent of kernels
U = ( 1

1+α I )α>0 and from Remark 2.5, because E(Uβ) = pB in this case. ut

3. The nonlinear semigroup

We assume in this section that U = (Uα)α>0 is the resolvent of a right process X with
state space E. Recall that if β > 0 then the β-subprocess of X has the transition semi-
group (P βt )t≥0, where P βt = e−βtPt and its resolvent is precisely Uβ = (Uβ+α)α>0. We
suppose that Pt1 = 1.

Let us put
8β(x, λ) = 8(x, λ)+ βλ, x ∈ E, λ ≥ 0,

and for each f ∈ bpB consider the equation

Vtf (x) = P
β
t f (x)+

∫ t

0
P βs (x,8β(·, Vt−sf )) ds, t ≥ 0, x ∈ E.(3.1)

If A denotes the infinitesimal generator of X, then equation (3.1) is formally equiva-
lent to 

d

dt
vt (x) = Avt (x)+8(x, vt (x)),

v0 = f.
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Since the infinitesimal generator of the β-subprocess of X is A − β, it is again for-
mally clear that equations (1.1) and (3.1) are equivalent. The precise result is given by the
following proposition. The idea of its proof has been suggested to us by Habib Maagli
(private communication).

Proposition 3.1. Let f ∈ bpB and let (t, x) 7→ vt (x) be a jointly measurable function
such that sup0≤s≤t ‖vs‖∞ <∞ for all t > 0. Then vt is a solution of (1.1) if and only if
it is a solution of (3.1).

We shall use the notation
β := ‖b−‖∞ .

The following result is essentially Proposition 2.3 from [13] stated there without
proof. However, as mentioned in Introduction, we had access to a manuscript of its proof.
Since the method of proof is important for our approach, we shall outline it in the Ap-
pendix.

Proposition 3.2. (i) For every f ∈ bpB equation (1.1) has a unique solution (t, x) 7→
Vtf (x) jointly measurable in (t, x) such that sup0≤s≤t ‖Vsf ‖∞ <∞ for all t > 0.

(ii) For all t ≥ 0 and x ∈ E we have 0 ≤ Vtf (x) ≤ eβt‖f ‖∞.
(iii) If t 7→ Ptf (x) is right continuous on [0,∞) for all x ∈ E, then so is t 7→ Vtf (x).
(iv) The mappings f 7→ Vtf form a nonlinear semigroup of operators on bpB.
(v) For all t ≥ 0 and µ ∈ M(E) the map f 7→ 〈µ,Vtf 〉 is negative definite on the

semigroup bpB.
(vi) If (fn)n ⊂ bpB is a decreasing sequence with fn ↘ f, then Vtfn ↘ Vtf for every

t ≥ 0.

The next result is a version of Proposition 2.7 from [13].

Proposition 3.3. If b is a bounded, B-measurable function and t ≥ 0, then the following
assertions hold.

(i) For every f ∈ bpB the equation

(3.2) kt = Ptf −

∫ t

0
Ps(bkt−s) ds

has a unique solution (t, x) 7→ P bt f (x) jointly measurable in (t, x) such that
sup0≤s≤t ‖Psf ‖∞ <∞ for all t > 0. The family (P bt )t≥0 is a semigroup of bounded
kernels on (E,B) and e−β

′tPt ≤ P
b
t ≤ e

βtPt , where β ′ := ‖b+‖∞. More precisely,
for every x ∈ E we have

(3.3) P bt f (x) = E
x(e−

∫ t
0 b(Xs ) dsf (Xt )).

(ii) If b ≥ 0 then the semigroup (P bt )t≥0 is sub-Markovian, P bt ≤ Pt and all the points
of E are non-branch points for (P bt )t≥0, i.e., with respect to the resolvent Ub gener-
ated by (P bt )t≥0. The fine topologies on E generated by U and Ub coincide.

(iii) If α ∈ R then P b+αt = e−αtP bt . If b1 and b2 are two bounded, B-measurable func-
tions and b1 ≤ b2, then

(P
b2−b1
t )b1 = P

b2
t ≤ P

b1
t .
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4. The measure-valued right process

The transition function on the space of measures and a key property are given by the next
two results which are due to P. J. Fitzsimmons, [13]. For the reader’s convenience we
present their proofs in the Appendix.

Let (Vt )t≥0 be the nonlinear semigroup of operators on bpB given by Proposition 3.2.

Proposition 4.1. There exists a unique Markovian semigroup of kernels (Qt )t≥0 on
(M(E),M(E)) such that

Qt (ef ) = eVtf for every f ∈ bpB and t > 0.

Proposition 4.2. If f ∈ bpB and t > 0, then

Qt (lf ) = lP bt f
.

Let U = (Uα)α>0 be the Markovian resolvent of kernels on (M(E),M(E)) generated
by the semigroup (Qt )t≥0 given by Proposition 4.1.

Recall that β = ‖b−‖∞, let β ′ ≥ β and

b′ := b + β ′.

Then b′ ≥ 0 and by assertion (ii) of Proposition 3.3 the resolvent Ub′ generated by
(P b

′

t )t≥0 is sub-Markovian and bounded if β ′ > β.

Corollary 4.3. If u ∈ bpB then the following assertions are equivalent:

(i) u ∈ E(Ub′).
(ii) lu ∈ E(Uβ ′).

(iii) For every α > 0 we have 1− eαu ∈ E(Uβ ′).

Proof. (i)⇔(ii). Since by Proposition 3.3 we have P b
′

t = e−β
′tP bt , we deduce from

Proposition 4.2 that
e−β

′tQt (lu) = lP b
′

t u
,

and therefore u ∈ S(Ub′) if and only if lu ∈ S(Uβ ′). We also deduce that

u = lim
t↘0

P b
′

t u ⇔ lu = lim
t↘0

l
P b
′

t u
,

thus the claimed equivalence holds.
The equivalence (ii)⇔ (iii) follows by the last part of Corollary 2.3(1), using Propo-

sitions 3.2(iii) and 4.1. ut

Corollary 4.4. If t > 0 and u ∈ bE(Ub′), then 1− eVtu ∈ E(Uβ ′).

Proof. According to Corollary 4.3, we have 1 − eu ∈ E(Uβ ′), and therefore 1 − eVtu =
Qt (1− eu) ∈ E(Uβ ′). ut
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Proposition 4.5. All the points of M(E) are non-branch points for the semigroup
(Qt )t≥0 (i.e. with respect to the resolvent Uβ ′).
Proof. According to Corollary 3.6 from [18], it will be sufficient to prove that the unique-
ness of charges and the specific solidity of potentials hold for Uβ ′ .

1. The uniqueness of charges. Assume that β ′ > β. We have to show that if µ, ν are two
finite measures on (M(E),M(E)) such that µ ◦ Uβ ′ = ν ◦ Uβ ′ , then µ = ν. Indeed,
from µ ◦ Uβ ′ = ν ◦ Uβ ′ we see that µ(F) = ν(F ) for every F ∈ E(Uβ ′). It follows by
Corollary 4.3 that the above equality holds for every F lying in the linear space spanned
by {eu | u ∈ bE(Ub′)}. Since this space is an algebra of bounded M(E)-measurable
functions and generates M(E), by a monotone class argument we conclude that µ = ν.

2. The specific solidity of potentials. We have to show that if ξ, µ ◦ Uβ ′ ∈ Exc(Uβ ′) and
ξ ≺ µ ◦Uβ ′ , then ξ is a potential; here ≺ denotes the specific order relation on Exc(Uβ ′).
Let A be the additive semigroup generated by {Vtu | u ∈ bE(Ub′), t ≥ 0} and [A] the
vector space spanned by {ev | v ∈ A}. Then [A] clearly is an algebra, 1 ∈ [A] and since
{eu | u ∈ bE(Ub′)} ⊂ [A] we have σ([A]) = M(E). We show that [A] ⊂ [bE(Uβ ′)].
Corollary 4.4 implies that 1 − eVtu ∈ bE(Uβ ′) provided that u ∈ bE(Ub′). Since by
Corollary 2.3, [bS(Uβ ′)] is an algebra, ev ∈ [bS(Uβ ′)] for every v ∈ A. So we have
to prove that the map s 7→ Qs(ev)(µ) is right continuous on [0,∞) for every v ∈ A
and µ ∈ M(E). According to Proposition 4.1 we have Qs(ev) = eVsv and therefore,
by Proposition 3.2(iii), it will be sufficient to show that the map s 7→ Psv(x) is right
continuous for every v ∈ A and x ∈ E. We may assume that v = Vtu with u ∈ bE(Ub′)
and t ≥ 0. We have

Vs+tu = PsVtu+

∫ s

0
Pα8(·, Vs+t−αu) dα.

Again by Proposition 3.2 we know that s 7→ Vs+tu is right continuous and thus s 7→∫ s
0 Pα8(·, Vs+t−αu) dα is also right continuous (by dominated convergence), concluding

that s 7→ PsVtu has the same property.
Let ξ, µ◦Uβ ′ ∈ Exc(Uβ ′) with ξ ≺ µ◦Uβ ′ . We may suppose that µ(1) ≤ 1. Indeed,

if it is not the case, then µ =
∑
n µn with µn(1) ≤ 1 for all n and by Ch. 2 in [2] there

exists a sequence (ξn)n ⊂ Exc(Uβ ′) such that ξ =
∑
n ξn and ξn ≺ µn ◦ Uβ for every n.

Let ϕξ : E(Uβ ′)→ R+ be the functional defined by ϕξ (F ) = Lβ ′(ξ, F ) for F ∈ E(Uβ ′),
where Lβ ′ denotes the energy functional associated with Uβ ′ .

By the first part of the proof, we may extend ϕξ to an increasing linear functional on
[A]. Let L be the closure of [A] with respect to the sup norm. Clearly, L is a vector lattice
and we claim that ϕξ extends to a positive linear functional on L. Indeed, if (Fn)n ⊂ [A]
is a sequence converging uniformly to zero and we consider a sequence (νk ◦ Uβ ′)k ⊂
Pot(Uβ ′) with νk ◦ Uβ ′ ↗ ξ , then

|ϕξ (Fn)| = lim
k
|νk(Fn)| ≤ lim inf

k
νk(|Fn|) ≤ ε lim inf

k
νk(1) = εLβ ′(ξ, 1) ≤ εµ(1) ≤ ε,

provided that n ≥ n0 and ‖Fn‖∞ < ε for all n ≥ n0.
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Since ξ ≺ µ ◦ Uβ ′ we have ϕξ (F ) ≤ µ(F) for every F ∈ L+, and therefore,
if (Fn)n ⊂ L+ is a sequence decreasing pointwise to zero, then ϕξ (Fn) ↘ 0. By the
Daniell theorem there exists a measure ν on (M(E),M(E)) such that ϕξ (F ) = ν(F ) for
all F ∈ L. In particular, if u ∈ bE(Ub′) then Lβ ′(ξ,Qt (eu)) = ϕξ (eVtu) = ν(Qt (eu)) and
therefore

Lβ ′(ξ, Uβ ′(eu)) = lim
k
νk(Uβ ′(eu)) =

∫
∞

0
e−β

′t lim
k
νk(Qt (eu)) dt

=

∫
∞

0
e−β

′tLβ ′(ξ,Qt (eu)) dt = ν(Uβ ′(eu)).

We conclude that ξ = ν ◦ Uβ ′ . ut

Remark 4.6. By the last part of the above proof the following assertion holds. If
ξ ∈ Exc(Uβ ′) with Lβ ′(ξ, 1) ≤ 1 and ν is a positive measure on M(E) such that
Lβ ′(ξ,Qt (eu)) = ν(Qt (eu)) for all t > 0 and u lying in a convex cone C ⊂ bE(Ub′)
which is separable in the supremum norm, inf-stable, separates the points of E and there
exists a sequence (un)n ⊂ C with un ↗ 1, then ξ = ν ◦ Uβ ′ .

If M ∈ B and u ∈ E(Ub′), then recall that the reduced function of u on M (with
respect to Ub′ ) is the function RM

b′
u defined by

RMb′ u := inf{v ∈ E(Ub′) | v ≥ u on M}.

The reduced function RM
b′
u is universally B-measurable.

We now present a relation between the reduced functions on E and M(E), respec-
tively; we shall denote by R

0

β ′F (0 ∈ M(E), F ∈ pM(E)) the reduced function with
respect to E(Uβ ′).

Proposition 4.7. If u ∈ bE(Ub′) and G ∈ B is a finely open subset of E, then

lRG
b′
u = R

M(Gc)c

β ′ lRG
b′
u.

Proof. By Theorem 1.3.8 in [2] there exists a sequence (fn)n ⊂ bpB such that fn = 0
on Gc and (Ub′fn)n increases to RG

b′
u. From Proposition 4.2 we get Uβ ′ lfn = lUb′fn and

since lfn vanishes on M(Gc) we have

lRG
b′
u = sup

n
lUb′fn = sup

n
Uβ ′ lfn = sup

n
R
M(Gc)c

β ′ Uβ ′ lfn = R
M(Gc)c

β ′ lRG
b′
u. ut

Assume that β ′ > β. We shall consider the following regularity condition:

(∗) Vtv belongs to the closure in the supremum norm of [bE(Ub′)] for every t ≥ 0 and
v lying in a convex cone C ⊂ bE(Ub′) which is separable in the supremum norm,
inf-stable, separates the points of E and there exists a sequence (un)n ⊂ C with
un ↗ 1.
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Proposition 4.8. Each of the following two conditions implies that condition (∗) holds:

(4.a) b, c and N do not depend on x ∈ E.
(4.b) (Pt )t≥0 is a Feller semigroup (on the locally compact space E) and Vt (C0(E)) ⊂

C0(E) for every t ≥ 0.

Proof. By Proposition 2.2 we have 1 − e−sv ∈ bE(Ub′) provided that v ∈ bE(Ub′) and
s ∈ R+. If (4.a) is satisfied then from the above considerations with the notation from the
proof of Proposition 3.2 we have ϕ(v) ∈ bE(Ub′) and, since

V k+1
t v = P at v +

∫ t

0
P as ϕ(V

k
t−sv) ds,

we deduce by induction that V kt v ∈ bE(Ub′) for every t > 0. Since (V kt v(x))k is converg-
ing uniformly in x to Vtv(x) and because the approximation from Step II is also uniform,
we conclude that Vt (bE(Ub′)) ⊂ bE(Ub′) and, in particular, condition (∗) holds.

If condition (4.b) is satisfied, then there exists a Ray cone R ⊂ bE(Uβ ′−β) such that
[R∩C0(E)] is dense in C0(E) in the supremum norm (see e.g. [4]). Condition (∗) holds
in this case too, because E(Uβ ′−β) ⊂ E(Ub′). ut

Remark. Situations when condition (4.b) is satisfied are presented in [14, Appendix].
Notice that in this case the topology ofE is a Ray topology. For other regularity conditions
on 8 and (Vt )t≥0 see also [12].

Recall that a right process X is called standard if it is quasi-left-continuous on [0, ζ ),
i.e., for every increasing sequence (Tn)n of stopping times with limit T we have a.s.
XTn → XT on [T < ζ ], ζ being the lifetime of X. Notice that since we assumed that
Pt1 = 1, X has infinite lifetime and, clearly, if X is standard, then it is in fact a Hunt
process, that is, it is quasi-left-continuous on [0,∞).

Let λ be a finite measure on E. An increasing sequence (Fn)n ⊂ B is called a λ-nest
provided that

R
E\Fn
β 1 = 0 λ-a.e.

(4.1) The following assertions are equivalent (cf. [3] and [4]).
(4.1.a) There exists a λ-nest of compact sets.
(4.1.b) There exists a function v ∈ E(Uβ) ∩ L1(E, λ) such that for all n ∈ N the

set [v ≤ n] is relatively compact; one says that v has compact level sets.
(4.2) If X has càdlàg trajectories (i.e., it possesses left limits in E a.s. on [0, ζ )) then the

above equivalent conditions (4.1.a) and (4.1.b) are satisfied for every finite mea-
sure λ (see e.g. [2]). Notice that if the topology is a Ray topology and condition
(4.1.a) is fulfilled for every λ, then the process X is standard.

We can now state the main result of this paper.

Theorem 4.9. If condition (∗) holds then the following assertions hold.

(i) There exists a Borel right process (called an (X,8)-superprocess) with state space
M(E) endowed with the weak topology, having (Qt )t≥0 as transition semigroup.
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(ii) If X is a Hunt process then the (X,8)-superprocess has càdlàg trajectories and if,
in addition, Vt (C) ⊂ C for all t > 0, then the (X,8)-superprocess is also a Hunt
process.

(iii) If E1 (resp.M(E)1) denotes the entrance space ofX (resp. the entrance space of the
(X,8)-superprocess), then M(E1) ⊂ M(E)1 and the set M(E)1 \M(E1) is polar.
In addition, M(E1) is precisely the saturation of M(E) with respect to Uhβ ′ , where
h := 1+ l1 ∈ E(Uβ ′).

(iv) If µ ∈ M(E), f ∈ pB and G ∈ B is finely open, then

Eµ(e−
∫ TG

0 b′(Xs ) dsf (XTG)) = E
µ
(e
−β ′T 8

M(Gc)c 〈X8
T 8
M(Gc)c

, RGb′f 〉),

where TG is the hitting time of G by the process X, and T 8M(Gc)c denotes the hitting
time of M(Gc)c by the (X,8)-superprocess (X8t )t≥0.

Proof. Step I. Assume that E satisfies (2.2.a) with respect to U and let ξ ∈ Exc(Uβ ′) be
such that Lβ ′(ξ, h) ≤ 1. Notice that according to Corollary 4.3 we have lu ∈ E(Uβ ′) and
eu ∈ [bE(Uβ ′)] for every u ∈ bE(Ub′) =: S. We define the functional ϕ : S → R+ by

ϕ(u) := Lβ ′(ξ, eu), u ∈ S.

We check that ϕ satisfies the conditions from Proposition 2.4. Clearly, ϕ(u) ∈ [0, 1]
for every u ∈ S since ϕ(u) ≤ Lβ ′(ξ, 1) ≤ 1. Using the inequality 1− e−x ≤ x if x ≥ 0,
we get

ϕ(0)− ϕ
(
u

n

)
= Lβ ′(ξ, 1− eu/n) ≤ Lβ ′(ξ, lu/n) ≤

‖u‖∞

n
Lβ ′(ξ, 1),

and therefore ϕ( 1
n
u)↗ ϕ(0). If (un)n ⊂ S with un ↗ u then (1− eun)n is a sequence of

Uβ ′ -excessive functions which is increasing to 1− eu and thus

Lβ ′(ξ, 1− eun)↗ Lβ ′(ξ, 1− eu),

or equivalently
ϕ(un) = Lβ ′(ξ, eun)↘ Lβ ′(ξ, eu) = ϕ(u).

It remains to show that ϕ is positive definite. If (ai)i≤n ⊂ R and (ui)i≤n ⊂ S then∑
i,j

aiajϕ(ui + uj ) = Lβ ′
(
ξ,
∑
i,j

aiaj eui+uj

)
= Lβ ′

(
ξ,
(∑

i

aieui

)2)
≥ 0.

We conclude that there exists a probability measure P on (M(E),M(E)) such that for
all u ∈ S we have

ϕ(u) = P(eu).

According to Remark 4.6, in order to show that ξ = P ◦Uβ ′ , it will be sufficient to prove
that Lβ ′(ξ,Qt (eu)) = P(Qt (eu)) for all t > 0 and u from the cone C given by (∗).
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Since Lβ ′(ξ, 1) ≤ 1, there exists a measure ν onM(E)1 such that ξ = ν ◦Uβ ′ . Notice
that every f ∈ [bE(Uβ ′)] has a finely continuous extension f̃ to M(E)1. Let Ã be the
linear space of bounded functions on M(E)1 spanned by the set {̃eu | u ∈ S}. Because Ã
is an algebra and ν(̃eu) = Lβ ′(ξ, eu) = P (̃eu) for every u ∈ S , by the monotone class
theorem we have

(4.3) ν(F ) = P(F) for all F ∈ σ(Ã).

By hypothesis (∗), if u ∈ C then there exists a sequence (fn)n ⊂ [S] converging uni-
formly to Vtu. As a consequence, for every µ ∈ M(E) we have |efn(µ) − eVtu(µ)| ≤
‖fn−Vtu‖∞ ·l1(µ), hence |̃efn−ẽVtu| ≤ ‖fn−Vtu‖∞ ·̃l1 onM(E)1. It follows that (̃efn)n
converges pointwise to ẽVtu on the set [̃l1 < ∞] ∈ σ(Ã). From ν(̃l1) = Lβ ′(ξ, l1) < ∞

we deduce that l̃1 <∞, ν-a.e. Therefore, 1[̃l1<∞] · ẽVtu is σ(Ã)-measurable and by (4.3)
we now get ν(̃eVtu) = P (̃eVtu). Since Qt (eu) = eVtu, we conclude that

Lβ ′(ξ,Qt (eu)) = ν(̃eVtu) = P(Qt (eu)).

Notice that it follows from Corollary 4.3 that the weak Ray topology on M(E) is natural
for Uβ ′ . Consequently, the weak topology on M(E) is also natural. Assertion (i) and the
last assertion of (iii) follow now by (2.5) applied to Uβ ′ instead of U .

Step II. If we put uo := R
E1\E
b′

1 then, since BE1\E
b′

1 = 0, we have uo = 1E1\E , and
therefore

M(E) = [luo = 0] ∈M(E1).

For every µ ∈ M(E1) there exists a decreasing sequence (vn)n ⊂ bE(Ub′) such that
vn ≥ uo for every n and luo(µ) = infn lvn(µ). Therefore, we have luo = inf{F ∈ E(Uβ ′) |
F ≥ luo}. According to [2], the function luo is strongly supermedian with respect to Uβ ′
and so the set M(E) = [luo = 0] is a finely open subset of M(E1) and

(4.4) R
M(E1)\M(E)
β ′ 1 = 1M(E1)\M(E).

Because U1
b′
(uo) = 0, it follows by Proposition 4.2 that Uβ ′(luo) = lU1

b′
(uo)
= 0. Conse-

quently, M(E1) is embedded in M(E)1. Since from Step I of the proof the resolvent U
on M(E1) is associated with a right process with state space M(E1), by (4.4) we can
restrict this process to M(E), obtaining the right process having (Qt )t≥0 as transition
function.

Assertion (iv) follows from Proposition 4.7, relation (3.3) and since by Hunt’s theo-
rem on balayages we have RGβ f (x) = E

x(e−βTGf (XTG)).

Step III. Assume thatX is a Hunt process. From Theorem (47.10) in [17] we deduce that
X has càdlàg trajectories in any Ray topology. We consider such a Ray topology TR which
is finer than the original topology and is generated by a Ray coneR ⊃ C. Let λ ∈ M(E).
By (4.2) there exists a function v ∈ E(Ub′) ∩ L1(E, λ) having TR-compact level sets.
Corollary 4.3 implies that lv ∈ E(Uβ ′) and it follows by [7] that lv has compact level sets
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in the weak Ray topology. According to (4.1), there exists an increasing sequence (Mn)n
of weak Ray compact subsets of M(E) such that

(4.5) inf
n
R
M(E)\Mn

β ′ 1(λ) = 0.

In order to prove that the (X,8)-superprocess has càdlàg trajectories and it is quasi-left-
continuous, we proceed as in the proof of Theorem 3.7.7 from [2].

We first show that the superprocess has P
λ
-a.s. left limits in M(E). Let E be the Ray

compactification ofE with respect toR. Since by Corollary 4.3 the function 1−eu is Uβ ′′ -
excessive (provided that u ∈ R, for some β ′′ > β ′), the process t 7→ e−β

′′t (1−eu)(X8t ) is
a bounded right continuous supermartingale. We infer that this process has left limits P

λ
-

a.s. (cf. [8]). Since the Ray coneR is separable with respect to the uniform norm, the pro-
cess (X8t )t≥0 has P

λ
-a.s. left limits in M(E). From R

M(E)\Mn

β ′ 1(λ) = E
λ
(e−β

′TM(E)\Mn )

we deduce by (4.5) that P
λ
-a.s. we have supn TM(E)\Mn

= ∞. Hence for every ω ∈ �
with TM(E)\Mn

(ω) < ∞ we have X8t (ω) ∈ Mn provided that t < TM(E)\Mn
(ω) and

so X8t−(ω) ∈ Mn. Consequently, the process (X8t )t≥0 has left limits (in the weak Ray

topology) in M(E), P
λ
-a.s. on [0,∞).

Let now (Tn)n be an increasing sequence of stopping times and T = limn Tn. We
show that limnX

8
Tn
= X8T , P

λ
-a.s. It follows from the above considerations that the limit

Z = limnX
8
Tn

exists in M(E), P
λ
-a.s. It remains to prove that Z = X8T , P

λ
-a.s. Let

u, v ∈ C, G := eu and F := ev . If α > 0 and n < m then

E
λ
(G(X8Tn)Uβ ′+αF(X

8
Tm
)) = E

λ
(
G(X8Tn)

∫
∞

0
e−(β

′
+α)teVtv(X

8
Tm
) dt

)
= E

λ
(
G(X8Tn)

∫
∞

Tm

e−(β
′
+α)(t−Tm)F(X8t ) dt

)
.

Assuming that Vt (C) ⊂ C ⊂ R and letting m→∞, we obtain

E
λ
(G(X8Tn)Uβ ′+αF(Z)) = E

λ
(
G(X8Tn)

∫
∞

T

e−(β
′
+α)(t−T )F(X8t ) dt

)
= E

λ
(G(X8Tn)Uβ ′+αF(X

8
T )).

Letting now n→∞ we get

E
λ
(G(Z)αUβ ′+αF(Z)) = E

λ
(G(Z)αUβ ′+αF(X

8
T )).

Because F ∈ [bE(Uβ ′)], letting α→∞, we get

E
λ
(G(Z)F (Z)) = E

λ
(G(Z)F (X8T )).

The σ -algebra M(E) being generated by {eu | u ∈ C}, a monotone class argument
implies that the above equality holds for all F,G ∈ pM(E) and, as a consequence,
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E
λ
(H(Z,Z)) = E

λ
(H(Z,X8T )) for allH ∈ p(M(E)×M(E)). Taking asH the charac-

teristic function of the diagonal ofM(E)×M(E), we conclude that P
λ
([Z 6= X8T ]) = 0.

ut

Remark. (i) Theorem 4.9(iv) gives a relation between the hitting distributions of the
finely open sets of the given spatial Markov process X and the hitting distributions of
the (X,8)-superprocess. Notice that an analogous result for the excessive functions was
stated in Corollary 4.3, namely the Ub′ -excessive functions were identified (through the
map u 7→ lu) with the “linear” Uβ ′ -excessive functions.

(ii) The additional assumption from Theorem 4.9(ii) is satisfied if condition (4.a) from
Proposition 4.8 holds. One can check that in the proof of Theorem 4.9(ii) we use only the
following weaker assumption: Vt (C) is a subset of the closure of [C] in the supremum
norm. This condition is satisfied if (4.b) holds.

(iii) The two integrability conditions imposed (in Section 1) on the kernel N are pre-
cisely those considered in Theorem 3.2, Section 4.3.3 of [11] and are clearly satisfied if
the assumption N(u ∨ u2) ∈ bpB from [13] holds.

Appendix

Proof of Proposition 3.1. Let F := E×(0,∞). We shall consider on (F,B(F )) the semi-
group having the infinitesimal generator the “heat operator” A− d/dt . More precisely, if
h : E × (0,∞)→ R is B(F )-measurable, then we put

P̃th(x, s) :=
{
Pth(x, s − t) if s > t,

0 if s ≤ t.

One can check that (P̃t )t≥0 is a sub-Markovian semigroup of kernels on (F,B(F )). Let
(Ṽα)α>0 be its associated resolvent, so that

Ṽαh(x, t) =

∫ t

0
e−αsPsh(·, t − s)(x) ds.

Clearly, the initial kernel Ṽ of (Ṽα)α>0 is given by

Ṽ h(x, t) =

∫ t

0
Psh(·, t − s)(x) ds.

We shall give two properties of (Ṽα)α>0.

(A.1) If β > 0 and f ∈ bpB, then

(I + βṼ )P βf = Pf on F,

where Pf (x, t) := Ptf (x) and P βf (x, t) := P βt f (x).
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Indeed, we have (I +βṼ )P βf (x, t) = β
∫ t

0 PsP
β
t−sf (x)ds+P

β
t f (x) = e

−βtPtf (x)+

e−βtPtf (x)
∫ t

0 βe
βsds = Ptf (x).

(A.2) If f, g ∈ pB(F ) and (I + βṼ )f = (I + βṼ )g <∞ then f = g.

The assertion follows directly from the resolvent equation.
Equation (1.1) is equivalent to

v = Pf + Ṽ 8(·, v),

while (3.1) is equivalent to
v = P βf + Ṽβ8β(·, v),

where the function v ∈ pB(F ) is defined by v(x, t) := vt (x).
Since Ṽ v <∞, by (A.2) and (A.1) we have

v = P βf + Ṽβ8β(·, v) ⇔ (I + βṼ )v = (I + βṼ )(P βf + Ṽβ8β(·, v))

⇔ v + βṼ v = Pf + Ṽ 8β(·, v)

⇔ v = Pf + Ṽ 8(·, v).

Hence (1.1) and (3.1) are equivalent.

Sketch of the proof of Proposition 3.2. As we mentioned in Introduction, this proof is due
to P. J. Fitzsimmons (private communication).

Step I. Assume that c ≡ 0 and
∫ 1

0 s N(·, ds) ∈ bpB. The function Vtf is constructed by
the method of Picard iterations.

I.1. Let us fix λo, to > 0 and define λ1 := λoe
βto . Let a be a real number with a ≥

M + ‖b‖∞, where
∫
∞

0 s N(·, ds) ≤ M . If we define the function ϕ by

ϕ(x, λ) := 8(x, λ)+ aλ, x ∈ E, λ ∈ R+,

we deduce that

0 ≤ ϕ(x, λ) ≤ (a + β)λ for all x ∈ E and λ ∈ [0, λ1],

and ϕ is a Lipschitz function on [0, λ1] with Lipschitz constant C > 0 (uniformly in
x ∈ E).

For f ∈ bpB, f ≤ λo, and x ∈ E we define V 0
t f (x) = 0 and, for k ≥ 0,

V k+1
t f (x) = P at f (x)+

∫ t

0
P as (x, ϕ(·, V

k
t−sf )) ds, 0 ≤ t ≤ to,

where P at := e−atPt . One can prove that

0 ≤ V kt f (x) ≤ e
βt
‖f ‖∞
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for all x ∈ E, and

‖V k+1
t f − V kt f ‖∞ ≤

(Ct)k

k!
‖f ‖∞.

The last inequality implies that the limit

Vtf (x) = lim
k
V kt f (x)

exists uniformly in (x, t) ∈ E × [0, to]. In particular, the function vt (x) := Vtf (x),
x ∈ E, is a solution of the equation

(A.3) vt (x) = P
a
t f (x)+

∫ t

0
P as (x, ϕ(·, vt−s)) ds, 0 ≤ t ≤ to.

The uniqueness for equation (1.1) follows by Gronwall’s lemma while the semigroup
property (assertion (iv)) is a consequence of this. Varying λo and to, we obtain the exis-
tence and uniqueness for equation (A.3) for every f ∈ bpB. By Proposition 3.1 we now
deduce that assertions (i) and (ii) hold. Assertion (iii) follows since the right continuity of
the map t 7→ Ptf (x) implies the same property for t 7→ V kt f (x) for every k ≥ 0.

I.2. The negative definiteness. We show that if the map V : bpB → bpB is such that
f 7→ Vf (x) is negative definite for every x ∈ E, then so also is f 7→ ϕ(x, Vf (x)).
Indeed, the assertion follows from (2.6) because

ϕ(x, λ) =

(
a − b(x)−

∫
∞

0
s N(x, ds)

)
λ+

∫
∞

0
(1− e−λs)N(x, ds)

and a ≥ b+
∫
∞

0 sN(·, ds). Notice that the map f 7→ P at Vf (x) is also negative definite.
We conclude by induction that f 7→ P at V

kf (x) is negative definite for every k, and
therefore also f 7→ Vtf (x) as a limit of negative definite functions.

Step II (The general case for c and N ). For η ∈ (0, 1) define

8η(x, λ) = −b(x)λ+

∫
∞

0
(1− e−λs − λs)Nη(x, ds),

where
Nη(x, ds) :=

2c(x)
η2 εη(ds)+ 1[s>η]N(x, ds).

Then
∫ 1

0 sN
η(·, ds) ∈ bpB, 8η is also a Lipschitz function on [0, λ1] and by the hypoth-

esis on N ,

lim
η→0

sup
λ≤λ1

1
λ2 ‖8

η(·, λ)−8(·, λ)‖∞ = 0.

If V ηt f denotes the solution of equation (1.1) with Nη instead of N , then by Gronwall’s
lemma V ηt f converges uniformly in x and t ≤ to to the solution Vtf of (1.1) as η→ 0.

Assertion (vi) holds since a consequence of (iv) is the fact that the map f 7→ Vtf (x)

is increasing and by the uniqueness of the solution of (1.1).
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Proof of Proposition 3.3. As in the proof of (2.7) from [13], the existence and uniqueness
of the solution of equation (3.2) follows from Proposition 3.2 applied for 8(x, λ) =
−b(x)λ. Equation (3.3) follows by uniqueness. The inequalities e−β

′tPt ≤ P
b
t ≤ e

βtPt ,
P
b2
t ≤ P

b1
t if b1 ≤ b2, and the first assertion of (iii) are consequences of (3.3). In

particular, we get P bt 1 > 0.
Assertion (ii) follows since by Proposition 3.2(iii) the resolvent Uβ is exactly subordi-

nate to U , and by Section 5.1 in [2]. To prove that (P b2−b1
t )b1 = P

b2
t , let St := (P b2−b1

t )b1 .
It is sufficient to show that for all t ≥ 0 we have

Stf = Ptf −

∫ t

0
Ps(b2St−sf ) ds.

Since St=P
b2−b1
t −

∫ t
0 P

b2−b1
s (b1St−s) ds and P b2−b1

s =Ps−
∫ s

0 Pu((b2−b1)P
b2−b1
s−u ) du,

we get

P
b2−b1
t − St =

∫ t

0
ds

(
Ps −

∫ s

0
Pu((b2 − b1)P

b2−b1
s−u ) du

)
(b1St−s),

thus

St − P
b2−b1
t +

∫ t

0
Ps(b1St−s) ds =

∫ t

0
ds

∫ s

0
Pu((b2 − b1)P

b2−b1
s−u (b1St−s)) du

=

∫ t

0
du

[
Pu

(
(b2 − b1)

∫ t−u

0
P b2−b1
s (b1S(t−u)−s) ds

)]
=

∫ t

0
Pu((b2 − b1)(P

b2−b1
t−u − St−u)) du,

St = P
b2−b1
t +

∫ t

0
Pu((b2−b1)P

b2−b1
t−u ) du−

∫ t

0
Pu(b2St−u) du = Pt−

∫ t

0
Ps(b2St−s) ds.

Proof of Proposition 4.1. By Proposition 3.2(v)&(vi) and (2.6), the map f 7→ eVtf (µ) is
positive definite on bpB for every µ ∈ M(E), and if (fn)n ⊂ bpB is pointwise decreasing
to zero, then eVtfn ↗ eVt0. By Corollary 2.6 there exists a unique finite measure Qt,µ on
(M(E),M(E)) such that Qt,µ(ef ) = eVtf (µ) for every f ∈ bpB. Put

QtF(µ) := Qt,µ(F ), F ∈ bpM(E).

Since Qt (ef ) ∈ bpM(E) for every f ∈ bpB and the set {
∑n
i=1 aiefi | n ∈ N∗, fi ∈

bpB, ai ∈ R, i ≤ n} is an algebra of bounded M(E)-measurable functions generating
M(E), we conclude that QtF ∈ bpM(E) for every F ∈ bpM(E), hence Qt is a kernel
on (M(E),M(E)).

Proof of Proposition 4.2. We define the function ϕt : R+ → bpB by ϕt (λ) := Vtλf .
Since the map f 7→ Vtf (x) is negative definite, it is increasing, and using Corollary 2.6,
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it is concave. The function λ 7→ ϕt (λ)/λ is therefore decreasing and by Proposition 3.2(ii)
we have

(A.4)
ϕt (λ)

λ
≤ eβt‖f ‖∞.

Therefore, the function ϕ′t (0) := supλ>0 ϕt (λ)/λ belongs to bpB and, in addition, for
every µ ∈ M(E) we have

lϕ′t (0)(µ) = lim
λ↘0

1− eϕt (λ)(µ)
λ

.

On the other hand, Qt (eλf ) = eϕt (λ), and therefore lϕ′t (0)(µ) = −(Qt (eλf )(µ))
′

λ=0 =

Qt lf (µ). Hence it is sufficient to show that ϕ′t (0) satisfies equation (3.2). We have

ϕt (λ)

λ
= Ptf −

∫ t

0
Pt−s

(
b
ϕs(λ)

λ

)
ds

−

∫ t

0
Pt−s

(
c
ϕ2
s (λ)

λ
+

∫
∞

0

1
λ

[1− eϕs (λ)u − ϕs(λ)u]N(·, du)
)
ds.

Letting λ→ 0 we find that ϕ′t (0) satisfies (3.2) since the last two terms converge to zero
by (A.4) and because limλ↘0 ϕs(λ) = 0.

Notes added in proof. 1. In Zenghu Li’s monograph [16], devoted to measure-valued branching
processes, it is shown (by a counterexample in Section 5.4) that the hypothesis on X to be a Hunt
process in Theorem 4.9(ii) is necessary in order to deduce that the (X,8)-superprocess is also a
Hunt process.

2. In the proof of Theorem 4.9, a main step in obtaining the càdlàg property of the trajectories
of the measure-valued (X,8)-superprocess was the existence of a nest of weak compact sets on
the space of measures, produced by a special excessive function having compact level sets. It turns
out that this is an efficient way to obtain the path regularity of a Markov process in other infinite-
dimensional situations too; a presentation of this method and its applications in relevant examples
are given in the survey article [6].

3. In [5] a Markov process is constructed which is a combination of an (X,8)-superprocess and
a discrete branching type process, on the space of finite configurations of positive finite measures.
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