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Abstract. The ring of projective invariants ofn ordered points on the projective line is one of the
most basic and earliest studied examples in Geometric Invariant Theory. It is a remarkable fact and
the point of this paper that, unlike its close relative the ring of invariants ofn unordered points, this
ring can be completely and simply described. In 1894 Kempe found generators for this ring, thereby
proving the First Main Theorem for it (in the terminology introduced by Weyl). In this paper we
compute the relations among Kempe’s invariants, thereby proving the Second Main Theorem (again
in the terminology of Weyl), and completing the descriptionof the ring 115 years later.

This paper introduces a number of new tools to the problem, and uses the graphical algebra for-
malism to intermediate between representation-theoreticarguments (for symmetric and Lie groups),
and the symmetry-breaking of the Speyer–Sturmfels degeneration.
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1. Introduction

We consider the ring of invariants ofn points on the projective line, defined as the projec-
tive coordinate ring of the GIT quotient of(P1)n by the group SL(2). This is a classical
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archetype of GIT and a common first example in the theory. To form the quotient, one
must choose weightsw = (w1, . . . , wn); it is then given by

(P1)n 99K (P1)n //w SL(2) = ProjRw

whereRw =
⊕∞

k=0 R
(k)
w , with R

(k)
w = Ŵ((P1)n,O(kw1, . . . , kwn))

SL(2). (Note that we
use the notationR(k) for the k piece of a graded ringR.) The ring of invariantsRw

turns out to be generated in its lowest nonzero degree, so theGIT quotient has a natural
projective embedding. We denote the weight(1, . . . , 1) by 1n.

Theorem 1.1 (Main Theorem, informal version).If w 6= 16, the ideal of relations be-
tween lowest degree invariants is generated by quadratics.

Detailed motivation and background for this problem are given in the announcement
[HMSV2]. We describe there how small cases have long been known to yield beautiful
classical geometry. In this paper, we show that this rich structure extends to any num-
ber of points with any weighting: the relations for the moduli space are generated by a
particularly simple type of quadratic, with the single exception of the Segre cubic for six
points. In a precise sense, the ideal is cut out by essentially one equation, inherited from
then = 8 case. If Kempe’s theorem is the analogue of Weyl’s “First Main Theorem” for
SL(2) (see [W]), then this is the analogue of his “Second Main Theorem.”

This is the culmination of a number of papers on this topic, sowe wish to be clear
about its relationship to the others. [HMSV1] (subsuming two earlier arXiv preprints)
opened up this question: through blunt toric degeneration and explicit local calculation,
hints that the relations were simple quadrics were observed. It was shown there that cer-
tain quadrics (not as simple as those in this paper) cut out the space. The other important
paper [HMSV6] is on the interplay of the geometry and representation theory in the mod-
ular fivefold parametrizing eight points on the line.

The current paper is the main one of the series. It introducesfundamentally new
techniques to the problem, and is not simply a refinement of our preliminary ideas of
[HMSV1]. The quadric here is simpler than those speculated about in[HMSV1]. The
argument uses the formalism of graphical algebras to balance on one hand representation
theory arguments (of both symmetric and Lie groups), with onthe other hand informa-
tion from symmetry-breaking (from a better toric degeneration, discovered by Speyer and
Sturmfels from tropical motivation).

1.1. Integrality issues

For simplicity, we prove our results overQ, but our results apply more generally, as
we show in [HMSV4]. In preparation for this, we prove intermediate results over more
general base rings, which we hope will not distract readers interested in characteristic
0. In particular, this paper proves Theorem1.1 over Z[1/12!], but the precise version
(Theorem1.2) only overQ.



Relations for the ring of invariants ofn points 3

1.2. The graphical formalism

We use a graphical interpretation of the ring of invariants,which allows us to deal effec-
tively with both theSn-symmetries and the broken symmetries of toric degenerations.
To a directed graphŴ on vertices labeled 1 throughn (in bijection with the points), with
valence vectorkw = (kw1, . . . , kwn), we associate an invariant inR(k)

w :

XŴ =
∏

−→
ij

(xiyj − xjyi).

Here the product is taken over the edges
−→
ij of Ŵ andxi andyi are projective coordinates

for P1. Note that ifŴ has aloop—that is, an edge with the same source and target—
thenXŴ = 0. (Throughout this paper, graphs are allowed to have loops and multiple
edges between the same vertices.) A fundamental result fromclassical invariant theory
states that theXŴ spanR

(k)
w . Kempe showed that forw = 1n andn even the ringRw is

generated in degree 1 (Theorem2.1). Thus, in this situation,Rw is generated by those
XŴ whereŴ is amatching, that is, a graph in which each vertex belongs to precisely one
edge. A similar result holds for anyn andw.

1.3. Relations

The theorem of Kempe mentioned above provides generators for the ringRw. The purpose
of this paper is to determine the relations between these generators. A number of obvious
relations exist; we catalog some of them below. An importantphenomenon shows itself
already in these simple examples: relations onn points can be extended to give relations
on more thann points. This is a key theme in our treatment and is discussed in detail
in §7.1.

The most obvious relation is thesign relation: we haveX−→
ab

= −X−→
ba

. This can be

regarded as a relation between two invariants withn = 2 andw = 12. It extends to
invariants with arbitraryn andw as follows: ifŴ is any graph andŴ′ is obtained fromŴ

by switching the direction of a single edge thenXŴ = −XŴ′ .
The next most simple relation appears whenn = 4 andw = 14:

= +

This is the classicalPlücker relation. It extends to eachR(k)
w as well: given a graphŴ with

valence vectorkw and two edges
−→
ab and

−→
cd of Ŵ we have the identity

XŴ = XŴ1 + XŴ2 (1.1)

whereŴ1 andŴ2 are the graphs obtained fromŴ by replacing{
−→
ab,

−→
cd} with {

−→
ad,

−→
cb} and

{
−→
ac,

−→
bd} respectively. We will use the phrase “to Plücker two edges

−→
ab and

−→
bc of a graph

Ŵ” to mean “to replaceXŴ by XŴ1 + XŴ2.” The sign and Pl̈ucker relations are both linear
relations; in fact, they span all linear relations.
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Some higher degree relations are conveniently thought of interms of colored graphs.
By a k-colored graphwe mean a graph in which each edge has been assigned one ofk

colors. By amulti-matchingof degreek we mean ak-colored graph in which each vertex
appears in precisely one edge of each color. LetŴ be a multi-matching of degreek on n

vertices. We define the elementXŴ of (R
(1)
1n )⊗k to be the pure tensor

⊗
XŴ(i) where the

product is over the colorsi andŴ(i) is the subgraph ofŴ on the edges of colori. In terms
of colored graphs, the map(R(1)

1n )⊗k → R
(k)
1n “forgets the color.”

TheSegre cubic relationis described with colored graphs as follows:

= (1.2)

(Because the paper version of the article is black-and-white, while the online publication
is in color, we will follow the convention that the solid lines are green, the dashed red
and the dotted blue.)Each edge should be directed in the same way on both sides of
the equation. This relation holds because the graphs on eachside have the same set of
edges—only the colors are different. The Segre cubic relation extends to cubic relations
on R

(1)
1n for any evenn > 6. For example, we have the following relation on eight points

starting from the Segre cubic on six points:

= (1.3)

There is a “new” relation forn = 8, binomial and quadratic:

= (1.4)

As with all previously discussed relations, the above relation extends to relations on more
points. One way to extend the above relation is to add some number of doubled edges to
each side; we call such relations thesimplest binomial relations. Examples are given in
[HMSV2, §4].

1.4. The main theorem

We now state Theorem1.1more precisely in the main case ofn even and unit weights.

Theorem 1.2 (Main theorem, main case).For evenn 6= 6 the idealI1n of relations
(the kernel ofSymR

(1)
1n ։ R1n) is generated by the simplest binomial relations. The

symmetric groupSn acts transitively on these relations, so any one of them generatesI1n

as anSn-ideal.
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(The idealI16 is principal and generated by the Segre cubic relation (1.2) overZ.)

Remark 1.3. The discussion of [HMSV1, §2.17] explains how to reduce the case of
arbitrary weight to the “main case.” Thus as a corollary we have Theorem1.1, and more
precisely, the quadratics are explicitly given by “clumping vertices” (loc. cit.). Thus for
the remainder of the paper, we will deal only with this “main case” ofw = 1n andn even.

We essentially conjectured Theorems1.1and1.2 in [HMSV1, §1.5]. We saw the two
main theorems of that paper as evidence: first, that a class ofrelations called the “sim-
ple binomial relations,” containing the simplest binomialrelations, cuts out the quotient
scheme-theoretically, and second, that the ideal is generated by relations of degree at most
four. These two results are subsumed by Theorem1.2in the main case, and Theorem1.1
(in its more precise form, Remark1.3) in general.

Remark 1.4. Given that Theorem1.2 states thatI1n , for evenn 6= 6, is generated by a
single quadratic up toSn-symmetry, one may wonder whether the same holds whenn

is odd. A short representation-theoretic argument shows that if n is 5, 7 or 9 then this is
indeed the case (see [HMSV2, Fig. 3(h)] for a simple generator withn = 5), but if n is
odd and at least 11 then the space of quadratic relations is not a cyclicSn-module, soI1n

is not principal as anSn-ideal.

1.5. Representation-theoretic description

Here is a representation-theoretic description of the quadratics (in the main case) in char-
acteristic 0 that is both striking and relevant. TheSn-representation onR(1)

1n is irreducible

and corresponds to the partitionn/2+ n/2. The representation Sym2 R
(1)
1n is multiplicity-

free and contains those irreducibles corresponding to partitions with at most four parts,
all even (Proposition6.5). The space of quadratic relations is the subspace of Sym2 R

(1)
1n

spanned by those irreducibles corresponding to partitionswith preciselyfour parts. Being
multiplicity-free, this is necessarily a cyclicSn-module. The reader may wonder why we
privilege a particular generator; the answer is that this relation is in some imprecise sense
forced upon us by the graphical formalism.

1.6. Outline of proof

We now outline the proof, noting where the arguments are ad hoc or less satisfactory. The
challenge is to relate three structures which often operateat cross purposes: the generation
of new relations from relations on fewer points; the action of Sn on everything; and
the graphical description of the algebra, including the useof colored graphs to describe
relations.

In §2, we set the stage by giving our preferred description of the invariant ring. We
replace the integern by a finite setL of cardinalityn, as this makes many constructions
more transparent. In §3–4 we use a Speyer–Sturmfels toric degeneration to get some con-
trol on the degrees and types of generators, temporarily breaking theSL-symmetry. We



6 Benjamin Howard et al.

show that the degenerated ring is generated in degree one andthat the relations between
the degree one generators are generated by quadratic relations and certain explicit cubic
relations. In §5 we lift these explicit cubic relations to the original invariant ring. Having
deduced that the ideal of relations is generated by quadratics and these particular (“small
generalized Segre”) cubics, we are done with the toric degeneration. Our next goal is to
show that the particular cubics lie in the idealQL generated by quadratic relations.

In order to take advantage of theSL-action, in §6 we study the tensor powers of the
degree one invariants as representations, introducing a useful “partition filtration.” Our
results will (for example) allow us to write invariants and relations in terms of highly
disconnected graphs, which is the key to our later inductivearguments. The last result of
this section is disappointing: it is the only place in the article where computer calculation
is used. However, the calculations are quite mild—they concern cubic invariants on six
points and amount to simple linear algebra problems in vector spaces of dimension at
most 35—and we feel that a dedicated human being could perform them in a matter of
hours.

In §7, we show that forn ≥ 10 all relations are induced from those on fewer points
(precisely,n−2,n−4 orn−6 points), modulo quadratic relations. The casesn ≥ 12 are
direct and structural, but the casen = 10 is ad hoc and inelegant because “the graphs are
too small” to apply the structural techniques. As a consequence, we find that if the ideal
is generated by quadratics forn − 2, n − 4 andn − 6 points then it is forn points as well.

In §8, we show that the ideal is generated by quadratics whenn 6= 6. This implies The-
orem1.1by Remark1.3. Thanks to the previous section, showing generation by quadrat-
ics reduces by induction to showing the result for the three “base cases” wheren is 8, 10
and 12. We accomplish this by further reducing the 10- and 12-point cases to the 8-point
case and then appealing to earlier work for the 8 point case. The reduction from the 10-
and 12-point case to the 8-point case is one of the most difficult and least conceptual parts
of the paper, so the reader may wish to skip this section on a first reading. One might
hope that these results, being finite computations, could berelegated to a computer, but
the computations are large enough so that this is not possible with current technology
using naive algorithms.

Finally, in §9 we show that the quadratic relations are spanned by the simplest bi-
nomial relations using the representation theory ofSL, completing the proof of Theo-
rem1.2.

1.7. The projective coordinate ring ofXn // G

The third author has observed that many of the formal concepts in this paper—such as
outer multiplication and the simple binomial relations—infact apply to the study of the
projective coordinate ring ofXn // G for any projective varietyX with an action of a
groupG. He has constructed a formalism for dealing with the resulting structures and
formulated a few general finiteness conjectures. One of the more surprising realizations
is that the graphical formalism discussed above applies to any variety, in a certain sense.
This general point of view may even shed more light on the present case: in this formal-
ism, Theorem1.2 can be reinterpreted as stating that a certain “ring,” made up of the
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rings R1n with varying n, is finitely presented. If such finitely presented “rings” were
coherent (a weakening of the noetherian property) then one would immediately obtain
universal degree bounds on syzygies, as we have for relations. This work will appear in a
forthcoming paper.

1.8. Notation and conventions

We follow some conventions in an attempt to make the notationless onerous. Throughout,
L will be a finite set. By aneven setwe mean finite set of even cardinality. Semigroups
will be in script, e.g.,G , S , R. Graphs are denoted by uppercase Greek letters, e.g.,
Ŵ, 1. Trivalent trees will be denoted by4. An edge of a directed (resp. undirected) graph

from vertexx to y is denoted
−→
xy (resp.xy). In general,S (in various fonts) will refer to

constructions involving general directed graphs, andR will refer to regular graphs. We
work overZ (see §1.1) in general.

2. The invariant ring RL

In §2 we define the ring of invariantsRL for a finite setL, and give some of its properties.

2.1. The semigroupGL and the ringsSL andRL

Let L be a finite set. Denote byGL the set of directed graphs onL. GiveGL the structure
of a semigroup by definingŴ · Ŵ′ to be the graph onL whose edge set is the disjoint
union of the edge sets ofŴ andŴ′. For an elementŴ of GL we denote the corresponding
element of the semigroup algebraZ[GL] by XŴ. (Readers interested in characteristic 0
may freely replace any occurrence ofZ or Z[1/n] by Q throughout.)

For a, b ∈ L let
−→
ab denote the graph inGL with a single directed edge froma to b.

Clearly GL is the free commutative semigroup on the
−→
ab, andZ[GL] is the polynomial

ring on theX−→
ab

.
Define the ringSL as the quotient ofZ[GL] by the following three types of relations,

described in §1.2.

• Loop relation:If Ŵ has a loop thenXŴ = 0.
• Sign relation:If Ŵ is obtained fromŴ′ by reversing the direction of an edge thenXŴ

= −XŴ′ .
• Plücker relation:If a, b, c andd are elements ofL, thenX−→

ab
X−→

cd
= X−→

ad
X−→

cb
+X−→

ac
X−→

bd
.

The sign relation implies the loop relation when 2 is inverted. We still writeXŴ for the
image ofXŴ in the ringSL.

Recall that a graphŴ onL is said to beregular of degreed if each vertex ofŴ belongs
to preciselyd edges. DefineRL to be the subgroup ofSL generated by theXŴ with Ŵ

regular. ClearlyRL is a subring ofSL. GradeRL by declaringXŴ to be of degreed if Ŵ is
regular of degreed. If |L| is odd, then every regular graph onL has even degree, soRL is
concentrated in even degrees. (The “first and second main theorems of invariant theory,”
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mentioned implicitly in §1.2, imply thatSL is the SL(2)-invariant part of the Cox ring
of (P1)L and thatRL is the SL(2)-invariant part of the projective coordinate ring of(P1)L

with respect to the line bundleO(1)⊠L.)
These constructions are functorial inL: A map of setsφ : L → L′ induces a ho-

momorphismGL → GL′ of semigroups and thus a homomorphismZ[GL] → Z[GL′ ] of
semigroup rings. This ring homomorphism respects the sign and Pl̈ucker relations and so
induces a ring homomorphismSL → SL′ . If the fibers ofL all have the same cardinality
thenRL is mapped intoRL′ , and we thus obtain a mapRL → RL′ . As a special case, we
see thatSL = Aut(L) acts onRL.

2.2. Translation from directed graphs to undirected graphs

To avoid confusion with signs, it will often be convenient totranslate from directed graphs
to undirected graphs. LetL be an even set. We denote byML the set of directed match-
ings onL. An orientationonL is a mapǫ : ML → {±1} satisfyingǫ(σŴ) = sgn(σ )ǫ(Ŵ)

for σ ∈ SL andŴ ∈ ML. There are two orientations onL.
Fix an orientation ofL. For anundirectedmatchingŴ we putYŴ = ǫ(Ŵ̃)XŴ̃ where

Ŵ̃ is any directed matching with underlying undirected matching Ŵ. The YŴ span the
spaceR(1)

L and satisfy the loop relation and the “undirected Plücker relation”

YŴ1 + YŴ2 + YŴ3 = 0,

wheneverŴ2 andŴ3 are obtained by modifying two edges ofŴ1 appropriately. We often
prefer to work with theYŴ instead of theXŴ since there are no directions to keep track
of. However, one must keep in mind that the action of the symmetric group on theYŴ

is twisted by the sign character from the most obvious action: σYŴ = sgn(σ )YσŴ for
σ ∈ SL. We often use theYŴ without explicitly mentioning the choice of an orientation.

2.3. Kempe’s generation theorem

The purpose of this paper is to give a presentation for the ring RL. To do this we must
first find a set of generators. This problem was solved (for themain case) by Kempe [Ke].

Theorem 2.1 (Kempe). Let L be an even set. Then the ringRL is generated in degree
one. Equivalently, theYŴ (or XŴ) with Ŵ a matching generateRL.

Proof. We recall the proof of [HMSV1, Theorem 2.3], which is simpler than Kempe’s
original proof, to motivate later arguments. For any regular graphŴ onL, we expressYŴ

as a polynomial in elements of the formYŴ′ with Ŵ′ a matching. PartitionL arbitrarily
into two sets of equal cardinality, one called “positive” and the other “negative.” We then
have three types of edges: positive (both vertices positive), negative (both negative) and
neutral (one positive and one negative). After applying thePlücker relation to a positive
and a negative edge, one is left with only neutral edges:

+

+ −

−

=

+

+ −

−

+

+

+ −

−
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(We have neglected signs in the above identity.) AsŴ is regular, it has a positive edge if
and only if it has a negative one. Thus by repeatedly applyingPlücker relations to positive
and negative edges we end up with an expressionYŴ =

∑
±YŴi

where theŴi have only
neutral edges, and are hence bipartite. Hall’s marriage theorem states that in a regular
bipartite graph one can find a matching. Thus eachŴi can be factored into matchings,
which completes the proof. ⊓⊔

2.4. Kempe’s basis theorem

Fix an embedding ofL into the unit circle in the plane. We say that a graphŴ onL is non-
crossingif no two of its edges cross when drawn as chords. The following well-known
theorem of Kempe (also from [Ke]) will be used in the proofs of Proposition3.1 and
Lemma9.3.

Theorem 2.2 (Kempe). TheXŴ with Ŵ non-crossing spanSL. The only linear relations
among these elements are the sign and loop relations. Thus ifone chooses for each undi-
rected loop-free non-crossing graph a direction on the edges then the correspondingXŴ

form a basis forSL. The same is true forRL if one considers regular non-crossing graphs.

In fact, there is a procedure called thestraightening algorithmwhich expresses an arbi-
trary XŴ in terms of the non-crossing basis. The algorithm is simple:take any pair of
edges inŴ which cross and Plücker them. The algorithm terminates because the total
lengths of the edges in each of the two graphs resulting from aPlücker operation is less
than that in the original graph. This nearly proves the theorem; for details see [HMSV1,
Propositions 2.5, 2.6].

2.5. Some definitions

We now define some notation that will be used constantly:

• RL is the ring of invariants, as defined above.
• VL is the first graded pieceR(1)

L of RL; it is spanned by theYŴ with Ŵ a matching.
• IL is the ideal of relations, that is, the kernel of the map Sym(VL) → RL.
• QL is the ideal of Sym(VL) generated byI (2)

L ; it is a subideal ofIL.

3. The toric degenerations gr4 SL and gr4 RL

In §3, we discuss toric degenerations of the ringsSL andRL. These were first described
in [SS], and one was used in [HMSV1]. By a “toric ring” we mean a ring isomorphic to
a semigroup algebra, where the semigroup is the set of lattice points in a strictly convex
rational polyhedral cone; by a “toric degeneration” of a ring we mean a toric ring obtained
as the associated graded of a filtration on the original ring.The main points of §3 are the
following:
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(1) To each trivalent tree4 with leaf setL we give a toric degeneration of the ringsSL

andRL, denoted gr4 SL and gr4 RL respectively.
(2) We give a presentation of the ring gr4 SL.
(3) We discuss the theory of weightings on trivalent trees.
(4) We identify the rings gr4 SL and gr4 RL with semigroup algebras of “weightings.”

3.1. Trivalent trees

By a trivalent treewe mean a connected undirected graph4, without cycles, all of whose
vertices have valence one or three. We call vertices of valence threetrinodes, and vertices
of valence oneleaves. We say leavesx andy form amatched pairif they share a neighbor
(trinode). We say that a trivalent tree ismatchedif it has more than four vertices and every
leaf belongs to a (necessarily unique) matched pair. A matched trivalent tree necessarily
has an even number of leaves.

•

•

• •

•

•

•

•

a

b

c d

e

f

g

h

Fig. 1. A trivalent tree. The verticesc, d andf are trinodes; the rest are leaves. The verticesa and
b form a matched pair, as do the verticesg andh. The tree is not matched becausee does not belong
to a matched pair.

3.2. The toric ringsgr4 SL andgr4 RL

Let 4 be a trivalent tree with leaf setL. For a graphŴ onL, define thelevelof Ŵ (relative
to 4) as

lev4 Ŵ =
∑

−→
ab

(the distance froma to b in 4)

where the sum is over the edges ofŴ, and distance is the number of edges in the
“geodesic.” Clearly lev4 induces a semigroup morphism lev4 : GL → Z≥0. Define an in-
creasing filtrationF4 onZ[GL] by lettingF i

4Z[GL] be the subspace ofZ[GL] spanned by
theXŴ with lev4 Ŵ ≤ i. (The notation lev4 will not be used further.) LetF i

4SL be the im-
age ofF i

4Z[GL] under the surjectionZ[GL] → SL, giving a filtration of the ringSL. Let
gr4 SL denote the associated graded ring. We will show that gr4 SL is a toric ring (Propo-
sition 3.3). For a graphŴ of level n, let XŴ denote the image ofXŴ in F n

4SL/F n−1
4 SL.

Clearly theXŴ span gr4 SL.
Let F i

4RL be the filtration onRL induced from its inclusion intoSL. Let gr4 RL be
the associated graded ring. It is naturally the subring of gr4 SL spanned by theXŴ for
whichŴ is regular.
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3.3. Presentation of the ringgr4 SL

Let J4 denote the ideal inZ[GL] generated by the following (cf. §2.1):

• Loop relation:If Ŵ has a loop thenXŴ = 0.
• Sign relation:If Ŵ′ is obtained fromŴ by reversing the direction of an edge thenXŴ =

−XŴ′ .
• Toric Plücker relation:If a, b, c andd are elements ofL satisfying:

the path froma to b in 4 meets the path fromc to d, and
the path froma to c meets the path fromb to d (see Figure2)

(3.1)

thenX−→
ab

X−→
cd

= X−→
ac

X−→
bd

.

(The notationJ4 is only used in §3.3.)

•

•

• •

•

•

a

d

b

c

=

•

•

• •

•

•

a

d

b

c

Fig. 2. The toric Pl̈ucker relationX−→
ab

X−→
cd

= X−→
ac

X−→
bd

. Both pairs of geodesics overlap on the

horizontal edge of the trivalent tree4. Note that
−→
ad and

−→
bc do not overlap.

The purpose of this section is to prove the following, used in§3.5 to identify gr4 SL

with a semigroup algebra of “weightings.”

Proposition 3.1. The mapZ[GL] → gr4 SL given byXŴ 7→ XŴ is surjective with ker-
nelJ4.

The kernelI of the mapZ[GL] → SL is generated by the sign and Plücker relations.
The kernel of the mapZ[GL] → gr4 SL is the ideal generated by the leading terms of
all elements ofI . In general, of course, this is not the same as the ideal generated by the
leading terms of a generating set ofI . Proposition3.1says that in this situation, however,
this is the case.

Proof of Proposition3.1. The map is clearly surjective and contains the sign relationin
its kernel. We now check that the toric Plücker relation lies in its kernel as well. Leta, b,
c andd belong toL and satisfy (3.1). The equation

X−→
ab

X−→
cd

= X−→
ac

X−→
bd

+ X−→
ad

X−→
bc

holds inSL (the normal Pl̈ucker relation). The two graphs
−→
ab·

−→
cd and

−→
ac ·

−→
bd have the same

level, sayn, since when drawn in4 they use the same edges with the same multiplicity

(see Figure2). The remaining graph
−→
ad ·

−→
bc has level less thann (again, see Figure2).

Thus all terms in the above relation lie inF n
4SL. Reducing moduloF n−1

4 SL we obtain

X−→
ab

X−→
cd

= X−→
ac

X−→
bd

,

which shows that the toric Plücker relation lies inJ4.
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We now show that non-crossing graphs spanZ[GL]/J4. EmbedL into the unit circle
in the plane in such a way that4 can be drawn inside the circle without any crossings. Let

Ŵ be a graph onL which contains crossing edges
−→
ab and

−→
cd . The pathsab andcd then

meet in4. The same reasoning as in the non-toric case now applies: applying the toric
Plücker relation to this pair of edges yields an identityXŴ = XŴ′ where the total length
of edges inŴ′ is less than that ofŴ (here length is computed as distance in the plane, not
the trivalent tree). Continuing in this manner, we get an expressionXŴ = XŴ′ whereŴ′

is non-crossing.
It is now formal to conclude thatZ[GL]/J4 → gr4 SL is an isomorphism. We elabo-

rate on this. Choose a setZ of directed non-crossing graphs such that for each undirected
non-crossing graphŴ there is a unique way to direct the edges ofŴ so that the resulting
graph belongs toZ. The previous paragraph shows that ifŴ is any graph of leveln, we can
find Ŵ′ ∈ Z such thatXŴ = ±XŴ′ + Y holds inSL, whereY ∈ F n−1

4 SL. Applying this
result toY repeatedly, we find that theXŴ with Ŵ in Z and level at mostn form a basis of
F n

4SL (we already know they are linearly independent). It thus follows that theXŴ with Ŵ

in Z are linearly independent in gr4 SL. Since the surjectionZ[GL]/J4 → gr4 SL takes
a spanning set to a set of linearly independent vectors, it must be an isomorphism. ⊓⊔

3.4. Weightings

A weightingξ on a trivalent tree4 is an assignment of a non-negative integer to each
edge of4. Define theweight tripleof a trinodev of 4 to be the weights of the three edges
connected tov. (We write it as an ordered triple even though it is not ordered.) Consider
the following two equivalent conditions on weight triples(a, b, c):

(W1) The triple(a, b, c) satisfies the triangle inequalities (a, b andc can form the sides
of a triangle) anda + b + c is even.

(W2) There exists a triple(x, y, z) of non-negative integers such thata = x+y, b = x+z

andc = y + z.

Note that the triple(x, y, z) is uniquely determined by(a, b, c). We say that a weighting
is admissibleif the weight triple at each trinode satisfies these conditions.

Let Ŵ be an undirected graph on the leaves of4. We say that an edgee of 4 meetsan
edgeij of Ŵ if e occurs in the geodesic joiningi andj . We define a weightingξŴ of 4

by assigning to an edge of4 the number of edges ofŴ which it meets. We callξŴ the
weighting of4 associatedto Ŵ (see Figure3).

Define (toric) Plücker equivalenceto be the equivalence relation∼ on the semigroup
of undirected graphsG un

L onL generated by the following two conditions:

• Givena, b, c, d in L satisfying (3.1), ab · cd ∼ ac · bd.
• If Ŵ ∼ Ŵ′ andŴ′′ is any graph thenŴ · Ŵ′′ ∼ Ŵ′ · Ŵ′′.

The following result gives a correspondence between graphsand weightings.

Proposition 3.2. Associating a weighting of4 to a graph induces a bijection between the
Plücker classes of undirected graphs on the leaves of4 and the admissible weightings
of 4.
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Fig. 3. A graph on the leaves of a trivalent tree and its associated weighting.

Proof. Let Ŵ be a graph and letξ be its associated weighting. We first show thatξ is
admissible. Letv be a trinode of4 and let(a, b, c) be its weight triple. Consider the
picture

•

• •

•

v

p q

r

a b

c

y z

x

Herea is the number of edges ofŴ that meet edgepv; b andc are defined similarly. We
let x be the number of edges ofŴ which, when drawn as geodesics on4, go through both
p andq; we lety andz be the analogous quantities. Clearlya = x + y, b = x + z, and
c = y + z. Thus we have shown that the weightingξ satisfies condition (W2) at each
trinode and is therefore admissible.

If we apply a toric Pl̈ucker relation toŴ then its associated weighting does not change:
the two pairs of edges in the toric Plücker relation contain the same edges when drawn
as geodesics. Thus associating a weighting to a graph yieldsa well-defined map from the
Plücker classes of graphs to the set of admissible weightings.We now show that this map
is bijective.

We first prove that it is surjective. We are given an admissible weightingξ and we
must produce a graphŴ such thatξ is its associated weighting. To do this it suffices to
prove the following: given an admissible weightingξ there exist two leavesi andj of 4

such that when the geodesic joiningi andj is subtracted fromξ , the resulting weighting
is still admissible. For, if this is the case, then we can letij be an edge ofŴ, subtract the
geodesic joiningi andj from ξ and proceed by induction.

Thus letξ be an admissible weighting of4. Let i be any leaf of4 for which ξ does
not vanish on the edge containingi. We produce the vertexj by the following greedy
algorithm. Putv0 = i and letv1 be the unique trinode connected toi. Assume now that
we have definedv0 throughvk. If vk is a leaf then stop and putj = vk. Otherwisevk

is connected to two vertices other thanvk−1. Let vk+1 be the one for which the corre-
sponding edge has higher weight; if the two edges have the same weight then pickvk+1
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arbitrarily. We have thus produced a pair of leavesi andj ; note that thevk are the trinodes
in a geodesic joiningi andj . We must show that when this geodesic is subtracted fromξ ,
the resulting weighting is still admissible.

Let ℓ lie strictly between 0 andk so thatvℓ is a trinode. We have the picture

• •

•

•

vℓ−1 vℓ

vℓ+1

a

b

c

By definition of vℓ+1 we haveb ≥ c. We know that(a, b, c) satisfies (W1). Clearly
(a − 1, b − 1, c) still satisfies the parity condition. We must show that it still satisfies the
triangle inequalities, which amounts to provingc ≤ a + b − 2. This inequality could fail
in two ways: 1)a = 0 andc equalsb or b − 1; or 2)a = 1 andb = c. The first case is
ruled out by the way we selectedvℓ−1 and an easy induction argument. The second case
is ruled out sincea + b + c is even. This proves that the greedy algorithm indeed works
and completes the proof that our map is surjective. Note thatin building the graph from
the weighting there are many arbitrary choices.

We now prove that the map is injective, i.e., ifŴ andŴ′ have the same weightingξ
then they are Plücker equivalent. To show this we show thatŴ is Plücker equivalent to
any of the graphs constructed out ofξ by using the greedy algorithm. It suffices to prove
that if v0, . . . , vk is a sequence coming out of the greedy algorithm then we can apply
toric Plücker relations toŴ so thatv0 andvk are connected inŴ. For then we may remove
this edge fromŴ and the corresponding path inξ and proceed by induction.

Thus letv0, . . . , vk come out of the greedy algorithm. We prove by induction onℓ

thatŴ is Plücker equivalent to a graph containing an edge which passes throughv0 andvℓ

(we say that an edge ofŴ passes through two vertices of4 if its corresponding geodesic
does). This is clear forℓ = 1. Thus assume it is true forℓ and we show that it is true for
ℓ + 1. We have the picture

. . .• • • • •

• • •

v0 v1 v2 vℓ vℓ+1

x1 x2 xℓ

Herexi is the unique vertex connected tovi besidesvi−1 andvi+1. We have assumed that
Ŵ contains an edgee passing throughv0 andvℓ; we must show thatŴ is Plücker equivalent
to a graph containing an edge passing throughv0 andvℓ+1. Now, e itself passes through
eithervℓ+1 or xℓ. In the former case we are done. Thus we may assume thate passes
throughxℓ.

By the definition of the greedy algorithm we have

ξ(vℓxℓ) ≤ ξ(vℓvℓ+1), ξ(vivi+1) 6= 0.
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Thus there exists an edge ofŴ passing throughvℓ andvℓ+1. If every edge which passed
throughvℓ andvℓ+1 also passed throughxℓ then, by the inequality, every edge which
passed throughxℓ andvℓ would also pass throughvℓ+1; it would follow that no edge could
pass throughvℓ−1 andvℓ. However, this would implyξ(vℓ−1vℓ) = 0, a contradiction.
Thus there exists an edgee′ of Ŵ which passes throughvℓ+1 andvℓ butnot throughxℓ. If
v0 is a vertex ofe′ then we are done. Otherwise, applying the toric Plücker relation toe
ande′ yields a graph containing an edge passing throughv0 andvℓ+1. This completes the
proof. ⊓⊔

3.5. The ringsgr4 SL andgr4 RL as semigroup algebras of weightings

Let 4 be a trivalent tree with leaf setL. EmbedL into the unit circle in such a way that
4 can be drawn inside the unit circle without crossings. Choose a total order onL which
is compatible with its embedding into the circle in the sensethat if a ≤ b ≤ c then
one encountersb when traveling clockwise froma to c. Fora, b ∈ L defineǫab to be 1 if
a < b, −1 if a > b, and 0 ifa = b. For a directed graphŴ onL defineǫŴ to be the product

of theǫab over the edges
−→
ab of Ŵ. We writeŴun for the undirected graph associated toŴ.

Finally, letS4 denote the set of admissible weights on4. It is a semigroup since the sum
of two admissible weightings is again admissible. We can nowprove:

Proposition 3.3. There is a unique isomorphism of ringsgr4 SL → Z[S4] mappingXŴ

to ǫŴξŴun.

Proof. We define an auxiliary ring by modifying the sign relation in the presentation of
gr4 SL given in §3.3. Define the idealJ un

4 of Z[GL] by the following types of relations:

• Loop relation:If Ŵ has a loop thenXŴ = 0.
• Modified sign relation:If Ŵ′ is obtained fromŴ by reversing the direction of an edge

thenXŴ = XŴ′ .
• Toric Plücker relation:As in §3.3.

Denote the image ofXŴ in Z[G ]/J un
L by X

un
Ŵ . Note thatX

un
Ŵ makes sense for anundi-

rectedgraphŴ, and that ifŴ andŴ′ are Pl̈ucker equivalent undirected graphs then the
toric Plücker relation impliesX

un
Ŵ = X

un
Ŵ′ . By comparing the definition ofJ un

L to the
presentation of gr4 SL given in Proposition3.1, we find that the map

gr4 SL = Z[GL]/J4 → Z[GL]/J un
4 , XŴ 7→ ǫŴX

un
Ŵ ,

is well-defined and an isomorphism. From the equivalence of weightings and Plücker
classes of undirected graphs given in Proposition3.2, we find that the map

Z[GL]/J un
4 → Z[S4], X

un
Ŵ 7→ ξŴun,

is a well-defined isomorphism. The proposition now follows. ⊓⊔

We translate this result to the regular case. Call a weighting ξ on4 regular of degreed if
for each leafv we haveξ(ev) = d, whereev is the unique edge containingv. Let R4 be
the semigroup of admissible regular weightings on4. We then have:
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Corollary 3.4. There is a unique isomorphism of graded ringsgr4 RL → Z[R4] which
takesXŴ to ǫŴ · ξŴun.

Proposition3.3 and Corollary3.4 show that gr4 SL and gr4 RL are semigroup algebras
and therefore toric rings. (It is not difficult to see thatS4 andR4 are the set of lattice
points in a strictly convex rational polyhedral cone, but this will not be of importance
to us.)

3.6. Reduced weightings

We close §3 with a discussion of reduced weightings, which we use in §4–5. Let 4 be
a trivalent tree. By areduced weightingon 4 we simply mean a weighting on4—the
terms are synonymous but used to distinguish the usage of “admissible.” We say that a
reduced weighting isadmissibleif it satisfies the triangle inequality (as in (W1)) at each
trinode; the parity condition is not enforced. We say that a reduced weightingξ is regular
of degree≤ d if ξ(ev) ≤ d for all leavesv, whereev is the edge meeting leafv. Let R4

be the set of all ordered pairs(ξ, d) with d a non-negative integer andξ an admissible
reduced weighting which is regular of degree≤ d. We define thedegreeof (ξ, d) to bed.

Let 4 be a matched trivalent tree and let4− be the trivalent tree obtained by deleting
the leaves of4 and the edges that they touch. We call4− the truncationof 4.

Proposition 3.5. With notation as above, there is a canonical isomorphism of semigroups
R4 → R4− preserving degree. The image of a weightingξ on4 is the pair(ξ ′, d) where
d is the degree ofξ andξ ′ is the weighting on4− given byξ ′(x) = 1

2ξ(x).

The proof is easy. See Figure4 for an illustration.

1 1 1 1 1 1 11 11

2 0 2 2 2

2 2 4 2

1 0 1 1 1

1 1 2 1

Fig. 4. An illustration of Proposition3.5. The admissible weightingξ on the left is regular of
degree 1, the associated reduced admissible weightingξ− on the right is regular of degree≤ 1.

4. The toric ideal is generated by quadratics and toric generalized Segre cubics

We have described a family of toric degenerations ofRL, depending on a choice of triva-
lent tree. The purpose of §4 is to choose a specific family of trees (the Y-trees) to ensure
the degenerated ring (i) is generated in degree one, (ii) hasrelations generated in degrees
two and three, and (iii) is such that there is a precise description of the degree three rela-
tions:

Theorem 4.1. Let 4 be a Y-tree(defined in§4.1). Thengr4 RL is generated in degree
one, and the relations between degree one elements are generated by quadratic relations
and the generalized toric Segre cubic relations(defined in§4.4).
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(Manon [M] independently solved the presentation problem for a largeclass of weighted
trivalent trees, including this one; however, we will need the form of (iii).)

4.1. The Y- and caterpillar trees

For r ≥ 3, define therth Y-treeas:

• • • •• •

• • • •

• • • • • • • •

•

•

•

•
2 3 r−2 r−1

There arer “Y’s” in the tree, and 2r leaves. We call the vertex ati the ith base vertex.
We call an edge between two base vertices abase edge. By a stalk we mean one of the
internal edges in one of the Y’s. By theith stalk, for 2≤ i ≤ r − 1, we mean the one
above theith base vertex. We call the remaining two stalks at either endof the tree the 1st
andrth stalk. The Y-tree is a matched tree (§3.1). Sometimes we bend the first and last
horizontal edges so that all the Y’s are in a row, as in Figure4. Therth caterpillar treeis
the truncation of therth Y-tree:

• • • •• •

• • • •

2 3 r−2 r−1

We use the same terminology (base edges, stalks, etc.) for caterpillar trees. Note that the
third caterpillar tree is just a trinode.

4.2. Generators ofgr4 RL

We now prove the first half of Theorem4.1.

Proposition 4.2. Let4 be a Y-tree. Then the ringgr4 RL is generated in degree one.

Proof. (This proof essentially applies to any matched tree.) We follow the spirit of our
proof of Kempe’s theorem (Theorem2.1). Assign to each leaf of4 a sign in such a way
that in each matched pair of leaves one leaf is positive and the other is negative. Suppose
Ŵ is a regular undirected graph of degreek. Each edge ofŴ is then either positive, negative
or neutral. We will show thatŴ is Plücker equivalent (§3.4) to a graph with only neutral
edges. As in the proof of Theorem2.1, this implies that it is a product of matchings,
expressingXŴ as a product of degree one elements. This proof is more difficult than that
of Theorem2.1because we are now only allowed to apply the Plücker relation to pairs of
edges ofŴ which meet (i.e., whose geodesics meet) in the tree4.

Step 1:Given a positive and negative edge ofŴ which meet in4, apply the toric
Plücker relation. In the resulting graph the two new edges are both neutral and so the
number of non-neutral edges has decreased. We can thus continue this process until we
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have reached a graph which is Plücker equivalent toŴ and contains no overlapping posi-
tive and negative edges.

Step 2:Suppose there are still non-neutral paths, but no two of opposite parity meet
each other. Lete be the leftmost base edge of4 which separates non-neutral edges ofŴ

of opposite parity and lete′ be the edge to the left ofe. The edgee′ will be a base edge
unlesse is the first base edge, in which case it will be the first stalk. All non-neutral edges
of Ŵ which are entirely to the left ofe are of the same type, say positive. All edges ofŴ

which pass throughe are neutral.
There is a positive edgeab of Ŵ which containse′. We claim there is an edgecd of Ŵ

which containse and whered is positive and to the right ofe. Assuming the claim (which
we prove below),ab andcd must meet (either ate′ or at the stalk betweene′ ande); now
apply the toric Pl̈ucker relation to this pair. The resulting positive path containse. This
brings the leftmost cluster of positive paths closer to the negative paths. By continuing
this process, we will eventually cause the two clusters to meet, at which point we return
to Step 1 and reduce the number of non-neutral edges. Continuing in this manner, we will
eventually remove all non-neutral edges.

Proof of claim:We now prove the claim that there must exist an edgecd of Ŵ con-
taininge and for whichd is positive and to the right ofe. Suppose there are 2m leaves to
the left ofe. Let A (resp.B, C) be the number of positive (resp. negative, neutral) edges
of Ŵ entirely to the left ofe. Let D (resp.E) be the number of neutral edges containinge

for which the positive (resp. negative) leaf is to the left ofe. Then

2A + C + D = mk, 2B + C + E = mk

as the first (resp. second) countsk times each positive (resp. negative) leaf to the left ofe,
and there arem such leaves. We thus find 2A + D = 2B + E and asB = 0 andA 6= 0
by assumption we concludeE 6= 0, as claimed. ⊓⊔

4.3. Relations in a semigroup algebra

We now turn our attention to relations in gr4 RL. We begin with a general discussion of
relations in a semigroup algebra. LetR be a semigroup equipped with a homomorphism
deg :R → Z≥0, so that the semigroup algebraZ[R] is graded. Assume thatR is gen-
erated byV = deg−1(1), so that the natural map Sym(Z〈V 〉) → Z is a surjection (here
Sym(Z〈V 〉) is the polynomial ring in indeterminatesV while Z[R] is the semigroup
algebra ofR). Call the kernelI of this surjection theideal of relationsof Z[R].

Let ξ = (ξ1, . . . , ξn) andξ ′ = (ξ ′
1, . . . , ξ ′

n) be two elements ofV n such that
∑

ξi =∑
ξ ′
i . We then writeξ ∼ ξ ′ and say thatξ andξ ′ are related. For an elementξ of V

let [ξ ] denote the corresponding element of Sym(Z〈V 〉); for an elementξ of V n let [ξ ]
denote the monomial [ξ1] · · · [ξn]. Given relatedξ andξ ′ the element [ξ ] − [ξ ′] belongs
to I . We call such relationsbinomial relations. One easily verifies thatI is generated by
binomial relations.

We say that a relationξ ∼ ξ ′ hasdegree≤ k if ξi = ξ ′
i holds for all butk indices. We

say thatξ ∼ ξ ′ hasessentially degree≤ k if there exists a sequence of relations

ξ = ξ (0) ∼ ξ (1) ∼ · · · ∼ ξ (p) = ξ ′
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for which eachξ (i) ∼ ξ (i+1) has degree≤ k. This notation is only relevant to us when
k is 2 or 3 and we then use the terms “essentially quadratic” and“essentially cubic.” If
ξ ∼ ξ ′ has essential degree≤ k then the element [ξ ] − [ξ ′] of I lies in the ideal generated
by thekth graded piece ofI .

Note that we consider our tuples as ordered, so that(ξ1, ξ2) = (ξ2, ξ1) constitutes a
non-trivial relation. However, as the symmetric group is generated by transpositions, it
follows that if ξ ′ is a permutation of the tupleξ then the relationξ ∼ ξ ′ is essentially
quadratic.

4.4. The toric generalized Segre cubic relation

We have the following relation between degree one reduced weightings on the third cater-
pillar tree:

1

0

1 0

1

1 1

1

0

=
1

1

1 1

1

1 0

0

0
(4.1)

(We will omit + signs in such equations, interpreting them as binomial relations inZ[R].)
One obtains this relation by converting the usual graphicalSegre cubic (1.2) into a rela-
tion between weightings on the third Y-tree and then passingto the associated reduced
weighting on the third caterpillar tree. One may verify by hand that this single relation
generates all relations among admissible reduced weightings on the third caterpillar tree.

We now introduce a class of toric relations that generalize (4.1). We call a reduced
weighting of4− of degree≤ 1 a reduced matching. Recall that the setV4 of reduced
matchings generatesR4 (Proposition4.2). Let X, Y andZ be reduced matchings on the
rth caterpillar tree such thatX andY take value 1 on therth stalk andZ takes value 0 on
therth stalk. LetX′, Y ′ andZ′ be reduced matchings on thesth caterpillar tree such that
X′ andY ′ take value 1 on the first stalk andZ′ takes value 0 on the first stalk. We then
have the relation

1

1

1X X′ 1

1

1Y Y ′ 0

0

0Z Z′

=
1

1

0X Z′ 0

1

1Z X′ 1

0

1Y Y ′

We call thesetoric generalized Segre cubicrelations.

4.5. The type vector of a triple

Let ξ = (ξ1, ξ2, ξ3) be a triple of reduced matchings on therth caterpillar tree. Define the
typeof ξ at theith base vertex to be one ofA, B or ∅, as follows. We callξ typeA at i if
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it looks like

1

1

1 1

1

1 0

0

0

at theith vertex (the order of the triple is irrelevant). We callξ typeB at i if it looks like

1

1

0 0

1

1 1

0

1

there. In all other cases we callξ type∅ at i. We define thetype vectorof ξ , denoted
t (ξ), to be the ordered tuple of ther − 2 types ofξ . The type of a triple is a quadratic
invariant—ifξ ∼ ξ ′ is an essentially quadratic relation between triples, thent (ξ) = t (ξ ′).
The toric generalized Segre cubic changes the type.

4.6. Reformulation of Theorem4.1

Rather than proving the statement about relations in Theorem 4.1directly, we will prove
the following:

Proposition 4.3. Let4 be therth caterpillar tree(r ≥ 3). Then the ideal of relationsI4

of gr4 RL = Z[R4] is generated by relations of degree two and three. Furthermore,
“type” is the only quadratic invariant onV 3

4 , that is, if ξ ∼ ξ ′ is a relation withξ, ξ ′

∈ V
3

4 thenξ ∼ ξ ′ is essentially quadratic if and only ift (ξ) = t (ξ ′).

Theorem4.1 follows easily from this, since generalized toric Segre cubics allow one to
switch the type of a triple betweenA andB at any base vertex.

We now give an overview of the proof of Proposition4.3. First of all we split rela-
tions into two types defined in §4.8, “breakable” and “unbreakable.” Breakable means
that some degree one piece of the relation vanishes at some base edge. The first idea in
the proof is that, given a relation, one can chop the tree intopieces such that the relation
is unbreakable on each piece. One can then use a gluing argument to reduce to the un-
breakable case. We then prove that an unbreakable relation is essentially quadratic. We
do this by introducing a normal form for monomials and showing that any monomial
can be changed into normal form by a series of quadratic relations. We use the notion of
a “balanced” monomial, a tuple of matchings which assume roughly the same value on
each edge of the tree. A key result (Proposition4.4) is that any tuple can be balanced by
quadratic relations.

4.7. Balancing

We say that a tuple of integers(xi) is balancedif |xi − xj | is always 0 or 1. We say that
a tupleξ ∈ V n is balancedif for each base edgee of 4 the tuple of integers(ξi(e)) is
balanced.
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Proposition 4.4. Given any tupleξ in Vn there exists an essentially quadratic relation
ξ ∼ ξ ′ with ξ ′ balanced.

Proof. It suffices to prove the proposition forn = 2, as one can repeatedly balance pairs
of integers to balance a set of integers. Thus suppose thatn = 2. First we show that the
proposition holds for the third caterpillar tree. In the general case of therth caterpillar,
we break4 into its trinodes, balance the weightings on each of these separately and then
“glue.”

Third caterpillar: We indicate a reduced matchingξ on the third caterpillar tree by a
triple (a, b, c) wherea is the weight of the first (left) stalk,b is the weight of the second
(vertical) stalk andc is the weight of the third (right) stalk. The triple(a, b, c) satisfies
the triangle inequalities and hasb ≤ 1. If b = 0 thena = c. If b = 1 then one ofa
or c is non-zero, and|a − c| ≤ 1. Supposeξ1 = (a1, b1, c1) andξ2 = (a2, b2, c2) are
reduced matchings and|a1 − a2| ≥ 2 or |c1 − c2| ≥ 2. Without loss of generality we take
a1 + 2 ≤ a2. Sincec1 ≤ a1 + 1 andc2 ≥ a2 − 1 we havec1 ≤ c2. We know thatc2 ≥ 1
sincea2 ≥ 2.

If c1 < c2 then defineξ ′
1 = (a1 + 1, b1, c1 + 1) andξ ′

2 = (a2 − 1, b2, c2 − 1). Then
ξ ′

1 + ξ ′
2 = ξ1 + ξ2 so(ξ ′

1, ξ ′
2) ∼ (ξ1, ξ2). The resulting pair(ξ ′

1, ξ ′
2) is now closer to being

balanced since|(a1 +1)− (a2 −1)| = |a1 −a2|−2 and|(c1 +1)− (c2 −1)| ≤ |c1 − c2|.
If c1 = c2 thena2 = a1 + 2 andc1 = c2 = a1 + 1. Defineξ ′

1 = (a1 + 1, b1, c1) and
ξ ′

2 = (a2 − 1, b2, c2). Thenξ ′
1 andξ ′

2 are reduced admissible matchings and(ξ ′
1, ξ ′

2) ∼

(ξ1, ξ2). Again, we get strictly closer to a balanced pair with such anassignment.
A finite number of steps as above will relate the original pair(ξ1, ξ2) to a balanced

pair.
Breaking and gluing:Suppose now that we have a pair(ξ1, ξ2) of reduced admissible

matchings on therth caterpillar. Break the caterpillar up into an ordered tuple of r − 2
caterpillar trees with three vertices by cutting each base edge in two. These are arranged
from left to right and indexed as 2, . . . , r − 1. The matchingsξi on the original caterpillar
define matchings on each copy of the third caterpillar. Letej , fj andgj denote the first,
second and third stalk on thej th trinode and defineξi,j = (ξi(ej ), ξi(fj ), ξi(gj )) for
i = 1, 2 and 2≤ j ≤ r − 1. Now apply our previous result on the third caterpillar—each
pair (ξ1,j , ξ2,j ) is equivalent to a balanced pair(ξ ′

1,j , ξ ′
2,j ).

Definet2 = 1. Now, because the pairs are balanced, for 3≤ j ≤ r − 1 we have either
c′

1,j = a′
1,j+1 andc′

2,j = a′
2,j+1, or c′

1,j = a′
2,j+1 andc′

2,j = a′
1,j+1. In the former case

settj = tj−1 while in the latter case settj = 3− tj−1. We will use the tuple(t2, . . . , tr−1)

of 1’s and 2’s to glue these balanced pairs on individual trinodes to obtain a balanced pair
on therth caterpillar.

We now define a pair(ξ ′
1, ξ ′

2) of admissible weightings on therth caterpillar by a
gluing procedure. Let the edges of therth caterpillar be labeled ass1, s2, b2, s3, b3, . . . ,
br−2, sr−1, sr , wheresj is the j th stalk andbk is the base edge between thekth and
(k + 1)st base vertices. To begin, we defineξ ′

1 (resp.ξ ′
2) on s1, s2, b2 to agree withξ ′

1,2
(resp.ξ ′

2,2). For 3≤ j ≤ r − 3 set

(ξ ′
1(bj−1), ξ ′

1(sj ), ξ ′
1(bj )) = ξ ′

tj
, (ξ ′

2(bj−1), ξ ′
2(sj ), ξ ′

2(bj )) = ξ ′
2−tj

.
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Finally define

(ξ ′
1(br−2), ξ ′

1(sr−1), ξ ′
1(sr)) = ξ ′

tr−1
, (ξ ′

2(br−2), ξ ′
2(sr−1), ξ ′

2(sr)) = ξ ′
2−tr−1

.

The above assignments are well-defined,(ξ ′
1, ξ ′

2) is balanced and(ξ ′
1, ξ ′

2) ∼ (ξ1, ξ2). ⊓⊔

4.8. Reduction of Proposition4.3to the unbreakable case (Proposition4.5)

We say that a matchingξ on 4 is breakableif there exists a base edgee with ξ(e) = 0,
andunbreakableotherwise. We say that a tuple of matchingsξ ∈ V

n
4 is unbreakableif

eachξi is. In §4.9we will prove the following proposition:

Proposition 4.5. Let ξ ∼ ξ ′ be a relation withξ, ξ ′ ∈ V
n

4 and ξ unbreakable. Then
ξ ∼ ξ ′ is essentially quadratic.

In this section we prove the following:

Proposition 4.6. Proposition4.5 implies Proposition4.3.

Proof. As remarked in §4.4, Proposition4.3is true for the third caterpillar tree. This will
be the base case of an inductive argument.

Let x ∼ y be a relation of lengthn. Using quadratic relations, we may assume that
bothx andy are balanced. If eachxi is unbreakable then eachyi is as well (sincex and
y are balanced) and we are done. Assume then that there is a baseedgee for whichxi is
breakable ate for somei.

Cut the edgee in half to produce two new trees4′ and4′′. We regarde as an edge of
both of these trees. Both of these trees can be regarded as smaller caterpillar trees. Also,
giving a weighting on4 is equivalent to giving weightings on4′ and4′′ which agree
at e.

Now, letx′ andx′′ be the restrictions ofx to 4′ and4′′ (and similarly fory). The key
point is that becausee is breakable andx andy are balanced, these restricted weightings
arematchings, that is, they assigne either 0 or 1. In other words, we havex′, y′ ∈ V

n
4′

andx′′, y′′ ∈ V
n
4′′ .

Proceeding by induction, we can assume that all relations are essentially cubic on4′

and4′′, or essentially quadratic if the types agree. We can then pick a sequence of cubic
(resp. quadratic) relations betweenx′ andy′ and betweenx′′ andy′′ and concatenate them
to form a sequence of cubic (resp. quadratic) relations betweenx andy. By “concatenate,”
we mean that one should first order the tuples so that those taking value zero at the edgee
should be glued together (the order does not matter), and those taking value one ate
should be glued together (the order does not matter). In the final step—that is, afterx′

has been replaced withy′ (up to permutation) andx′′ has been replaced withy′′ (up
to permutation)—one can finally permute they′′ matchings taking value zero ate, and
permute those taking value one ate, and lastly permute the concatenated matchings, so
that the result is equal toy. (Recall that permutations are essentially quadratic since they
are generated by 2-cycles.) ⊓⊔
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4.9. Proof of Proposition4.5

There are four possibilities for an unbreakable matching atthe trinodes on the left end:

0

1 1

A

1

0 1

B

1

1 1

C

1

1 2

D

The right end is similar (flip each over). We order these:A ≤ B ≤ C ≤ D.
We say that an unbreakable tuple of matchingsξ ∈ V

n
4 is in normal form if ξ is

balanced and the following conditions hold:

• The restriction of the sequence(ξi) to the leftmost trinode is non-decreasing, under the
order described above; similarly for the rightmost trinode.

• For each base edgee, the sequence(ξi(e)) is non-decreasing.
• If e ande′ are consecutive base edges andξi(e) = ξj (e) andξi(e

′) = ξj (e
′) for some

i ≤ j thenξi(s) ≤ ξj (s), wheres is the stalk betweene ande′.
• If e ande′ are consecutive base edges andξi(e) = ξi(e

′) andξj (e) = ξj (e
′) for some

i ≤ j thenξi(s) ≤ ξj (s), wheres is the stalk betweene ande′.

Proposition4.5now follows from the following proposition:

Proposition 4.7. Every unbreakable element ofV
n

4 is related to a unique normal form,
and this relation is essentially quadratic.

The following is the key lemma:

Lemma 4.8. Let (ξ, ξ ′) ∈ V 2
4 be unbreakable and balanced. Then there exists(η, η′)

∈ V 2
4 balanced and unbreakable such thatξ + ξ ′ = η + η′ and for each internal edgee

we have
η(e) = min(ξ(e), ξ ′(e)), η′(e) = max(ξ(e), ξ ′(e)).

Proof. The idea is the same as in the proof of Proposition4.4: break apart at a base edge
(or at an end), permute, and glue back together to achieve thedesired order. ⊓⊔

We now prove Proposition4.7.

Proof of Proposition4.7. Let ξ ∈ V
n

4 be a given unbreakable tuple. We may assume that
ξ is balanced. By repeatedly using Lemma4.8 we find thatξ is quadratically related to
an unbreakable elementξ ′ ∈ V

n
4 which has the property thatξ ′

i (e) ≤ ξ ′
j (e) for i ≤ j and

all internal edgese.
For uniqueness, it suffices to show uniqueness for third caterpillars and for the ends.

Consider the third caterpillar at a base vertex. Suppose thesum of then weightings
(ai, bi, ci), 1 ≤ i ≤ n, on the third caterpillar is equal to(a, b, c) (left, stalk, right).
Suppose these weightings are increasing in the order we havedefined. This means the
ai ’s are increasing, starting as the floor ofa/n and ending as the ceiling ofa/n. This
determines the value of eachai . Similarly the value of eachci is determined (beginning
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with floor of c/n, ending with ceiling ofc/n). Whereverai 6= ci we must havebi = 1,
so thesebi ’s are determined. However ifai = ci , thenbi could be either 0 or 1. The set
{i | ai = ci} consists of at most two intervalsI, J . There is some integern such that
I = {i | ai = ci = n} andJ = {j | aj = cj = n + 1}. Within the intervalI , the
bi ’s must form a non-decreasing sequence. Similarly in the interval J , the bi ’s form a
non-decreasing sequence. We also know the value of

∑
i∈I∪J bi , and that we cannot have

any pairi ∈ I , j ∈ J such thatbi = 1 andbj = 0. These conditions together determine
the values of all thebi ’s. The argument for the ends is similar. ⊓⊔

5. The ideal is generated by quadratics and generalized Segre cubics

In §5, we lift the generalized Segre toric cubics to the ringRL and prove the following:

Theorem 5.1. For any even setL the idealIL is generated overZ by quadratics and the
small generalized Segre cubic relations.

We will introduce the generalized Segre cubics, and the small generalized Segre cu-
bics, shortly. Theorem5.1 will follow easily from our toric results once we make these
definitions. In one of our ad hoc arguments in the 10-point case we will need a slightly
refined version of Theorem5.1given in Remark5.3. The proof of this theorem is the only
place we use the toric results.

5.1. Brief additional comments on colored graphs

We will use the language of colored graphs, introduced in §1. We consider both directed
and undirected colored graphs. IfŴ is a directed multi-matching onL whose edges have
been colored with colors from the setC thenXŴ is defined as an element ofV ⊗C

L as
in §1. If L is oriented andŴ is a regular undirected multi-matching one can also make
sense ofYŴ as an element ofV ⊗C

L . Clearly theXŴ (or YŴ) spanV ⊗C
L . Furthermore,

theXŴ satisfy the sign and “colored” Plücker relations, and these generate all the linear
relations among them. (The colored Plücker relation is just the usual Plücker relation on a
pair of edges, with the restriction that these two edges be ofthe same color.) We have thus
given a description ofV ⊗C

L in terms of colored graphs. There is a similar description for
Symk(VL). The only difference is that in Symk(VL) the particular color of an edge is not
relevant. What matters is whether two edges have the same color—two colored graphs
represent the same element of Symk(VL) if one is obtained from the other by permuting
the colors.

5.2. Generalized Segre cubic data

Let L be an even set. By ageneralized Segre datumwe mean a pair6 = (Ŵ, U ) whereŴ

is an undirected graph onL whose edges have been colored one of red/dashed, green/solid
or blue/dotted andU = {UR, UG, UB} is a partition ofL into three even subsets (called
parts), such that
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• Every vertex ofŴ has valence one for each of the three colors.
• Between any two parts there are either two edges or no edges. If there are two edges

then these edges have the color of the “opposite” part. For instance, any edge fromUG

to UB must be dashed.

See Figure5 for a schematic presentation. We call the edges between the partsspecial.
We call6 small if UR, UG or UB has cardinality two.

UR

UG UB

Fig. 5. Schematic presentation of a generalized Segre datum.

Let 6 be a generalized Segre datum. Supposee ande′ are edges ofŴ of the same
color and have a vertex in a common part. Given such a pair, letYŴ + YŴ′ + YŴ′′ = 0 be
the colored Pl̈ucker relation one ande′. Then it is easily verified that6′ = (Ŵ′, U ) and
6′′ = (Ŵ′′, U ) are both generalized Segre data. Define thespace of generalized Segre
datato be theZ-module spanned by generalized Segre data modulo relationsof the form
6 + 6′ + 6′′ = 0.

5.3. Generalized Segre cubic relations

Let 6 = (Ŵ, U ) be a generalized Segre datum. LetŴ̃ be a directed colored graph with
underlying undirected graphŴ. We letǫ(Ŵ̃) be the product of theǫ(Ŵ̃i), whereŴ̃i is the
directed matching of colori in Ŵ̃. (Hereǫ is a chosen orientation onL, see §2.2.) Form a
new directed colored graph̃Ŵ′ as follows. The graph̃Ŵ′ will be a recoloring of̃Ŵ, so we
just specify a new color for each edge. We use the colors purple/light and black/dark. The
dashed (resp. dotted, solid) edges ofŴ̃ in UR (resp.UB , UG) are dark iñŴ′ and all other
edges of̃Ŵ are light inŴ̃′. It is clear that every vertex has dark valence one and thus light
valence two.

DefineY6 ∈ Sym3(VL) andY ′
6 ∈ R

(1)
L ⊗ R

(2)
L by

Y6 = YŴ = ǫ(Ŵ̃)XŴ̃, Y ′
6 = ǫ(Ŵ̃)

(
XŴ̃′

dark
⊗ XŴ̃′

light

)
.

These only depend on6 and not the choice of̃Ŵ. There is a well-defined mapR(1)
L ⊗

R
(2)
L → Sym3(VL)/Q

(3)
L given by writing the element ofR(2)

L in terms of degree one
elements and then formally multiplying to get an element of Sym3(VL). (This is only
defined modulo quadratic relationsQL, because of the choice of how to write the element
of R

(2)
L in terms of degree one elements.) We may therefore regard both Y6 andY ′

6 as

elements of Sym3(R(1)
L )/QL. Define

Rel(6) = Y6 − Y ′
6,
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regarded as an element of Sym3(VL)/Q
(3)
L . As the two terms in Rel(6) are recolorings

of the same graph, Rel(6) is a relation, that is, it maps to zero inRL. We call such
relationsgeneralized Segre cubic relations. We use the same name for lift of some Rel(6)

to I
(3)
L ⊂ Sym3(VL). A generalized Segre cubic relation is shown in Figure6. Note that

for σ ∈ SL we haveσ Rel(6) = sgn(σ ) Rel(σ6).

2

1

4

3

6

5
=

Fig. 6. A generalized Segre relation on six points. HereUG = {1, 2}, UR = {3, 4} andUB =
{5, 6}. This is equal to the image of the usual Segre cubic relation in IL/QL.

One easily verifies that Rel gives a homomorphism

Rel : {the space of generalized Segre cubic data} → I
(3)
L /Q

(3)
L .

This allows us to interpret relations as graphs with extra structure, which has two advan-
tages. First, it gives a source of linear relations between (also thought of as operations we
can perform on) generalized Segre relations: Plücker relations on the generalized Segre
data which respect the extra structure. Second, one can readoff certain properties of the
generalized Segre relation from the original graph. For instance, if6 is a generalized
Segre cubic datum for whichŴ is disconnected, then the associated generalized Segre re-
lation arises from a relation on fewer points (see Proposition 7.3for a precise statement).

5.4. Degenerate Segre cubic relations

We call a generalized Segre datum6 degenerateif:

(1) one of the pairs of special edges is missing; or
(2) in one of the parts the two pairs of special edges do not connect.

By (2) we mean that one part, sayUG, can be partitioned into two piecesA andB such
that no edges go betweenA andB, the dotted special edges go intoA and the dashed
special edges go intoB. A generalized Segre relation is called degenerate if it comes
from a degenerate generalized Segre datum.

Proposition 5.2. A degenerate generalized Segre relation lies inQL.

Proof. First consider a degenerate datum satisfying (1). Say that the dashed special edges
are missing. We show how to move fromY6 to Y ′

6 using quadratic relations. First switch
the dashed edges and the solid edges ofŴ which occur inUG (this relation lies inQL).
Then switch the dashed edges and dotted edges ofŴ in UB . The resulting graph now
looks likeŴ′ if we make the dashed edges dark and the other edges light.
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Now say that6 is a degenerate datum satisfying (2). Say that inUG the dashed and
dotted special edges do not connect and letUG = A∐B be a decomposition as described
above. LetŴ′ be the graph obtained fromŴ by switching the dashed and solid colors inA,
let U ′

G = B, let U ′
R = UR ∪ A and letU ′

B = UB . Let 6′ be the generalized Segre datum
(Ŵ′, {U ′

R, U ′
G, U ′

B}). Then6′ is degenerate of type (1) and so Rel(6′) ∈ QL. Consider
the difference

Rel(6) − Rel(6′) = (Y6 − Y6′) + (Y ′
6 − Y ′

6′).

Now Y ′
6 = Y ′

6′ . Also,Y6 − Y6′ ∈ QL (the dotted subgraphs ofY6 andY6′ are identical,
and the remainder of the graph gives a quadratic relation). Thus Rel(6) ∈ QL. ⊓⊔

5.5. Proof of Theorem5.1

It follows from Theorem4.1thatIL is generated by quadratics and lifts of the generalized
toric Segre cubics. Thus to prove Theorem5.1, it suffices to show that the generalized
Segre cubics are lifts of the generalized toric Segre cubics, which is what we now do.

Let L be an even set. Pick a Y-tree4 with leaf setL and let4− be the associated
reduced (caterpillar) tree. Consider a generalized toric Segre cubic relation on4−:

1

1

0X Z′ 0

1

1Z X′ 1

0

1Y Y ′

=
1

1

1X X′ 1

1

1Y Y ′ 0

0

0Z Z′
(5.1)

Implicit in this diagram is a decomposition of4− into three pieces:

p p q q

The labels indicate how these three pieces are glued together (after gluing,p andq dis-
appear). Corresponding to this decomposition is a decomposition of L into three pieces,
the left pieceP , the right pieceP ′ and the center piece, which has two elementsx andy

(the two vertices of the Y-tree4 which connect to the stalk of the trinode in the center of
the above diagram). We regardX, Y andZ as reduced degree one weightings on the left
caterpillar tree, whereX andY take value 1 onp while Z takes value 0 there. Similarly,
we regardX′, Y ′ andZ′ as reduced weightings on the right caterpillar tree, whereX′

andY ′ take value 1 onq while Z′ takes value 0 there.
Now, we can regardX, Y andZ as non-reduced degree one weightings on the Y-tree

with vertex setP ∪ {p+, p−}. Similarly, we can regardX′, Y ′ andZ′ as non-reduced
degree one weightings on the Y-tree with vertex setP ′ ∪ {q+, q−}. We lift these six
weightings to matchings, which we denote bỹX, etc. In the graph̃X there are two ele-
ments ofP , saya andb, which connect top+ andp−. We letX̃0 be the restriction of̃X
to P \ {a, b}. We letc andd be the two vertices iñY connecting top+ andp− and letỸ0
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be the restriction of̃Y to P \ {c, d}. In Z̃ the verticesp+ andp− are connected to each
other. We similarly define primed versions.

We now define a small generalized Segre cubic datum6. The partition is given by
UB = P ′, UR = {x, y} andUG = P . The graphŴ is given as follows:

• The dotted graph is the union of̃X0, Z̃′ and the edgesax andby.
• The solid graph is the union of̃Z, X̃′

0 and the edgesa′x andb′y.
• The dashed graph is the union ofỸ0, Ỹ ′

0 and the edgesxy, cc′ anddd ′.

These three matchings are lifts for the three reduced weightings appearing on the left side
of (5.1). It is clear that this is a valid small generalized Segre cubic datum.

We must now show that the generalized Segre cubic relation Rel(6) associated to the
generalized Segre cubic datum defined above lifts the relation (5.1). Now, the relation
associated to the datum is

(
X̃0 · ax · by · Z̃′

)(
Z̃ · a′x · b′y · X̃′

0

)(
Ỹ · cc′ · dd ′ · xy · Ỹ ′

)

=
(
X̃0 · Ỹ0 · ax · a′x · by · b′y · cc′ · dd ′ · X̃′

0 · Ỹ ′
0

)(
Z̃ · xy · Z̃′

)
.

Here the parenthesized expressions should each be interpreted as single graphs—for ex-
ample, the first parenthetical is the concatenation ofX̃0, ax, by and Z̃′. The quadratic
term1 on the right side would be the light subgraph in the graphicalnotation. Now, the
above relation belongs toI (3)

L /Q
(3)
L . To get an element ofI (3)

L , we must rewrite1 in terms
of degree one elements. Because the toric ring gr4 RL is generated in degree one, we can
write

1 =

n∑

i=1

8i8
′
i

where each8i and8′
i has degree one,818

′
1 has toric weight equal to that of1, and

8i8
′
i has toric weight strictly less than that of1 for i > 1. We may take81 = X̃0 · ax ·

a′y · bb′ · X̃′
0 and8′

1 = Ỹ0 · cx · c′y · dd ′ · Ỹ ′
0, since the product of these two graphs is

equal to1 in the toric ring.
It now follows that Rel(6) is represented by the relation

(
X̃0 · ax · by · Z̃′

)(
Z̃ · a′x · b′y · X̃′

0

)(
Ỹ · cc′ · dd ′ · xy · Ỹ ′

)
=

( n∑

i=1

8i8
′
i

)(
Z̃ · xy · Z̃′

)
.

The leading term (in terms of the grading) of this relation is
(
X̃0 · ax · by · Z̃′

)(
Z̃ · a′x · b′y · X̃′

0

)(
Ỹ · cc′ · dd ′ · xy · Ỹ ′

)
= (818

′
1)

(
Z̃ · xy · Z̃′

)
.

The two sides are the same as the two sides of (5.1). This shows that the leading term of
our generalized Segre relation Rel(6) is equal to the generalized toric Segre relation we
started with, which proves Theorem5.1.

Remark 5.3. It follows from the proof that, if we totally orderL, thenIL is generated by
quadratic relations and those small generalized Segre cubic relations coming from data
for whichUG < UR < UB and|UR| = 2. We will use this stronger form of Theorem5.1
in the proof of Proposition7.9.
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6. The structure of VL and its tensor powers

In §6, we study the partition filtration on
⊗n

VL, Symn(VL) and
∧n

VL for n ≤ 3 and
theSL-action on the associated graded pieces. This provides us with essential structural
properties of the Plücker relation; for example: the elements(YŴ)2 with Ŵ a matching
span Sym2(VL) (see the discussion following Proposition6.1) and useful generalizations.

6.1. The partition filtration

Let L be an even set. By apartition of L we mean a collection of non-empty disjoint
subsets ofL whose union isL. We say that a partition isinto even partsif each of the
subsets is even. We similarly speak of partitions of|L| into even parts. Given a partition
U of L we denote by|U | the corresponding partition of|L|. We partially order the set of
partitions ofL and|L| by refinement. For example 2+2+2+2 is smaller than 4+2+2,
but 4+ 4 and 6+ 2 are not comparable.

Given a regular colored graphŴ on L we obtain a partitionUŴ of L by taking the
vertex sets of the connected components ofŴ. The partitionUŴ necessarily has even
parts. We use this to define a filtration, indexed by the partitions of |L| into even parts,
on anyZ-moduleU which is spanned by graphs. We denote this filtration, which we call
thepartition filtration, by FpU . (Warning: this filtration is indexed by a partially ordered
set, not a totally ordered set.) For instance, ifp is a partition of|L| thenFp Symk(VL)

is the span of theXŴ (or YŴ) for which |UŴ| ≤ p. We denote the associated graded
subquotient by grp U . To be precise, grp U is the quotient ofFpU by the span of the
Fp′U with p′ < p. The partition filtration is preserved by the action ofSL, so this group
naturally acts on grp U .

6.2. Degree one spaces

Then = 1 case is easy: the only non-zero piece of the partition filtration onVL occurs for
p = 2+ · · ·+ 2 and then grp = VL is the irreducible representation ofSL corresponding
to the partitionn/2 + n/2 (§1.5).

6.3. Degree two spaces

We now study the partition filtration onV ⊗2
L , Sym2(VL) and

∧2
VL.

Proposition 6.1. We have, overZ[1/2]:

grp(V ⊗2
L ) =





Sym2(VL) if p = 2 + · · · + 2,∧2
VL if p = 4 + 2 + · · · + 2,

0 otherwise.

The spaceV ⊗2
L is spanned by regular 2-colored graphs. Such graphs are disjoint unions of

cycles of even size. Proposition6.1says thatV ⊗2
L is spanned by graphs which are unions

of 2-cycles and at most one 4-cycle. Furthermore, Sym2(VL) is spanned by graphs which
are unions of 2-cycles: the elements(YŴ)2 with Ŵ a matching span Sym2(VL).
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We begin our proof of Proposition6.1with the following result:

Lemma 6.2. The spaceV ⊗2
L is spanned overZ[1/2] by graphs which are unions of2-

cycles and4-cycles.

Proof. It suffices, by induction, to show that every regular 2-colored graph on at least
six vertices can be written as a sum of graphs which are not connected. In other words,
letting UL be the subspace ofV ⊗2

L spanned by disconnected graphs, it suffices to show
thatV ⊗2

L /UL is zero. Thus letŴ be a graph onL, which we can assume to be connected
(otherwise it already belongs toUL). We must showYŴ = 0 in V ⊗2

L /UL.
Pick four consecutive verticesa, b, c andd of Ŵ. The Pl̈ucker relation on the edges

ab andcd is

0 =

a

b c

d

+

a

c b

d

+

a

b c

d

The rightmost term belongs toUL. We therefore haveYŴ = −YŴ′ in V ⊗2
L /UL where

Ŵ′ is obtained by transposing two consecutive vertices inŴ. In words, we may transpose
consecutive vertices at the cost of a sign, moduloUL.

Now consider six consecutive verticesa, b, c, d, e andf in Ŵ. Applying the Pl̈ucker
relation on the edgesab andef we find

0 =

a

b

c d

e

f

+

a

e

d c

b

f

+

a

b

c d

e

f

Again, the rightmost term belongs toUL and thus can be discarded. This shows that we
may pick four consecutive vertices and reverse their order at the cost of picking up a sign.
However, we may now move the affected vertices back to the original position using six
transpositions,not introducing a new sign. We thus find thatYŴ = −YŴ in V ⊗2

L /UL,
which shows that 2YŴ belongs toUL. ⊓⊔

In the proof of Lemma6.2 we only ever use six consecutive vertices. By keeping track
of the graphs we discarded during the course of the proof we obtain an identity, shown in
Figure7, that we will use on a few later occasions.

Lemma6.2states thatV ⊗2
L is spanned by graphs with only 2- and 4-cycles. To prove

Proposition6.1, we must therefore show that two 4-cycles can be converted into two 2-
cycles and one 4-cycle. This is a question about graphs on eight points; in fact, it suffices
to show gr4,4(V

⊗2
L ) = 0 whenL has cardinality eight. We prove this after the following

lemma.

Lemma 6.3. Let L be an even set and letŴ be a regular2-colored graph onL. Put
p = |UŴ|. Assume thatŴ has a4-cycle and letŴ′ be the graph obtained by switching the
colors ofŴ on this4-cycle. ThenYŴ = −YŴ′ holds ingrp(V ⊗2

L ).
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(−2) = + +

+ + +

− − −

Fig. 7. A graphical identity on six points. More accurately, this should be regarded as a family of
identities between various tensorsYŴ ⊗ Y1 in V ⊗2

L
for anyL; we have only drawn the edges on

each side which are different.

Proof. Let Ŵ be given and say that the vertices in the 4-cycle are labeled{1, 2, 3, 4}. By
squaring the identity

(−1)

1

2 3

4

= +

we obtain

= + + +

The middle two terms on the right side of this identity areŴ andŴ′. The other terms have
a more refined partition and so map to 0 in grp(V ⊗2

L ). This proves the lemma. ⊓⊔

Lemma 6.4. LetL be a set of cardinality eight. Thengr4,4(V
⊗2
L ) = 0 overZ[1/2].

Proof. In this proof we writeFp for Fp(V ⊗2
L ), and similarly for grp. Let τ be the involu-

tion onV ⊗2
L which transposes factors. In terms of colored graphs,τ switches the colors.

We will show thatτ acts by+1 and by−1 on gr4,4, which will establish the lemma.

We first show thatτ acts by−1 on gr4,4. By Lemma6.2 we haveF4,4 = V ⊗2
L and

F6,2 = F4,2,2. Thus gr4,4 can be described as the space of all degree two multi-matchings
on L modulo the disconnected ones. It therefore suffices to show thatτ acts by−1 on a
connected graph. Consider such a graphŴ, say the following one:

2

3

4

56

7

8

1
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By the same reasoning as in the proof of Lemma6.2we may switch consecutive vertices
at the cost of a sign, when working modulo disconnected graphs. Thus we may pick
vertex 1 and move it counterclockwise around the cycle to theposition of vertex 8. This
uses seven transpositions and so introduces a sign. The resulting cycle is the same as
the original but with the colors switched. We thus haveτŴ = −Ŵ modulo disconnected
graphs, which shows thatτ acts by−1 on gr4,4.

We now show thatτ acts by+1 on gr4,4. To do this, it suffices to show thatτ fixes the
graph

modulo gr4,2,2. This follows immediately from Lemma6.3: switching the color in one
square introduces a sign modulo gr4,2,2, so switching the color in both squares introduces
no sign. ⊓⊔

We now complete the proof of Proposition6.1.

Proof of Proposition6.1. Combining Lemma6.2with Lemma6.4shows that grp(V ⊗2
L )

= 0 unlessp = 2 + · · · + 2 orp = 4 + 2 + · · · + 2. We thus have a filtration

0 ⊂ F2+···+2(V
⊗2
L ) ⊂ F4+2+···+2(V

⊗2
L ) = V ⊗2

L .

Let τ be the transposition of factors onV ⊗2
L , as in the proof of Proposition6.4. It is

clear thatτ acts as the identity onF2+···+2 since this space is spanned by graphs which
are unions of 2-cycles. On the other hand, Lemma6.3 shows thatτ acts by−1 on
F4+2+···+2/F2+···+2. From this it follows that Sym2(VL) = F2+···+2 = gr2+···+2 and
that the quotient mapV ⊗2

L → gr4+2+···+2 factors to give an isomorphism
∧2

VL →

gr4+2+···+2. ⊓⊔

6.4. The action ofSL on degree two spaces

Having described the spaces grp(V ⊗2
L ), we now turn to their structure asSL-modules.

Our main result is the following. Note that characteristic 0notions and arguments from
the representation theory ofSL make sense overZ[1/|L|!] with the obvious changes.

Proposition 6.5. In the following table, eachSL-module is multiplicity-free. The set of
irreducibles it contains corresponds to the given set of partitions.

SL-module Set of partitions of|L|

Sym2(VL) at most four parts, all even
∧2 VL exactly four parts, all odd

V ⊗2
L

union of previous two sets

R
(2)
L

at most three parts, all even

I
(2)
L

exactly four parts, all even

These statements hold overZ[1/|L|!] .
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For instance,I (2)
L is a direct sum of those irreducible representations ofSL corresponding

to partitions of|L| into exactly four even parts. To prove the proposition it suffices to work
over the complex numbersC. We use Schur–Weyl theory: for a vector spaceA we have a
decomposition

A⊗L ∼=
⊕

λ

Mλ ⊗ Sλ(A)

where the sum is over all partitionsλ of |L|, Mλ denotes the irreducible representation
of SL attached to a partitionλ, andSλ is the Schur functor corresponding toλ. Here
A⊗L denotes the tensor product of copies ofA indexed byL. The above decomposition
respects the action ofSL and is functorial with respect toA.

Let P be the two-dimensional vector space overC with basis{x, y}. Let
∧2

P → C

be the isomorphism takingx ∧y to 1. We define SL(P ) = Sp(P ) to be the group of linear
transformations ofP preserving this alternating form.

SinceVL is the space of degree one invariants, it is equal, by definition, to(P ⊗L)SL(P ).
The action ofSL on VL in this description is the obvious one. We thus have anSL-
equivariant isomorphism

VL ⊗ VL = (P ⊗L ⊗ P ⊗L)SL(P )×SL(P ) = ((P ⊗ P )⊗L)SL(P )×SL(P ).

The SL-action is the diagonal action on the first two spaces and the usual one on the
last space. The above isomorphism is also equivariant with respect to the transposition of
factorsτ . We now apply the Schur–Weyl decomposition to obtain

VL ⊗ VL
∼=

⊕

λ

Mλ ⊗ Sλ(P ⊗ P )SL(P )×SL(P ).

The spaceP ⊗P has a natural symmetric inner product coming from the alternating inner
product onP . This inner product is preserved by the group SL(P ) × SL(P ), and it is not
hard to see that the resulting map SL(P ) × SL(P ) → SO(P ⊗ P ) is surjective. The
transpositionτ onP ⊗P preserves the inner product but has determinant−1. Thusτ and
SO(P ⊗ P ) generate O(P ⊗ P ). Now, the space Sym2(VL) is just theτ -invariant part of
VL ⊗ VL, so

Sym2(VL) ∼=
⊕

λ

Mλ ⊗ Sλ(P ⊗ P )O(P⊗P ).

Similarly,
∧2

VL is just the subspace ofVL ⊗ VL on whichτ acts by−1 and so
∧2

VL
∼=

⊕

λ

Mλ ⊗ Sλ(P ⊗ P )O(P⊗P ),−

where the minus sign means to take the subspace on which O(P ⊗ P ) acts by its sign
representation. The first three lines of the table in Proposition 6.5 now follow from the
n = 4 case of the following lemma. This lemma appears as statements (1) and (2) in the
proof of [Ku, Lemma 2.2].

Lemma 6.6 (S. Kumar). Let λ be a partition and letV be a vector space of dimension
n with a non-degenerate symmetric inner product.

• Sλ(V )O(V ) is one-dimensional ifλ has at mostn parts, all even, and is zero otherwise.
• Sλ(V )O(V ),− is one-dimensional ifλ has exactlyn parts, all odd, and is zero otherwise.
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We now turn our attention to the spaceR
(2)
L , the degree two invariants. We have anSL-

equivariant isomorphismR(2)
L = (Sym2(P )⊗L)SL(P ), so

R
(2)
L

∼=
⊕

λ

Mλ ⊗ Sλ(Sym2(P ))SL(P ).

Use the alternating inner product onP to define a symmetric inner product on Sym2(P )

via
〈vv′, ww′〉 = 〈v, w〉〈v′, w′〉 + 〈v, w′〉〈v′, w〉.

The group SL(P ) preserves this inner product and it is not hard to show that the map
SL(P ) → SO(Sym2(P )) is surjective. We thus have

R
(2)
L =

⊕

λ

Mλ ⊗ Sλ(Sym2(P ))SO(Sym2(P )).

The fourth line of the table in Proposition6.5now follows from the following lemma:

Lemma 6.7. Let λ be a partition of an even number and letV be a three-dimensional
vector space with a non-degenerate symmetric inner product. ThenSλ(V )SO(V ) is one-
dimensional ifλ has at most three parts, all of which are even, and is zero otherwise.

Proof. By the second part of Lemma6.6we haveSλ(V )O(V ),− = 0, as three odd numbers
cannot have an even sum. We thus haveSλ(V )SO(V ) = Sλ(V )O(V ) and the result follows
from the first part of Lemma6.6. ⊓⊔

The final line of the table in Proposition6.5follows fromR
(2)
L

∼= Sym2(VL)/I
(2)
L .

6.5. Degree three spaces

We now turn our attention to the cubic spacesV ⊗3
L and Sym3(VL). We say that a 3-

regular graph onL is abenzene cycleif it is a cycle in which the edges alternate between
being single and doubled (Figure8). We use this term because molecules of benzene are
depicted with such graphs (on six points), as in the figure. Weuse the termbenzene chain
for a chain of edges which alternate between being single anddoubled. A benzene 2-cycle
is interpreted to mean a triple edge. The main result of this section is the following:

Proposition 6.8. The spaceSym3(VL) is spanned overZ[1/2] by graphs which are
unions of benzene2-, 4- and6-cycles. In particular,grp(Sym3(VL)) = 0 unless the parts
of p are at most6.

Fig. 8. A benzene 6-cycle.

We deduce Proposition6.8from the following:

Proposition 6.9. Let L be a set of cardinality at least8 and let1 be a fixed matching
onL. ThenVL is spanned by thoseYŴ for which the graph1Ŵ is not connected.
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Proof. Let Ŵ be a given matching. Think of1 as having dotted edges andŴ as having
dark edges, so1Ŵ is a regular 2-colored graph. We must show that by using only dark
Plücker relations we can write it as a sum of disconnected graphs. (We assume that1Ŵ

is connected to begin with.)
Let a, b, c andd be four consecutive vertices in1Ŵ, whereab is a dark edge. We

have the dark Plücker relation

0 =

a

b c

d

+

a

c b

d

+

a

b c

d

The rightmost graph is disconnected. Thus, working modulo such graphs, we may trans-
pose dotted edges at the cost of a sign. Now leta, b, c, d, e andf be six consecutive
vertices whereab is a dark edge. We have the dark Plücker relation

0 =

a

b

c d

e

f

+

a

e

d c

b

f

+

a

b

c d

e

f

As before, the rightmost graph is disconnected. This shows that we may take four con-
secutive vertices and reverse their direction, at the cost of a sign, assuming the outer two
edges are dotted. In the same way, by considering eight consecutive vertices we see that
a consecutive string of six vertices may be flipped at the costof a sign, assuming that the
outer two edges are dotted.

Now let a, b, c, d, e andf be six consecutive vertices, the outer two edges of which
are dotted. We write [a, b, c, d, e, f ] to denote this situation. By the above, we have

[a, b, c, d, e, f ] = −[f, e, d, c, b, a] = [f, e, a, b, c, d]

= −[b, a, e, f, c, d] = [b, a, d, c, f, e] = −[a, b, c, d, e, f ]

soYŴ = −YŴ modulo matchings for which1Ŵ is disconnected, establishing the propo-
sition. ⊓⊔

By keeping track of the discarded graphs in the above proof weobtain a complicated
identity, shown in Figure9, that we will use on a few later occasions. As an immediate
corollary of the above proposition we have the following.

Corollary 6.10. Let Ŵ be a regular3-colored graph and let8 be a benzene cycle inŴ.
Then inV ⊗3

L one can writeYŴ as a linear combination ofYŴi
’s where in eachŴi the sub-

graph8 is replaced with a union of benzene2-, 4- and6-cycles. This holds overZ[1/2].

Proof. Assume8 has at least eight vertices (otherwise there is nothing to prove). Let
1 be the doubled edges of8 and let8′ be the single edges of8, so that8 = 18′.
Use Proposition6.9 to rewriteY8′ as a sum ofY8′

i
with 18′

i disconnected. This will
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(−2)

= + + +

+ + + +

+ + + −

Fig. 9. A graphical identity. The dotted edges here are not relevantto the identity: they are just
drawn to emphasize the disconnectedness of the graphs on theright side. Thus this is a linear re-
lation betweenYŴ ’s where theŴ are matchings on eight points. This identity can be obtainedby
applying the procedure of Proposition6.9 to the term on the left side, or by applying the straight-
ening algorithm to the final term on the right side.

rewriteYŴ as a sum ofYŴi
where in eachYŴi

the benzene cycle8 has been replaced with
a union of smaller benzene cycles. Continuing in this way, one deduces the statement.⊓⊔

We can now prove Proposition6.8.

Proof of Proposition6.8. Let Ŵ be a regular 3-colored graph onL, thought of as having
colors dashed, solid and dotted. Consider the dashed-solidsubgraph ofŴ. We may apply
Proposition6.1 to rewrite this graph as a sum of graphs which are unions of 2-cycles.
Thus we may as well assume that the dashed-solid subgraph ofŴ is made up of 2-cycles.
By now considering the dotted edges as well, we see thatŴ is a union of benzene cycles.
We may now appeal to Corollary6.10to break up large benzene cycles into smaller ones.

⊓⊔

6.6. The action ofSL on degree three spaces

We now examine the spaces grp(Sym3(VL)) more closely whenL is small and determine
their structure asSL-modules. We assume throughout that|L|! is invertible. We denote
by ML theZ[SL]-module with a basis given by the set of undirected matchings onL.
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Proposition 6.11. As anSL-representation the spaceML is multiplicity-free and con-
tains those irreducibles corresponding to partitions of|L| into even parts.

This proposition is well-known and essentially equivalentto the decomposition of the
plethysm Symn Sym2. In any case, we only need to use this whenL has cardinality
four or six, where it can easily be established by hand. We nowbegin our study of
grp(Sym3(VL)). For the sake of brevity, we will denote this space simply by grp in this
section. We will also writeSn in place ofSL wheren = |L|. Our first result is the
following:

Proposition 6.12. The spacegr2+···+2 is multiplicity-free and contains only those irre-
ducible representations ofSn which have an even number of parts.

Proof. The space gr2+···+2 is the image of the mapǫ ⊗ ML → Sym3(VL) which takes a
matchingŴ to Y 3

Ŵ . The result now follows from Proposition6.11. ⊓⊔

We will only need to use the above proposition forn ≤ 6. We now determine the spaces
grp completely forn = 4 and 6. As a warm-up, consider then = 2 case: gr2 is one-

dimensional, and it is the sign representation ofS2. Reason: the space Sym3(VL) is
spanned byYŴ whereŴ is the graph onL with a tripled edge. The groupS2 fixes Ŵ

and so acts onYŴ through the sign character. All other grp in this case are zero. We now
turn ton = 4.

Proposition 6.13. (a) The spacegr2,2 is free overZ[1/4!] and three-dimensional. As an
S4-representation it decomposes into two irreducibles corresponding to the parti-
tions2 + 2 and1 + 1 + 1 + 1.

(b) The spacegr4 is free overZ[1/4!] and one-dimensional. The representation ofS4 on
it is trivial.

Proof. The space gr4 is spanned by benzene 4-cycles. We have the identity

0 = + +

obtained by Pl̈uckering the dotted edges. We thus see that ifŴ is benzene 4-cycle in which
ab is a doubled edge thenYŴ+Y(ab)Ŵ = 0 in gr4, which can be rephrased as(ab)YŴ = YŴ .
In particular, two benzene 4-cycles are equal in gr4 (up to a possible sign) if they have the
same doubled edges. By cubing

= +

we obtain

0 = +

in gr4 (all other terms belong toF2,2). This shows that we can switch which edges are the
doubled edges. We have thus shown that gr4 is one-dimensional. Since we already know
that some transpositions act by the identity, it follows that S4 acts trivially on gr4.
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Now, Sym3(VL) is four-dimensional. We know that gr4 is one-dimensional and so
gr2,2 must be three-dimensional. By Proposition6.12 we know that gr2,2 is a quotient
of the direct sum of the irreducible representations ofS4 corresponding to 2+ 2 and
1 + 1+ 1 + 1. As this direct sum has dimension 3, it follows that gr2,2 must equal it. ⊓⊔

Finally we consider the casen = 6. As stated in §1.6, the computer calculations in the
proof are very mild and could probably be done by hand in a matter of hours.

Proposition 6.14. (a) The spacegr2,2,2 is free overZ[1/6!] and15-dimensional. As an
S6-representation it decomposes into three irreducibles, corresponding to the parti-
tions3 + 3, 2 + 2 + 1 + 1 and1 + 1 + 1 + 1 + 1 + 1.

(b) The spacegr4,2 is free overZ[1/6!], 15-dimensional and decomposes into two irre-
ducibles: one corresponding to5 + 1 and the other to4 + 1 + 1.

(c) The spacegr6 is free overZ[1/6!] and five-dimensional. It is irreducible and corre-
sponds to3 + 3.

(d) Let Q be a set of cardinality six and letc, d and e be three distinct elements ofQ.
Thengr6(Sym3(VQ)) is spanned by benzene6-cycles in whichcd or ce appears as
a doubled edge.(We call the setQ here, rather thanL, since that is what it will be
called in the one place where we apply this statement.)

Proof. The code for the computer calculations required here can be found on the webpage
[HMSV5].

(a) A computer calculation shows thatF2,2,2 = gr2,2,2 is 15-dimensional. By Proposi-
tion 6.12, the space gr2,2,2 is a quotient of the direct sum of the irreducible representations
of S6 corresponding to the partitions given in the statement of this proposition. Since this
direct sum is also 15-dimensional the quotient map is an isomorphism.

(b) A computer calculation shows thatF4,2 is 30-dimensional, and so gr4,2 =

F4,2/F2,2,2 is 15-dimensional. Now observe that there is a mapF4 ⊗ F2 → F4,2 which
takes an element ofF4 on the vertices{1, 2, 3, 4} and appends a tripled edge on the ver-
tices{5, 6}. One sees using this that that gr4,2 is a quotient of IndS6

S4×S2
(gr4 ⊗ gr2). By

the Littlewood–Richardson rule, the induction is a direct sum of the two irreducible repre-
sentations ofS6 corresponding to the partitions given in the statement of the proposition.
Since this sum is also 15-dimensional, the quotient map is anisomorphism.

(c) On the one hand, we have a non-canonicalS6-equivariant decomposition
Sym3(VL) ∼= gr2,2,2 ⊕ gr4,2 ⊕ gr6. On the other hand, a character computation shows
that Sym3(VL) ∼= gr2,2,2 ⊕ gr4,2 ⊕M3+3 (whereM3,3 is the irreducible representation
corresponding to 3+ 3). Thus gr6 = M3+3.

(d) This is a straightforward computer calculation. ⊓⊔

7. Retrogeneration of the ideal

In this section, we prove that for|L| sufficiently large, the ideal of relations is retrogener-
ated (generated by quadratics and relations on fewer points):
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Theorem 7.1. Let L be an even set of cardinality at least10. ThenIL = I retro
L . For

|L| ≥ 12 this holds overZ[1/2] while for |L| = 10 it holds overZ[1/10!].

The idealI retro
L of retrogenerated relations will be defined in §7.1. We use general struc-

tural arguments to prove Theorem7.1 when|L| ≥ 12 but when|L| = 10 the small size
of the graphs involved forces us to give an inelegant ad hoc argument. We suggest that a
reader consider skipping the arguments in the|L| = 10 case on a first reading.

7.1. Outer multiplication and the retrogenerated idealI retro
L

Let L andL′ be even sets. We have anouter multiplicationmap

⊠ : V ⊗n
L ⊗ V ⊗n

L′ → V ⊗n
L∐ L′ , YŴ ⊗ YŴ′ 7→ YŴ ∐ Ŵ′ .

In words, one takes a colored graphŴ on L and a colored graphŴ′ onL′, with the same
set of colors, and obtains a colored graph onL ∐ L′ by taking the disjoint union ofŴ
andŴ′. We will often omit the symbol⊠ and write the outer product using juxtaposition.

Outer multiplication does not descend to symmetric powers,as shown by the follow-
ing example:

⊠ =

⊠ =

Let L andL′ be the two sets of four vertices occurring on the left sides. The two left
sides above define equal elements of Sym2(VL) ⊗ Sym2(VL′). However, the two right
sides are different elements of Sym2(VL∐ L′)—their difference is the simplest binomial
relation (1.4).

One sees from the above example that outer multiplication does not descend to sym-
metric powers for the following reason: ifŴ is ann-colored graph onL and one permutes
the colors in each connected component ofŴ to obtain a newn-colored graphŴ′ then
YŴ andYŴ′ do not represent the same element of Symn(VL) in general. Now, ifŴ andŴ′

are as in the previous sentence thenYŴ − YŴ′ lies in the idealQL of Sym(VL) generated
by quadratic relations. (Reason: any permutation of colorscan be obtained by successive
transpositions of colors, and the relations thus arising are clearly quadratic.) We hence
find that outer multiplication descends to a map

⊠ : Symn(VL)/Q
(n)
L ⊗ Symn(VL′)/Q

(n)

L′ → Symn(VL∐ L′)/Q
(n)

L∐ L′

and thatI (n)
L /Q

(n)
L ⊗ Symn(VL′)/Q

(n)

L′ is mapped intoI (n)

L∐ L′/Q
(n)

L∐ L′ under⊠, that is,
the outer product of anything with a relation is still a relation. A motivating example
appeared in the introduction: the Segre relation on six points (1.2) induces a relation on
eight points (1.3).

For a givenL, we define theideal of retrogenerated relations, denotedI retro
L , to be the

ideal of Sym(VL)/QL generated by the images ofI
(n)

L′ /Q
(n)

L′ ⊗ Symn(VL′′)/Q
(n)

L′′ under



40 Benjamin Howard et al.

⊠ as(L′, L′′) varies over all partitions ofL into two disjoint proper even subsets andn

varies over all positive integers. We also writeI retro
L for the inverse image ofI retro

L under
Sym(VL) → Sym(VL)/QL. We have inclusionsQL ⊂ I retro

L ⊂ IL. (Theorem8.1 will
show that these three ideals are all the same.) We say a relation (in IL) is retrogenerated
if it lies in I retro

L .
A basic fact is that outer multiplication does not increase the “essential degree” of a

relation:

Proposition 7.2. Let L = L′ ∐ L′′ be a partition ofL into two proper even subsets.
Let x ∈ I

(n)

L′ /Q
(n)

L′ belong to the ideal generated by relations of degree≤ k and let

y ∈ Symn(VL′′)/Q
(n)

L′′ . Then the outer productx⊠y belongs to the ideal ofSym(VL)/QL

generated by relations of degree≤ k.

Proof. Write x =
∑

airi where ri is a relation of degree≤ k and ai belongs to
Sym(VL′)/QL′ and write y =

∑
yi where eachyi is a product of degree one ele-

ments. The outer product ofx ⊠ y is a sum of terms of the formairi ⊠ yj . Say ri
has degreek′ ≤ k so thatai has degreen − k′, and write yj = b1 · · · bn. Then
airi ⊠yj = (ai ⊠ (b1 · · · bn−k′))(ri ⊠ (bn−k′+1 · · · bn))—this basic compatibility between
outer multiplication and usual multiplication is trivial to verify. We have thus shown that
airi ⊠ yj is a multiple ofri ⊠ (bn−k′+1 · · · bn), a relation of degreek′ ≤ k. ⊓⊔

Outer multiplication, simple binomial relations and the retrogenerated ideal are quite for-
mal constructions and are present when studyingXn // G for any X andG. They are
described nicely by the formalism of the third author mentioned in §1.7. By contrast, the
following two propositions are specific to the present case.

Proposition 7.3. Let 6 = (Ŵ, U ) be a generalized Segre datum for whichŴ is discon-
nected. ThenRel(6) belongs toI retro

L .

Proof. Write Ŵ = Ŵ1∐Ŵ2. If one ofŴ1 or Ŵ2 is entirely contained within one of the parts
UR, UG or UB then the relation Rel(6) is manifestly retrogenerated. For instance, ifŴ1
is contained within one of the parts thenŴ2 with the partition induced fromU forms
a generalized Segre datum62 and Rel(6) is the outer product ofYŴ1 and Rel(62). If
neitherŴ1 nor Ŵ2 is contained solely within one part then each contains a pairof special
edges and the datum6 is forced to be degenerate (of the second case given in §5.4). The
relation Rel(6) thus belongs toQL ⊂ I retro

L by Proposition5.2. ⊓⊔

The next proposition is a key point in our inductive arguments.

Proposition 7.4. The idealI retro
L ⊂ Sym(VL)/QL is generated overZ[1/2] by the im-

ages ofI (3)

L′ /Q
(3)

L′ ⊗ Sym3(VL′′)/Q
(3)

L′′ under⊠ as(L′, L′′) varies over all partitions ofL
into two disjoint subsets whereL′′ has cardinality2, 4 or 6.

Proof. Proposition7.2 shows thatI retro
L is generated by elements of the formr ⊠ YŴ

wherer belongs toI
(3)

L′ /Q
(3)

L′ and YŴ belongs to Sym3(VL′′)/Q
(3)

L′′ , as (L′, L′′) varies
over all partitions ofL into two disjoint even subsets. Proposition6.8shows that we can
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write YŴ =
∑

aiYŴi
whereai belongs toZ[1/2] and eachŴi is a union of benzene 2-,

4- and 6-cycles. It follows thatYŴi
is itself an outer productYŴi1 ⊠ · · · ⊠ YŴin

where
eachYŴij

is a benzene 2-, 4- or 6-cycle. Since⊠ is associative, we haver ⊠ YŴi
=

(r ⊠YŴi1 ⊠ · · ·⊠YŴi(n−1)
)⊠YŴin

, which expressesr ⊠YŴi
as the outer product of a graph

on 2, 4 or 6 fewer points with a graph on 2, 4 or 6 points. Thusr ⊠ YŴ is a sum of such
graphs, which establishes the proposition. ⊓⊔

7.2. Square rotation relations

To prove Theorem7.1 we introduce thesquare rotation relations, needed only in this
proof. A square rotation datumis a pair5 = (Ŵ, U) whereU is a subset ofL of cardi-
nality 4 andŴ is an undirected graph onL with edges colored light and dark such that:

• The vertices ofL \ U have dark valence one and light valence two.
• The vertices ofU have dark valence zero and light valence one.

Let5 be a given square rotation datum. Suppose that a pair of edgese ande′ in Ŵ have the
same color. LetŴ + Ŵ′ + Ŵ′′ = 0 be the Pl̈ucker relation one ande′. Then5′ = (Ŵ′, U)

and5′′ = (Ŵ′′, U) are both square rotation data. We define thespace of square rotation
datato be theZ-span of the square rotation data modulo the relations5+5′ +5′′ = 0.

Let 5 be a square rotation datum. We have the following quadratic relation on the
four points inU :

= (7.1)

Multiplying both sides byŴ we obtain an element ofR(1)
L ⊗ R

(2)
L which maps to zero

in RL. We may thus regard it as an element ofI
(3)
L /Q

(3)
L , similar to what we did for

generalized Segre relations. We call such relationssquare rotation relations. We have a
linear map

Rel : {the space of square rotation data} → I
(3)
L /Q

(3)
L

mapping a square rotation datum to its associated relation.

7.3. Retrogeneration of square rotation relations

The result is:

Proposition 7.5. If L has cardinality at least12 then any square rotation relation is
retrogenerated.

We use a lemma to prove the proposition. Let5 be a given square rotation datum. The
light subgraph ofŴ has valence two everywhere except at the four vertices inU . It thus
breaks up into a union of cycles and two paths terminating inU . We call these two paths
thespecial paths. Thelengthof a special path is the number of vertices it contains.
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Lemma 7.6. (a) A square rotation relation with both special paths of even length lies
in QL.

(b) A square rotation relation with one special path of even length is quadratic.

Proof. (a) The way we obtain a square rotation relation from the square rotation datum
is to simply append the graphŴ to the relation (7.1). Now, on each side of (7.1) there are
two light edges. Change the color of these edges to grey. The hypothesis on the lengths of
the special paths says that we can color every other edge in the special paths grey (keeping
the first and last edges light) so that each vertex belongs to one grey and one light edge.
We may assume that the light cycles occurring inŴ have even size (as we can force this
using Pl̈ucker relations), so we can pick a light-grey alternating coloring of them. Thus
we have factored the light subgraph ofŴ in such a way that all the light edges appearing
in (7.1) have been colored grey. But now the relation is evidently essentially quadratic
(i.e., belongs toQL) since it is taking place solely on the dark-grey graph.

(b) If one special path has even length and one has odd length thenŴ has an odd light
cycle. We can thus Plücker the odd special path and the odd cycle so that both special
paths have even length. We now use part (a). ⊓⊔

We now prove Proposition7.5.

Proof of Proposition7.5. Let a square rotation datum be given. By the above lemma,
we can assume that each of the special paths has odd length. Using arguments similar to
those occurring in the proof of Proposition6.1, we can force the special paths to have
lengths three. Thus each special path contains a single vertex not belonging toU . Call
these two verticesx andy. We now use Proposition6.1 to convert the light cycles in
Ŵ into 2-cycles. We thus have a benzene chain joiningx to y. The graphŴ now looks
like the following (with the possibility that there are someadditional dark-light benzene
cycles not pictured):

x

y

1
2
3
4

Here the numbered vertices constitute the setU . The special paths are 1-x-2 and 3-y-4. If
there are in fact benzene cycles inŴ then the relation is retrogenerated (the proof of this
is similar to that of Proposition7.3). We can thus assume that there are no benzene cycles
and so the graph really does look like the above one. Since we have at least 12 vertices,
the benzene chain will have at least four single dark edges, so we can apply Corollary6.10
or the identity of Figure9 to break up the benzene chain and get a disconnected graph.
The associated relation will therefore be retrogenerated. ⊓⊔

7.4. Retrogeneration of the ideal on at least 12 points (Theorem7.1with |L| ≥ 12)

We begin with two lemmas.

Lemma 7.7. Let 6 = (Ŵ, U ) be a generalized Segre datum, and letU ⊂ UG be a set
of four vertices such that the dotted-solid graph ofŴ has a4-cycle contained inU . Let
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Ŵ be the graph obtained by rotating the colors in this4-cycle and let6 = (Ŵ, U ). Then
Rel(6) ≡ Rel(6) modulo quadratic and square rotation relations.

Proof. We must show that

Rel(6) − Rel(6) = YŴ − Y ′
Ŵ − YŴ + Y ′

Ŵ

belongs to the ideal generated by quadratic and square rotation relations. Clearly,YŴ −

YŴ ∈ QL since the dashed subgraph in each is the same, whileY ′
Ŵ−Y ′

Ŵ
is a square rotation

relation by definition. ⊓⊔

Lemma 7.8. Let 6 = (Ŵ, U ) be a generalized Segre datum and letU ⊂ UG be a set
of four vertices such that the dotted-solid graph ofŴ has a4-cycle contained inU . Let
{Ŵi} be the three graphs obtained by replacing the4-cycle onU by two2-cycles(there
are three ways to do this). Let {6i} be the corresponding generalized Segre data. Then
2 Rel(6) ≡

∑
Rel(6i) modulo quadratic and square rotation relations.

Proof. Recall the identity

+ = + +

of the proof of Lemma6.3. This identity holds inV ⊗2
L , that is, it follows from the colored

Plücker relations. This shows that in the space of generalizedSegre data, we have6 +

6 =
∑3

i=1 6i where6 was defined in the previous lemma. By the previous lemma, we
have Rel(6) = Rel(6) modulo quadratic and square rotation relations. This proves the
current lemma. ⊓⊔

We now complete the proof of Theorem7.1when|L| ≥ 12.

Proof of Theorem7.1when|L| ≥ 12. By Theorem5.1, it suffices to show that small gen-
eralized Segre cubic relations are retrogenerated. Thus let 6 be a given small generalized
Segre datum. We assume without loss of generality thatUR has cardinality two, and that
6 is non-degenerate.

We begin by considering the dotted-solid subgraph ofUG. This is a union of cycles
and a single chain going between the two special dotted edges. By using Proposition6.1,
or more accurately the identity of Figure7, we can convert this graph into a union of
2-cycles and 4-cycles and make the chain have length three (so that the two special dotted
edges are joined by a single solid edge). We can now use the above two lemmas to convert
the 4-cycles into 2-cycles, modulo retrogenerated relations.

We have thus reduced to the case where the dotted-solid subgraph ofŴ in UG is made
up of 2-cycles (except for the path of length three involvingthe two special dotted edges).
We now consider the dashed edges. Except for the special dotted edges, the graphŴ|UG

is a union of benzene chains with the dotted and solid edges being paired. There are two
incoming special dashed edges and two dashed edges connected to the two special dotted
edges. From each of these edges a benzene chain emanates which must terminate at one
of the other edges. These four dashed edges are thus contained in two benzene chains.
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If the two special dashed edges are contained in the same benzene chain then the graph
is degenerate and the relation lies inQL. It therefore suffices to consider the case where
each special dashed edge connects to a special dotted edge via a benzene chain.

Now, we may run the entire argument given above insideUB as well. We thus con-
clude thatŴ|UB

is a union of benzene chains with the dotted and solid edges being paired.
The two special dashed edges connect with the two special solid edges by benzene chains.
The picture is thus something like:

12

3

4
10 9

5

6

78

11

12

HereUG = {1, 2, 3, 4}, UB = {5, 6, 7, 8, 9, 10} andUR = {11, 12}. If there are other
benzene cycles present, then the relation is immediately retrogenerated. Also, the two
benzene chains connecting the left and right side could be crossed; that is, the chains
could go from 1 to 7 and 2 to 8 instead of as they do. However, onecan always rectify
this by Pl̈uckering two dashed edges such as89 and67—one of the resulting graphs has
the chains uncrossed while the other is degenerate. So the above graph is the only sort we
need consider.

Now, we can repartition the vertices so that all the dotted-solid doubled edges are
contained inUG. For example, with the above graph we would repartition so that UG =

{1, 2, 3, 4, 5, 6, 9, 10}, UB = {7, 8} andUR = {11, 12}. The resulting Segre datum yields
the same relation as the original. We next point out that we can put all the dotted-solid
doubled edges into a single benzene chain by Plückering two dashed edges. For example,
in the above graph we would Plücker the edges1 10 and67. In one graph,17 is a dashed
edge and all the dotted-solid doubled edges are in a single benzene chain running between
2 and 8. The other graph is degenerate. Now, since we have at least 12 vertices, the ben-
zene chain will have at least four single dashed edges. It cantherefore be broken apart
using Corollary6.10or the identity of Figure9, yielding a disconnected graph and there-
fore a retrogenerated relation. This completes the proof ofTheorem7.1when|L| ≥ 12.

⊓⊔

7.5. Retrogeneration of the ideal on 10-points (Theorem7.1with |L| = 10)

For the remainder of §7 we letL be a finite set of cardinality 10. To prove Theorem7.1
in this case, we show the following:

Proposition 7.9. The spaceI (3)
L /I

retro,(3)
L has dimension at most two(overZ[1/2]).

We now explain why this implies Theorem7.1 for |L| = 10. For the next few sentences
we work over a fieldk of characteristic not 2, 3, 5 or 7. A character computation shows
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that Sym3(VL) does not contain the trivial or alternating representation. Now, the rep-
resentationI (3)

L /I
retro,(3)
L is at most two-dimensional, and a summand of Sym3(VL). As

any representation ofSL of dimension at most two is made up of some combination
of the trivial and alternating representations, it followsthatI (3)

L /I
retro,(3)
L vanishes. Thus

I
(3)
L = I

retro,(3)
L over k. Since this holds for allk of characteristic not 2, 3, 5 or 7, we

concludeI
(3)
L = I

retro,(3)
L over Z[1/10!]. SinceIL is generated by quadratics andI

(3)
L

(Theorem5.1), this impliesIL = I retro
L overZ[1/10!].

We now turn to proving Proposition7.9. We prove the following result:

Proposition 7.10. Let U = {UG, UR, UB} be a fixed partition ofL with |UR | = 2.
Consider the subspaceV of I (3)

L /I
retro,(3)
L spanned by all generalized Segre cubic relations

coming from data with partition equal toU . Then, overZ[1/2]:

(1) If UG (and thusUB) has cardinality four thenV = 0.
(2) If eitherUG or UB has cardinality six thendimV ≤ 1.

We explain why Proposition7.10implies Proposition7.9. Fix an order onL. Call a par-
tition U = {UG, UR, UB} of L admissibleif each part is non-empty of even cardinality,
UG < UR < UB in the order and|UR| = 2. We call a generalized Segre cubic datum
admissibleif its partition is; we extend the notion to relations in the obvious manner. By
inspection, there are three admissible partitions ofL. One of these has|UG| = |UB | = 4,
while in the other two, one ofUG or UB has cardinality six. It follows from Propo-
sition 7.10that the admissible Segre cubic relations span a subspace ofI

(3)
L /I

retro,(3)
L of

dimension at most two. On the other hand, we know that the admissible generalized Segre
cubic relations spanI (3)

L /Q
(3)
L (see Remark5.3). As I

retro,(3)
L containsQ(3)

L we conclude

thatI (3)
L /I

retro,(3)
L has dimension at most two, establishing Proposition7.9.

We now begin proving Proposition7.10. We first consider the case where|UG| = 4
(so |UB | = 4 too). Consider the dotted-solid subgraph ofUG. In it there are two solid
edges, two dotted edges contained entirely inUG and two dotted edges (the special ones)
going betweenUG andUR. By using the identity of Figure7 we can force there to be a
dotted-solid doubled edge. This implies that the special dotted edges are joined by one
solid edge. By now considering the dashed edges, we see that there are two possibilities
for the picture inUG:

•

•

• •
or •

•

• •

The right case is disconnected, hence retrogenerated. We thus need only consider the
left case. We now go through the same considerations inUB as we just did inUG and
conclude that it too must look like the graph on the left, except with the colors dotted and
solid reversed. We find that the graph as a whole must be one of the two in the statement
of the following lemma. That lemma then shows that that the generalized Segre relation
we are considering is retrogenerated, which completes the|UG| = 4 case.
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Lemma 7.11. LetŴ be one of the following two graphs:

1

2

3

4

9

10

5 6 7 8

or

1

2

3

4

9

10

5 6

78

LetU = {UR, UG, UB} be a partition such thatUR = {9, 10}, UG ⊃ {1, 2}, UB ⊃ {3, 4}

and6 = (Ŵ, U ) is a generalized Segre cubic datum. ThenRel(6) is retrogenerated over
Z[1/2].

Proof. We first note that the relation Rel(6) is independent of the partitionU . We there-
fore assume that the vertices 5, 6, 7 and 8 belong toUG. Now, let Ŵ be the left graph.
RedrawŴ as follows:

6

7

8

5

1

2

3

4
10

9

All the dashed edges other than9 10 contain at least one vertex inUG so we are allowed
to Plücker any of them together to obtain a relation of generalized Segre cubic data. We
thus may apply the identity of Figure9 to the dashed edges. All the resulting terms either
come from fewer points by outer multiplication or else are degenerate. (Precisely: the first
two graphs from the first row of Figure9 come from fewer points, and the last two are
degenerate. In the second row, all are degenerate except forthe third. In the third row, all
are degenerate except the first.) We conclude that Rel(6) is retrogenerated.

Now letŴ be the right graph. By applying the Plücker relation to the edges28 and36
we get two graphs, one of which is degenerate, the other of which looks like the graph
handled in the previous paragraph. Thus Rel(6) for the right graph is retrogenerated as
well. ⊓⊔

We now establish the second case of Proposition7.10. Thus letU be a partition in which
|UG| = 6. In this case, bothUR andUB have cardinality two and so the situation is
symmetric with respect to these two colors. We begin with thefollowing observation:

Lemma 7.12. If there is a solid-dotted or solid-dashed doubled edge inUG thenRel(6)

is retrogenerated overZ[1/2].

Proof. Say there is a solid-dotted doubled edge inUG. Then, as in the case|UG| = 4,
we can apply identity of Figure7 to force there to be a second solid-dotted doubled edge
in UG. The graphŴ must now look like one of the two in Lemma7.11and so, by that
lemma, we obtain the present one. ⊓⊔



Relations for the ring of invariants ofn points 47

Now consider a general generalized Segre cubic datum6 with |UG| = 6. By applying
the identity of Figure7 repeatedly, or appealing to Proposition6.1, we can arrange it so
that the dotted-solid subgraph onUG is of the form

•

•

•

•

•

•

or
•

•

•

•

•

•

The right graph has a dotted-solid doubled edge, and so the associated relation belongs
to I ′

L by Lemma7.12. We therefore need only consider the left graph. We now consider
the dashed edges. There are two that are completely contained in UG and the two special
edges, each of which has one vertex inUG. Here are three possible graphs:

1

4

2 3

5 6

•

•

•

•

•

•

1

4

2 3

5 6

•

• • •

• •

1

4

2 3

5 6

•

• • •

• •

We will refer to these as type A, B and C, respectively. Of course, there are many other
possibilities for what the graph could look like. However, all reduce to one of the above
three types after some simple Plücker relations. For instance, one could consider the graph
which is like the type A one, but where the dotted and solid colors are switched in the
square 2-3-5-6. By applying the Plücker relation to the edges45 and the dashed special
edge containing 3, this relation is rewritten as a sum of two of those appearing above.

We now have the following result:

Lemma 7.13. Type B and C relations are retrogenerated overZ[1/2].

Proof. Consider the type B graph drawn above. We apply the identity of Figure7 to the
dashed-solid chain 4-5-2-3-6-∗, where∗ is the relevant vertex ofUB . The first graph
on the right side of the identity is disconnected and therefore retrogenerated. All the
remaining graphs have solid-dashed doubled edges and so arealso retrogenerated by
Lemma7.12. This completes the type B case. The type C case is handled similarly: in
the above labeling one applies the identity of Figure7 to the chain 4-5-2-6-3-∗ and then
proceeds exactly as in the type B case. ⊓⊔

The following completes the proof of Proposition7.10.

Lemma 7.14. The type A relations span a subspace ofI
(3)
L /I

retro,(3)
L of dimension at most

one overZ[1/2].

Proof. PutUG = {1, 2, 3, 4, 5, 6} and letŴ be a 3-colored graph onL whose restriction
to UG is the type A graph

1

4

2 3

5 6

•

•

•

•

•

•
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Applying the Pl̈ucker relation to the edges45 and12 gives an expression forŴ in terms of
two other graphsŴ1 andŴ2, one of which (sayŴ1) is degenerate. Now apply the Plücker
relation to the edges56 and23 ofŴ2. Again, this expressesŴ2 in terms of two other graphs
Ŵ3 andŴ4, one of which (sayŴ4) is degenerate. Thus, we see that Rel(6) and Rel(64)

are scalar multiples of each other. But Rel(64) is nothing other than(25) Rel(6). We thus
see thatŴ and(25)Ŵ yield the same relation (up to a scalar). By similar reasoning, we see
that(14)Ŵ and(36)Ŵ give the same relation asŴ.

Now consider the Plücker relation onŴ on the edges12 and3 ∗ , where∗ is the
relevant vertex ofUB . This results in two graphsŴ1 andŴ2. SayŴ1 is the graph which
has the edge1 ∗ . ThenŴ1 is a type B graph and thus retrogenerated. Now apply the
Plücker relation on the edges25 and36 toŴ2 to get two new graphsŴ3 andŴ4. One of
these, sayŴ3, has a solid-dotted doubled edge and is thus retrogenerated. The other,Ŵ4,
is just(23)Ŵ. We thus see thatŴ and(23)Ŵ give the same relation, up to a scalar. Similar
reasoning shows that(45)Ŵ, (56)Ŵ and(12)Ŵ give the same relation asŴ.

From the previous two paragraphs, we see that ifσ is any permutation ofUG thenŴ

andσŴ give the same relation, up to a scalar. Since every type A graph is of the formσŴ

for someσ , this establishes the lemma. ⊓⊔

8. The ideal is generated by quadratics

The goal of §8 is to prove thatIL is generated by quadratics if|L| ≥ 8:

Theorem 8.1. If L is an even set of cardinality at least eight thenIL = QL over
Z[1/12!].

As described in §1.6, this concludes the proof of Theorem1.1. Thanks to our work in §7,
the main remaining work is to prove three base cases:

Theorem 8.2. The idealsI8, I10 andI12 are generated by quadratics overZ[1/12!].

This implies Theorem8.1(and hence Theorem1.1) by the following inductive argument.
Let n ≥ 14 and assume the theorem has been established for even sets of cardinality less
thann. By Theorem7.1 we haveIn = I retro

n . By Proposition7.4 we know thatI retro
n is

generated by the outer products of cubic relations onn − 2, n − 4 andn − 6 points with
arbitrary graphs on 2, 4 and 6 points. The inductive hypothesis, and the fact thatn ≥ 14,
ensures that any cubic relation onn−2,n−4 orn−6 points lies in the ideal generated by
quadratics. Since outer multiplication does not increase essential degree (Proposition7.2),
we findI retro

n = Qn. Thus Theorem8.1is established by induction.
As for Theorem8.2, quadratic generation ofI8 is proved overZ[1/3] in [HMSV3].

(Quadratic generation ofI8 over Q had previously been established by computer; see
e.g., [Ko] or [FS, Lemma 1.1].) We handle the 10- and 12-point cases by showingthatI10
(resp.I12) is generated by relations coming from 8 (resp. 8 and 10) points: one does not
need relations coming from six points to generateIL. The quadratic generation ofI8 then
implies that ofI10 and hence ofI12 as well.
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Here is an overview of the argument. We letI ′ be the quotient of the cubic part of the
ideal by quadratic relations and relations retrogeneratedfrom 8 (resp. 8 and 10) points.
We wish to show that this space is zero. By Theorem7.1, I ′ is generated as anS10-
module (resp.S12-module) by a single relation: the outer product of the Segrecubic on
six points by a benzene 4-cycle (resp. 6-cycle). (Hence we only need to prove that these
two relations are generated by quadratics. This could in principle be checked by computer,
but with current technology would probably require an algorithm of equal difficulty to our
proof!) We can thus writeI ′ as a quotient of a representationV induced fromS6 × S4
(resp.S6×S6), where the first factor acts on the Segre cubic on six points and the second
on the benzene cycle. We then write down a family of elements in the kernel ofV → I ′,
which allows us to obtain an upper bound on the dimension ofI ′. Finally, we examine the
irreducibleS10-modules (resp.S12-modules) occurring inV and find that they all have
larger dimension than the bound found forI ′. This shows thatI ′ is zero. The fact that
we use the representation theory ofS10 andS12 is the source of the denominator 12! in
Theorem8.1.

Throughout §8, L will always denote a set of cardinality 10 or 12. We handle thetwo
cases simultaneously as much as possible. When we make different statements for the
two cases, we give the 10-point statement first and the 12-point statement second.

8.1. The spacesI ′
P

and the A-, B- and C-relations

By a bipartition of L we mean an ordered pairP = (P, Q) with P ∐ Q = L, whereP

has cardinality six, andQ has cardinality four if|L| = 10, and cardinality six if|L| = 12.
By a graph oftype A(resp.type B, resp.type C) with respect to a bipartitionP we mean
one of the form

respectively respectively

when|L| = 10, or one of the form

respectively respectively

when|L| = 12. In all cases the vertices of the top hexagon belong toP while the vertices
in the bottom square or hexagon belong toQ.

We name some edges that we will refer to often. The most obvious distinguished edges
are the two dashed edges joining theP -vertices andQ-vertices. We call them thespecial
dashed edges. There is a unique dotted (resp. solid) edge in the top hexagon meeting one
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of the special dashed edges; we call it the(top) special dotted(resp.solid) edge. Finally,
for type B graphs, we call the solid edge in the bottom hexagonwhich meets the special
dashed edges thebottom special solid edge. We call the chaina-b-c-d, whereab is the
special dotted edge,bc is the special dashed edge to which it connects andcd is the
bottom special solid edge, thespecial chain(only defined for type B graphs).

Let Ŵ be a graph of type A, B or C with respect toP. Define a partitionU =

{UR, UG, UB} of L as follows. In the type A case,UR, UG andUB each contain two
vertices in the top hexagon, and these vertices must be connected by a dashed, solid and
dotted edge respectively. The bottom benzene cycle is inUB . In the type B and C cases
we takeUG to be the two vertices belonging to the top special solid edge, we takeUB

to be the two vertices belonging to the top special dotted edge together with the bottom
set (that is, the setQ), and we takeUR to be the leftover two vertices in the top hexagon
(they form a dashed edge). In each case,(Ŵ, U ) is a generalized Segre cubic datum, and
so has an associated generalized Segre cubic relation. In the type A case the partitionU
was not uniquely determined, but its image inI ′

L is independent of the choice of partition.
We may thus in all cases speak unambiguously of the relation defined byŴ, denoted by
Rel(Ŵ). Note that ifσ is a permutation ofL then Rel(σŴ) = ǫ(σ )σ (Rel(Ŵ)).

We let I ′
P

be the subspace ofI ′
L generated by the relations attached to all type A

graphs with respect toP. Now, I ′
P

carries a natural representation ofSP × SQ. As

such it is a quotient of the representationI
(3)
P ⊗ gr(3)

4,Q (resp.I (3)
P ⊗ gr(3)

6,Q). In particu-

lar, it is either zero or irreducible of dimension one (resp.five), asI
(3)
P is irreducible of

dimension one and gr(3)
4,Q (resp. gr(3)

6,Q) is irreducible of dimension one (resp. five; see
Propositions6.13and6.14). The natural map (ofSL-modules)

⊕

P

I ′
P

→ I ′
L

is surjective sinceIL is retrogenerated (Theorem7.1) and there are no relations on two or
four points.

Proposition 8.3. Let P be a bipartition ofL. Then the type B relations with respect to
P belong toI ′

P
and span it. The same is true for the type C relations.

We prove this proposition by showing that type A relations can be written in terms of
type B relations, type B in terms of type C and finally type C in terms of type A, all with
respect to the sameP. We accomplish this in a series of lemmas. After this proof wewill
have no need for the type C relations.

Lemma 8.4. Any type A relation with respect toP belongs to the space spanned by the
type B relations with respect toP.

Proof. Given a type A graph, Plücker a dashed edge from the top hexagon and a dashed
edge from the bottom benzene cycle. This expresses the type Arelation as a sum of two
type B relations. ⊓⊔

Lemma 8.5. Any type B relation with respect toP belongs to the space spanned by the
type C relations with respect toP.
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Proof. To establish this lemma we just have to rewrite the dotted-solid graph onQ in
terms of squares of matchings. This is exactly what we did in when proving Theo-
rem7.1(a) (see in particular Lemmas7.7and7.8). The key point is that all square rotation
relations which come up in our particular case have special paths of even length and are
therefore quadratic.

Alternatively, one can argue as follows. The generalized Segre relation associated to
graphs of type B is a genuine cubic relation, that is, the light-dark graph on the right side
of the relation factors into a product of degree one graphs. For instance, in the 12-point
case the factored relation may be written as

=

(the dark graph on the right is colored dotted while the lightgraph has been factored into
the solid and dashed graphs). Now, the bottom half of each side is the same. One can
therefore apply the same colored Plücker and quadratic relations on each side and rewrite
the dotted-solid graph onQ as a sum of squares of matchings. This expresses the type B
relation in terms of type C relations. ⊓⊔

Lemma 8.6. Any type C relation with respect toP belongs to the space spanned by the
type A relations with respect toP.

Proof. The proof of the 10-point case proceeds exactly as the proof of Lemma7.11. Note
that after applying the identity of Figure9 to the redrawn graph, the first graph on the
second line of the right side is a type A graph with respect toP. All other graphs either
come from eight points or else are degenerate. To prove the 12-point case, we again use
the identity of Figure9, applying it to the bottom four dashed edges, that is, the two
special dashed edges and the two dashed edges contained in the bottom hexagon. The
first term in Figure9 is a type A relation with respect toP. All the other terms come
from eight or ten points. ⊓⊔

8.2. Relations among differentI ′
P

In this section we demonstrate some linear dependencies between the various spacesI ′
P

:

Proposition 8.7. Let Ŵ be a type A graph with respect to a bipartitionP = (P, Q),
let a andb be two distinct elements ofP and letc andd be two distinct elements ofQ
which are joined by a doubled edge. ThenRel(Ŵ) is contained in

∑
I ′
σP

, where the sum
is taken over those permutationsσ of {a, b, c, d} for whichσP 6= P.

We deduce this proposition from the following one:
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Proposition 8.8. LetŴ be a type B graph with respect toP and leta-b-c-d be its special
chain. Then

Rel(Ŵ) = (ad) Rel(Ŵ) − (bc) Rel(Ŵ) + (ad)(bc) Rel(Ŵ) + Rel(1)

where1 is a type A graph with respect to(bd)P. In particular, Rel(Ŵ) belongs to∑
I ′
σP

, the sum taken over those permutationsσ of {a, b, c, d} for whichσP 6= P.

Proof of Proposition8.7 given Proposition8.8. Let Ŵ, a, b, c andd be given as in the
statement of Proposition8.7. The verticesc andd are connected by dashed and solid
edges. Now, using a quadratic relation we may recolor theP -part ofŴ so thata andb are
connected by a dotted edge. SinceSP acts on the Segre cubic relation onP via the sign
character, all dotted edges inP are more or less the same so we may drawŴ as:

a

b

c d

respectively

a

b

c d

We now Pl̈ucker the dashed edge joiningc andd and the unique dashed edge containing
b. We obtain an expressionŴ = Ŵ1 + Ŵ2 where eachŴI is a type B graph with respect
to P. The special chain inŴ1 is a-b-c-d while in Ŵ2 it is a-b-d-c. By Proposition8.8,
both Rel(Ŵ1) and Rel(Ŵ2) belong to

∑
I ′
σP

, where the sum is over those permutations
σ of {a, b, c, d} for which σP 6= P. Thus Rel(Ŵ) belongs to this space as well, which
completes the proof. ⊓⊔

We now begin proving Proposition8.8. Consider a type B graphŴ. For convenience, we
label it:

1

2

3 4

5

6

78

9 10

respectively
2 5

6

78

1

3 4

10

1211

9

With this labeling, the special chaina-b-c-d is 1-2-3-4. We letP be the relevant biparti-
tion.

By Plückering the edges27 and34 we obtainŴ = −Ŵ2 − Ŵ3 whereŴ2 andŴ3 are:

respectively
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We now Pl̈ucker the edges12 and39 inŴ3 to obtain a relationŴ3 = −Ŵ4 − Ŵ5 whereŴ4
andŴ5 are given by:

respectively

Now, we haveŴ4 = (23)Ŵ. Thus (as generalized Segre data)

Ŵ − (23)Ŵ + Ŵ2 = Ŵ5. (8.1)

Lemma 8.9. We have(14) Rel(Ŵ2) = Rel(Ŵ2) + Rel(1) where1 is a type A graph with
respect to(24)P.

Proof. The graphŴ2 has a benzene chain with three (resp. four) dotted edges, beginning
at vertex 1 and ending at vertex 4. The picture is thus:

8 6

1

2 3 9 10

4

7 5

respectively

8 6

1

2 3 9 11 12 10

4

7 5

Note thatUR = {7, 8} andUG = {5, 6} while UB consists of the remaining vertices.
We now Pl̈ucker the edges81 and74. In the first term, 8 connects to 4 and 7 to 1.

The second term is a degenerate Segre datum (since81 and74 are the special solid edges
in UB ). It is thus quadratic and can be ignored. We next Plücker the edges61 and54, the
results being similar. We have thus shown that Rel(Ŵ2) defines the same element ofI ′

L as
the relation associated to following graph (since we used two Plücker relations, no sign is
introduced):

8 6

4

2 3 9 10

1

7 5

respectively

8 6

4

2 3 9 11 12 10

1

7 5

We now Pl̈ucker 12 and4 10. The first term is(14)Ŵ2. The second term is a type A
graph1 with respect to(24)P. We thus find Rel(Ŵ2) = − Rel((14)Ŵ2)−Rel(1), which
establishes the proposition. ⊓⊔

Lemma 8.10. We have(14) Rel(Ŵ5) = Rel(Ŵ5).

Proof. We redrawŴ5 in a more convenient way:

7

3 2
4

5

10 9

1

8 6

respectively

7

3 2
4

5

10 12 11 9

1

8 6

As before,UR = {7, 8} andUG = {5, 6} while UB consists of the remaining vertices.
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We now Pl̈ucker the edges61 and54. In the first term, 5 connects to 1 and 6 to 4. The
second term is a degenerate Segre datum and can be ignored. Wenext Pl̈ucker24 with
81. In the first term, 8 connects to 4 and 2 to 1. The second term is degenerate and can be
ignored. We have thus shown that Rel(Ŵ5) defines the same element ofI ′

L as the relation
associated to the following graph:

7

3 2
1

5

10 9

4

8 6

respectively

7

3 2
1

5

10 12 11 9

4

8 6

We now Pl̈ucker the edges19 and4 10. The first term is just(14)Ŵ5. The second term is
retrogenerated from eight (resp. ten) points and thereforedoes not contribute inI ′

L. We
thus have Rel(Ŵ5) = − Rel((14)Ŵ5), which establishes the proposition. ⊓⊔

We can now complete the proof of Proposition8.8.

Proof of Proposition8.8. By Lemma8.10and (8.1), we see that Rel(Ŵ) − Rel((23)Ŵ) +

Rel(Ŵ2) is invariant under(14), that is,

Rel(Ŵ) − Rel((23)Ŵ) + Rel(Ŵ2) = (14) Rel(Ŵ) − (14) Rel((23)Ŵ) + (14) Rel(Ŵ2).

We now apply Lemma8.9and write(14) Rel(Ŵ2) = Rel(Ŵ2)+Rel(1) where1 is a type
A graph with respect to(24)P. TheŴ2 terms on each side of the equation cancel, and we
are left with

Rel(Ŵ) = (14) Rel(Ŵ) − (23) Rel(Ŵ) + (14)(23) Rel(Ŵ) + Rel(1).

This completes the proof. ⊓⊔

8.3. Proof of Theorem8.2

We now complete the proof of Theorem8.2. As we have explained, to do this it suffices
to show thatI ′

L = 0. To do this we first use Proposition8.7 to obtain an upper bound for
the dimension ofI ′

L, and then we use representation theory to show that this upper bound
forcesI ′

L to be zero.
Fix an order onL. Forn = 10 (resp.n = 12), we say that a bipartitionP = (P, Q)

of L is goodif there is at most one (resp. if there are at most two) element(s) ofQ which
are larger than the second smallest element ofP .

Proposition 8.11. The natural map
⊕

I ′
P

→ I ′ is surjective, where the sum is taken
over all good bipartitionsP.

Proof. We handle the two casesn = 10 and 12 separately, for the sake of clarity. We
begin with the 10-point case. LetP be a bipartition which is not good. Leta < b be
the smallest two elements ofP and letc < d be the largest two elements ofQ. Since
P is not good, we havea < b < c < d. Now let Ŵ be a type A graph with respect
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to P. SinceI
(3)
P ⊗ gr(3)

4,Q is one-dimensional, ifŴ′ is any other type A graph with respect
to P then we have Rel(Ŵ) = Rel(Ŵ′). Thus we may assume thatc andd are connected
by a doubled edge inŴ. We may then apply Proposition8.7 to conclude thatŴ belongs
to

∑
I ′
σP

, the sum taken over those permutationsσ of {a, b, c, d} for whichσP 6= P.
Each of theseσP is closer to being good thanP (measured by how many elements ofQ

are larger than the second smallest element ofP , for instance). By induction, we deduce
the proposition.

We now handle the case whereL has cardinality 12. LetP be a bipartition which is
not good. Leta < b be the smallest two elements ofP and letc < d < e be the largest
three elements ofQ. SinceP is not good, we havea < b < c < d < e. Now let Ŵ
be a type A graph with respect toP. By Proposition6.14(d) we can rewrite Rel(Ŵ) in
terms of Rel(Ŵi), where eachŴi is a type A graph with respect toP in which eithercd
or ce appears as a doubled edge. We may as well then just assume thatŴ hascd as a
doubled edge (thece argument is the same). We now apply Proposition8.7and find that
Rel(Ŵ) belongs to

∑
I ′
σP

asσ varies over those permutations of{a, b, c, d} for which
σP 6= P. As before, eachσP is closer to being good thanP and so we deduce the
proposition by induction. ⊓⊔

Proposition 8.12. For n = 10 (resp.n = 12) there are25 (resp.112) good bipartitions
of L.

Proof. We again consider the two cases separately, and begin with the 10-point case.
Identify L with {1, . . . , 10}. Consider bipartitions ofL for which the second smallest
element ofP is x. Of course, we must havex ≤ 6. On the other hand, ifx ≤ 4 then at
least two elements ofQ will be larger thanx and so the bipartition will not be good. Thus
we must havex = 5 orx = 6.

• x = 6. In this case,P must contain each of 7, 8, 9 and 10. In addition,P contains one
number less than 6. There are five such choices, each of which gives a good bipartition.

• x = 5. In this case,P must contain each of 6, 7, 8, 9 and 10 except for one (it cannot
contain them all for thenx would not be second smallest). There are five ways to choose
what to omit. In addition,P must contain one number less than 5. There are four such
choices. Thus, all told, there are 20 good bipartitions.

Thus in total we have 5+ 20 = 25 good bipartitions.
We now handle the case whereL has cardinality 12. Again, we identityL with

{1, . . . , 12} and consider bipartitions for which the second smallest element ofP is x.
We must havex ≤ 8. Now, if x ≤ 5 thenQ necessarily has three elements larger thanx

and so the bipartition is not good. Thus we only need to consider the casesx = 6, 7, 8.

• x = 8. In this case,P must contain each of 9, 10, 11 and 12. In addition,P contains
one number less than 8. There are seven choices for such a number, and all give good
bipartitions.

• x = 7. In this case,P must contain each of 8, 9, 10, 11 and 12 except for one (it
cannot contain them all for thenx would not be second smallest). There are five ways
to choose what to omit. Furthermore,P must contain one element smaller than 7. There
are six such choices. Thus there are 30 good bipartitions in this case.
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• x = 6. In this case,P must contain each of 7, 8, 9, 10, 11 and 12 except for two. There
are 15 ways to omit two of these numbers. Furthermore,P must contain one element
smaller than 6. There are five such choices. Thus there are 75 good bipartitions in this
case.

Thus in total we have 7+ 30+ 75 = 112 good bipartitions. ⊓⊔

Corollary 8.13. For n = 10 (resp.n = 12) we havedimI ′
L ≤ 25 (resp.≤ 560).

Proof. We know thatI ′
L admits a surjection from

⊕
I ′
P

, the sum taken over the good
bipartitionsP. WhenL has cardinality 10, there are 25 of these bipartitions and eachI ′

P

has dimension at most one. WhenL has cardinality 12, there are 112 of these bipartitions
and eachI ′

P
has dimension at most five. This gives the result. ⊓⊔

Proposition 8.14. For n = 10 (resp.n = 12) the space
⊕

I ′
P

(summed over all bi-
partitions P) is either zero or a direct sum of two irreducibleSL-representations of
dimensions84 and126 (resp. three irreducible representations of dimensions616, 1925
and2079).

Proof. The space
⊕

I ′
P

is isomorphic as anSL-module to IndSL

SP ×SQ
I ′
P

for any fixed

bipartitionP = (P, Q). We now handle the two cases separately.
First supposen = 10. ThenI ′

P
is either zero or isomorphic as an(SP × SQ)-

module toI (3)
P ⊗ gr(3)

4,Q. As anSP -moduleI
(3)
P corresponds to the partition 1+ 1 + 1 +

1 + 1 + 1, (the alternating representation) while as anSQ-module gr(3)
4,Q corresponds to

the partition 4 (the trivial representation). We now use theLittlewood–Richardson rule to
compute IndSL

SP ×SQ
I ′
P

. Excluding the case whereI ′
P

= 0, we find that the induction
decomposes into a direct sum of two irreducibles, corresponding to the partitions

5 + 1 + 1 + 1 + 1 + 1, 4 + 1 + 1 + 1 + 1 + 1 + 1.

By the hook length formula these irreducibles have dimensions 126 and 84, respectively.
Now sayn = 12. Again,I ′

P
is either zero or isomorphic as an(SP ×SQ)-module to

I
(3)
P ⊗gr(3)

6,Q. The representationI (3)
P corresponds to the partition 1+1+1+1+1+1 while

gr(3)
6,Q corresponds to 3+ 3. The Littlewood–Richardson rule shows that the induction

decomposes into three irreducibles, corresponding to the partitions

4+ 3+ 1+ 1+ 1+ 1+ 1, 4+ 4+ 1+ 1+ 1+ 1, 3+ 3+ 1+ 1+ 1+ 1+ 1+ 1.

These irreducibles have dimensions 2079, 1925 and 616, respectively. ⊓⊔

We now complete the proof of Theorem8.2.

Proof of Theorem8.2. We must showI ′
L = 0. If n = 10, we know that on one hand,I ′

L is
at most 25-dimensional, while on the other, it is a direct sumof at most two irreducibles
of dimensions 84 and 126. It follows thatI ′

L must be zero. Similarly, whenn = 12, we
know that, on one hand,I ′

L is at most 560-dimensional, while on the other, it is a direct
sum of at most three irreducibles of dimensions 616, 1925 and2079. Again, we conclude
I ′
L = 0. ⊓⊔
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9. The quadratics are generated by the simplest binomials

In §9, we prove the following, concluding the proof of Theorem1.2:

Theorem 9.1. If L has even cardinalityn, then the simplest binomial relations spanI
(2)
L

overZ[1/n!] .

The proof uses thesimple binomial relations. We show that the spans of the simple bi-
nomial relations and simplest binomial relations coincide. We then use theSL-module
structure ofI (2)

L to show that simple binomial relations generate it. It suffices to prove
the result over any field of characteristic 0 or greater thann, so we do this. (We always
assume that the base field is not of characteristic 2.)

9.1. Simple binomial relations

Let L be an even set. Abinomial quadratic datumis a pairD = (Ŵ, U) whereŴ is an
undirected regular 2-colored graph onL andU is a subset ofL such that all edges ofŴ
are contained inU or L \ U . DefineŴ′ to be the graph obtained by inverting the colors of
the edges ofŴ contained inU , and set

Rel(D) = YŴ − YŴ′ ,

which is clearly a relation.
Let D be a binomial quadratic datum. Suppose that a pair of edgese ande′ of Ŵ have

the same color and both lie inU or L \ U . Let Ŵ′ andŴ′′ be the other graphs occurring
in the colored Pl̈ucker relation one ande′. ThenD′ = (Ŵ′, U) andD′′ = (Ŵ′′, U) are
binomial quadratic data. We define thespace of binomial quadratic datato be theZ-span
of the binomial quadratic data modulo the (Plücker) relationsD + D′ + D′′ = 0. The
associationD 7→ Rel(D) descends to a linear map

Rel : {the space of binomial quadratic data} → I
(2)
L .

We call a binomial quadratic datumsimple if U has cardinality four. We call the
resulting relationssimple binomial relations. We say that a binomial quadratic datum is
simplestif it is simple and in additionŴ is made up of 2-cycles and two 4-cycles. The
associated relations are thesimplest binomial relationsdefined in the introduction; (1.4)
is an example. Note that ifD = (U, Ŵ) is a binomial quadratic datum andŴ is a union
of 2-cycles and zero or one 4-cycle then Rel(D) = 0. Although there are more simple
binomial relations than simplest binomial relations, theyspan the same space:

Proposition 9.2. Every simple binomial relation is a linear combination of simplest bi-
nomial relations overZ[1/2].

Thus to prove Theorem9.1it suffices to show that the simple binomial relations spanI
(2)
L .

Proof. Let D = (Ŵ, U) be a simple binomial quadratic datum. By Proposition6.1we can
use colored Plücker relations inL\U to writeŴ|L\U as a sum of graphs, each of which is
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a union of 2-cycles and at most one 4-cycle. This expresses Rel(D) in terms of simplest
binomial relations. ⊓⊔

Let L be an even set and letU be a subset of cardinality four. LetL′ = L \ U . Define a
map

ι :
∧2

VL′ ⊗
∧2

VU → I
(2)
L by (YŴ ∧ YŴ′) ⊗ (Y1 ∧ Y1′) 7→ YŴ1YŴ′1′ − YŴ′1YŴ1′ .

This is the simple binomial relation associated to the simple binomial data(8, U) where
8 is the 2-colored graphŴŴ′11′ in which Ŵ1 has one color andŴ′1′ the other. Note
thatι is (SL′ × SU )-equivariant.

Lemma 9.3. The mapι is injective.

Proof. Let Y1, Y1′ be a basis ofVU . It suffices to show that the map
∧2

VL′ →

Sym2(R
(1)
L ) given by

YŴ ∧ YŴ′ 7→ YŴ1YŴ′1′ − YŴ′1YŴ1′

is injective. Letf (resp.f ′) be the mapVL′ → R
(1)
L given byYŴ 7→ YŴ1 (resp.YŴ 7→

YŴ1′ ). Both f andf ′ are injective. Furthermore, the images off andf ′ are linearly
disjoint. To see this, use the fact that planar graphs form a basis forR(1)

L (Theorem2.2):
PutL on a circle so that the vertices inU are consecutive. IfŴ andŴ′ are planar graphs
onL′ and1 and1′ are distinct planar graphs onU thenŴ1 andŴ′1′ are distinct planar
graphs onL. The lemma now follows from the following lemma in linear algebra. ⊓⊔

Lemma 9.4. Letf, g : V → W be linear maps of vector spaces which are injective and
have linearly disjoint images. Then the map

∧2
V → Sym2(W), v ∧ w 7→ f (v)g(w) − f (w)g(v),

is also injective.

Proof. Let vi be a basis forV and assume thatv =
∑

αijvi ∧ vj belongs to the kernel,
so

0 =
∑

αij (f (vi)g(vj ) − f (vj )g(vi)) =
∑

(αij − αji)f (vi)g(vj ).

The vectorsf (vi)g(vj ) are linearly independent in Sym2(W), soαij = αji and hence
v = 0. ⊓⊔

9.2. Completion of the proof of Theorem9.1

Let X denote the set of partitions ofn into exactly four even parts and letX− be the set of
partitions ofn − 4 into exactly four odd parts. ThusX has the partitions occurring inIL

andX− has those occurring in
∧2

VL′ (Proposition6.5). For a partitionλ ∈ X we define
a corresponding partitionλ− ∈ X− by removing one box from each row in the Young
diagram:(a, b, c, d) 7→ (a − 1, b − 1, c − 1, d − 1). This bijection of setsX → X− has
a representation-theoretic characterization:
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Lemma 9.5. Let λ− ∈ X− andµ ∈ X be given.(Recall from §6.4 that Mλ is the irre-
ducible representation ofSL corresponding to the partitionλ). Then

dim HomSL′×SU
(Mλ− ⊗ ǫ, Mµ) =

{
1 if λ = µ,

0 otherwise.

Hereǫ denotes the sign representation ofSU .

Proof. By Frobenius reciprocity, the dimension of the Hom space is equal to the multi-
plicity of Mµ occurring in the induction IndSL

SL′×SU
(Mλ− ⊗ ǫ). This can be computed

using the Littlewood–Richardson rule, which is simple in this case becauseǫ is just the
alternating representation (the Young diagram is a single column of four boxes). The key
point is that the only way to add on four boxes toλ and end up with something inX is to
put one box at the end of each row. ⊓⊔

Corollary 9.6. The mapι carries (
∧2

VL′)[λ−] ⊗
∧2

VU into I
(2)
L [λ] for any λ ∈ X,

where as usualV [λ] is theλ-isotypic part of a representationV of the symmetric group.

We can now prove Theorem9.1.

Proof of Theorem9.1. According to the above corollary,ι induces a map
(∧2

VL′

)
[λ−] ⊗

∧2
VU → I

(2)
L [λ]

for anyλ ∈ X. This map is injective (Lemma9.3), and(
∧2

VL′)[λ−] is non-zero (Propo-
sition 6.5). Thus the image ofι has non-zero projection to eachI (2)

L [λ]. Since I
(2)
L is

multiplicity-free (Proposition6.5), the image ofι generatesI (2)
L as anSL-module. Hence

the simple binomial relations spanI (2)
L . Since every simple binomial relation is a linear

combination of simplest binomial relations (Proposition9.2), Theorem9.1follows. ⊓⊔
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