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Abstract. We address the problem of the existence of finite energy solitary waves for nonlinear
Klein—Gordon or Schrodinger type equations Au — u + f(u) = 0 in RV, u e H! (RN), where
N > 2. Under natural conditions on the nonlinearity f, we prove the existence of infinitely many
nonradial solutions in any dimension N > 2. Our result complements earlier works of Bartsch and
Willem [1] (N =4 or N > 6) and Lorca and Ubilla [13] (N = 5) where solutions invariant under
the action of O (2) x O (N —2) are constructed. In contrast, the solutions we construct are invariant
under the action of Dy x O(N — 2) where Dy C O(2) denotes the dihedral group of rotations and
reflections leaving a regular planar polygon with k sides invariant, for some integer k > 7, but they
are not invariant under the action of O(2) x O(N — 2).

Keywords. Nonradial bound states, nonlinear Schrodinger equations, balancing condition, Lyapu-
nov—Schmidt reduction method

1. Introduction and statement of the main results

Nonlinear semilinear elliptic equations of the form
Au—u+ fu)=0 inRY, (1.1)

u € H'(RN), arise in various models in physics, mathematical physics and biology. In
particular, the study of standing waves (or solitary waves) for the nonlinear Klein—-Gordon
or Schrodinger equations reduces to (1.1). We refer to the papers of Berestycki and Lions
[3], [4] and Bartsch and Willem [1] for further references and motivations.

Obviously (1.1) is equivariant with respect to the action of the group of isometries
of R¥, it is henceforth natural to ask whether all solutions of (1.1) are radially sym-
metric. In that regard, the classical result of Gidas, Ni and Nirenberg [7] asserts that all
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positive solutions of (1.1) are indeed radially symmetric. Therefore, nonradial solutions,
if they exist, are necessarily sign-changing. When the nonlinearity f is odd, Berestycki
and Lions [3], [4] and Struwe [16] have obtained the existence of infinitely many radially
symmetric sign-changing solutions under some (almost necessary) growth condition on f
(we also refer to the work of Bartsch and Willem [2] and Conti, Merizzi and Terracini [5]
for different approaches and weaker assumptions on the nonlinearity f).

The existence of nonradial sign-changing solutions was first proved by Bartsch and
Willem [1] in dimension N = 4 and N > 6. The key idea is to look for solutions in-
variant under the action of O(2) x O(N — 2) C O(N) to recover some compactness
property. Later on, this result was generalized by Lorca and Ubilla [13] to handle the
N = 5-dimensional case. The proofs of both results rely on variational methods and
the oddness of the nonlinearity f is needed. The question of the existence of nonradial
solutions remained open in dimensions N = 2, 3.

In this paper, we construct unbounded sequences of solutions of (1.1) in any dimen-
sions N > 2. The solutions we obtain are nonradial, have finite energy and are invariant
under the action of Dy x O(N — 2), for some given k > 7, where D C O(2) is the
dihedral group of rotations and reflections leaving a regular polygon with k sides invari-
ant. Moreover, these solutions are not invariant under the action of O (2) x O(N —2) and
hence they are different from the solutions constructed in [1] and [13].

We set

uy :=max(u,0) and wu_ :=max(—u,O0).

We will assume that the nonlinearity f can be decomposed as
f@) = fituy) — fa(u-),

where the functions f; : R — R are at least C'** for some u € (0, 1) and satisfy the
following conditions:

(H.1) Fori = 1,2, f;(0) = fi/(O) =0.
(H.2) Fori = 1, 2, the equation

Aw; —w; + fi(w;) =0 (1.2)

has a unique positive (radially symmetric) solution w; which tends to 0 exponen-
tially fast at infinity.

(H.3) Fori =1, 2, the solution w; is nondegenerate, in the sense that
Ker(A — 1+ ﬂ(w,-)) NL®RY) = Span{dy, w;, ..., Oxyw;}. (1.3)
A typical example of a nonlinearity f satisfying all the above assumptions is the function
f) =@l —cul) — @ — cu®),

wherec; > O0and 1 < g; < p;i < (N+2)/(N —2) (we agree that (N+2)/(N —2) = 400
when N = 2). In this case, the existence of w; is standard and follows from well known
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arguments in the calculus of variation while the uniqueness follows from the results of

Kwong [10] and Kwong and Zhang [11]. Concerning the nondegeneracy condition (which

essentially follows from the uniqueness of the solutions), we refer to Appendix C of [15].
For example, when p; = p» = p and ¢ = ¢ = 0, the nonlinearity is just given by

fa) = ul” .

The energy functional associated to (1.1) is given by

Ew) = %/RN(|VM|2+uz)dx - /RN F(u)dx, (1.4)

where

F(u) = /u f(s)ds.
0

We will denote by &; the energy of the function w;,
1
&= —/ (Vw; |> + wiz) dx —/ F(w;)dx. (1.5)
2 JrN RN

Given the above notation and definitions, we can now state the main result of this
paper.

Theorem 1.1. Assume that the nonlinearity f satisfies the assumptions (H.1)-(H.3) and
that k > 7 is a fixed integer. Then there exist two sequences of integers, (m;)i>o and
(n;)i>0, tending to +00, and (u;);>0, a sequence of nonradial sign-changing solutions of
(1.1), whose energy £ (u;) is equal to

Eui) = k((mi +n)& +ni&2) + o(1).

Moreover, the solutions u; are invariant under the action of Dy x O (N — 2) but are not
invariant under the action of O (2) x O(N — 2).

Observe that we do not assume that the function f is odd, and hence oddness of the
nonlinearity is not a necessary condition for the existence of nonradial solutions of (1.1).
The assumption (H.3) on the nonlinearity f reflects the techniques we use: instead of
variational methods, we are going to use singular perturbation techniques to prove Theo-
rem 1.1. This might look rather counterintuitive since, in most singularly perturbed prob-
lems, a small parameter is needed (generally it appears as a coefficient in front of the
Laplacian or in front of the nonlinearity) in order to ensure that an appropriate sequence
of functions constitute good enough approximate solutions as the parameter tends to its
limit value (generally 0).

There is no such small parameter in (1.1). Instead, we use the noncompactness of the
space of finite energy solutions of (1.1) to build a discrete sequence of functions which
are as close to being solutions as desired. The idea is to consider a regular polygon with
k sides and very large radius. Along each of the k rays joining the origin to the vertices
of the polygon, we arrange m copies of the entire positive solution wj at distance £ > 1
from each other and, along each of the k sides of the polygon, we arrange alternatingly n
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copies of the entire positive solution w1 with n copies of the entire negative solution —w»
at distance £ >> 1 from each other. As £ and ¢ tend to infinity (and hence the radius of
the regular polygon tends to infinity), the corresponding function is close (in a sense to
be made precise) to being a solution of (1.1). We will adjust the discrete parameters m, n
and the continuous parameters £ and £, which determine the location of the points where
the solutions w; and —wy are centered, so that some global equilibrium is achieved, and
this will imply that the approximate solution can be perturbed to a genuine solution of
(1.1). A similar idea has already been used by Wei and Yan in [17] where infinitely many
positive bound states for a class of nonlinear Schrodinger equations are constructed. But,
in our case, the intuition for our construction certainly comes from a similar construction
which has been obtained by Kapouleas in the context of compact constant mean curvature
surfaces of Euclidean 3-space [9]. We shall briefly discuss this at the end of this section.

It turns out that the sequences of integers, (m;);>0 and (n;);>0, which appear in the
statement of Theorem 1.1 are not arbitrary and in fact they are related by some nonlinear
equation. To explain this, we need to introduce what we call the interaction function V; ,
which is defined for all s € R by

Wi i(s) i=— /RN w; (x — s e)div(fj(wj(x)) e) dx, (1.6)
where e € RV is any unit vector and i, j € {1, 2}. It is easy to check that this definition is

independent of the choice of e, and hence it only depends on s > 0. Indeed, if R € O(n),
using the fact that wy and w» are radially symmetric, we can write

/ w;(x — s e)div(fj(w;j(x)) e)dx = / w; (R(x — se)) div(fj(w;(Rx)) e) dx,
RN RN
and, performing a change of variables, we conclude that
/ w;(x —se)div(fj(w;j(x)) e)dx = / w;(x — sRe)div(fj(w;j(x))Re)dx
RN RN

for all R € O(n).
With this notation at hand, the sequences m; and n; are related by

. s P ol
2sin ; mil; =2n;il; —£;,
where the real numbers ¢;, ¢;, 12; > ( have to be large enough and satisfy

wlﬁl(ei)=<2sin%>wzﬁ1(@> and wm(z,‘)=(%in%)wlﬁl(é;). (17)

We shall further comment on the solvability of this system of equations at the end of this
section.

Finally, let us mention that Malchiodi [14] has recently constructed positive (infinite
energy) solutions of (1.1) by perturbing a configuration of infinitely many copies of the
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positive solution w; arranged along three rays meeting at a common point. The solutions
he has constructed are bounded but have infinite energy. Our key observation is that solu-
tions with finite energy can be obtained using similar ideas provided one considers sign-
changing solutions, and this is precisely the contribution of our paper. Let us also mention
that positive solutions of (1.1) with unbounded energy have also been constructed by del
Pino, Kowalczyk, Pacard and Wei in [6] again using ideas which stem from a similar
construction in the theory of noncompact constant mean curvature surfaces of Euclidean
3-space.

The proof of the main result is rather technical and, in order to help alleviate the
complexity of the notation and present the main ideas as clearly as possible, we will
prove Theorem 1.1 in the case where the nonlinearity is given by

) = ul” u.

Mutatis mutandis, the proof goes through for any nonlinearity satisfying (H.1)—(H.3).
Therefore, from now on, we will be interested in solutions of

Au—u+uP'u=0 iRV (1.8)

which tend to 0 as |x| tends to co. We will assume that the exponent p satisfies | < p <
(N+2)/(N—-2)when N >3and | < p < 400 when N = 2. Observe that equation
(1.8) is the Euler-Lagrange equation of the functional defined by

1 1
Ew) = —/ (Vul* + u®) dx — —/ lu|P T dx, (1.9)
2 JrN p+1Jry

and let us recall that there exists a unique radially symmetric (in fact radially decreasing)
positive solution of
Aw—w+w?=0 RN

which tends to 0 as |x| tends to co. Moreover, all positive solutions of (1.8) which tend to
0 at oo, are translates of w. The function w together with its translations will constitute
the building blocks of our construction.

As far as the asymptotic behavior of w at infinity is concerned, it is known that there
exists a constant ¢, , > 0, only depending on N and p, such that

/

lim e rWN-D/2y = cn,p >0, and lim — = -1, (1.10)
r—00 r—>00 Ww
where we have set r := |x|. Of importance to us will be the interaction function ¥ defined
by
W(s) :=—/ w(- —se)div(w? e)dx, (1.11D)
RN

where e € RY is any unit vector. It is known (see Lemma 5.1) that

W(s) = Cnpe s VD214 O6™))  ass — oo,
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where the constant Cy , > 0 only depends on N and p. Similar estimates hold for the
derivatives of W, and in particular we have

—(log W) (s) =1+ Nz—sl + 03t ass — oo. (1.12)
Finally, the solution w is nondegenerate in the sense defined in (1.3) (we refer the reader
to [15] for a proof of this fact).
Recall that being nondegenerate is equivalent to the fact that the L°°-kernel of the
operator
Lo:=A—1+pwl™! (1.13)

which is nothing but the linearized operator about w, is spanned by the functions
Oy W, ..., Oxy W, (1.14)

which naturally belong to this space. This nondegeneracy property will be crucial in our
construction.

As already mentioned, the solutions we construct are invariant under a large group of
symmetries. More precisely, they will enjoy the following invariance:

u(x) =u(Rx) forall R € {Ib} x O(N —2), (1.15)

and also
u(Rgx) =u(x) and u(Tx)=u(x), (1.16)

where Ry € O(2) x {Iy—3} is the rotation of angle 2 /k in the (x1, x3)-plane and I €
O (2) x {Iy_»} is the symmetry with respect to the hyperplane x, = 0. Here I, and Iy_»
denote respectively the identity in R? and in RN 2.

The solutions of (1.8) we construct are small perturbations of the sum of copies of
+w, centered at carefully chosen points in R? x {0} ¢ RY. Let us now give a precise
description of these points. We fix an integer k > 7, which will define the dihedral group
we are working with, and we assume that we are given two positive integers m, n and two
positive real numbers ¢, £ related by

(25in%>m£= n — 7. (1.17)

The canonical basis of R" will be denoted by
e;:=(1,0,...,0), e:=(0,1,0,...,0), ..., en:=(,...,0,1).

We consider the inner polygon which is the regular polygon in R? x {0} ¢ RY whose
vertices are given by the points of the orbit of the point

° ¢ N
y1 = 2.—7_[6] eR (118)
SIHF
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under the action of the group generated by Rj. By construction, the edges of this polygon
have length £.

We now define the outer polygon which is a regular polygon whose vertices are the
points of the orbit of the point

Ym+1 = Y1 +mley, (1.19)

under the group generated by Ry. Observe that the distance from 1 to the origin is
ml + m and, thanks to (1.17), the edges of the outer polygon have length 2n¢.

By construction, the distance between the points y; and y,, 4 is equal to m£ and we
will denote by y; for j =2, ..., m the points evenly distributed on the segment between
these two points

Vi=n+G—Dley forj=2,...,m. (1.20)

As already mentioned, the edges of the outer polygon have length 2n¢ and hence

the distance between y,,+1 and RgVp,4+1 is 2nd. Again we distribute points Z;, h =

1,...,2n — 1, evenly along this segment. More precisely, if
t::—sinzel—i—coszegeRN, (1.21)
k k
then B
Zh = Ym41 + et forh=1,...,2n—1. (1.22)

Observe that, by construction,
RiYm+1 = Ym+1 + 2nlt.

Remark 1.1. In the general case, when the nonlinearity is not odd and hence w; #
wy, some changes are needed in the definitions of the inner and outer polygons. In the
construction of the inner polygon, ¢ used in (1.18) has to be replaced by ¢ which is
defined in terms of £ by the second equation in (1.7) and £ which is used to define the
outer polygon is defined by the first equation. Finally, (1.17), which relates ¢, £ and ¢,
has to be replaced by

<2 sin %)m@ =2l —1.

The solutions we construct will be perturbations of the function U which is the sum

of positive copies of w centered at the points yj,for j =1,..., m+ 1, together with their
images under the rotations R,’( = Ry o---o Ry (i-fold composition), fori =1, ..., k—1,
and copies of (—l)hw (hence with alternating sign) centered at the points z; for h =
1,...,2n — 1, together with their images under the rotations R,i fori=1,...,k—1.To
be more specific, we define

k=1 m+1 ' 2n—1 ‘

U= Z(Z w(-— R+ > (=D'w( — R,Q%h)). (1.23)
i=0 j=1 h=1

So far, the approximate solution U depends on two discrete parameters (the integers
m and n) and two continuous parameters (the positive reals £ and ¢) which are related
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by (1.17). It should be clear from the construction that the function U we have constructed
is invariant under the action of Dy x O(N — 2). Moreover, (1.17) is just a translation
of the fact that the length of the rays and the length of the edges of the outer regular
polygon are related. The construction of the approximate solution U also depends on the
parameter k which defines the dihedral group under the action of which our solution will
be invariant. The constraint k > 7 has a purely geometric origin, roughly speaking, we
need 77 /2 —m /k, which is the angle at y,,11 between the edge of the outer regular polygon
and the ray joining this vertex to the origin, to be larger than 7 /3:

/2 —n/k > /3.

In turn, this last condition stems from the maximal number of nonoverlapping discs of
radius 1 which are tangent to a given disc of radius 1 in the plane. As we will see,

L=L+0().

Now, let us analyze more carefully the situation at the point y,,41. When k < 6, 7/2 —
w/k < mw/3 and hence the copies of w centered at the points y, and Z; interact too
much to consider that U is a good approximate solution to our problem, this is just a
consequence of the fact that the distance between y,, and z| can be estimated by

b4 b4
2wWsinl = — — 1
Zs1n<4 2k><£+0()

when ¢ tends to infinity. Therefore, when assuming that k > 7, we require that the closest
neighbors of the point J,, be ¥, 11,21 and R, 125,_1. Similarly, we require that the closest
neighbors of the point Z be y,,+1 and 2».

We now assume that the integer k > 7 is fixed, and that m, n are two positive integers
and ¢, £ are two positive real numbers satisfying (1.17). We further assume that £ and £
are related by

W) = <2sin %)\IJ(Z), (1.24)

where W is the function defined in (1.11). The origin of this second constraint on the
choice of the parameters is not obvious at all. It can be understood either as a balancing
condition which is a consequence of a conservation law for solutions of (1.8) (correspond-
ing to the well known balancing formula in the framework of constant mean curvature
surfaces), or as a condition which will ensure that the approximate solution we consider
is, in a sense to be made precise, very close to a genuine solution of (1.8) (we refer to §5
where this second equation will arise and to the Appendix, where some formal justifica-
tion of this constraint will be given).
Theorem 1.1 is a direct consequence of the following result:

Theorem 1.2. Assume that the integer k > 7 and the real nulnber A > 0 are fixed. There
exists a positive constant £o > 0 such that, for all £ > £y, if £ is the solution of

(L) = (2 sin %)xy(é), (1.25)
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if n, m are positive integers satisfying
T ~
<2 sin E)mﬁ = (2n —1)¢, (1.26)

and if
m SEA,

then (1.8) has a sign changing solution u which satisfies the symmetry conditions given
in (1.15) and (1.16). Moreover
u="U+o(l), (1.27)

where o(1) — 0 uniformly in RN as € — oo, and the energy of u is finite and can be
expanded as
Ew) = k(m + 2n)E(w) + o(1), (1.28)

where o(1) — 0 as £ — oo.

Remark 1.2. The condition m < ¢4 is purely technical and is a drawback of our proof.
In fact, by going carefully through the last arguments of the proof, it is clear that this
condition can already be weakened to handle the cases where

m=e,

for some fixed A > 0, chosen small enough. What is more, we are convinced that this
condition can be completely removed by choosing different weighted norms on the spaces
of functions we are considering (see [8] and [9]). Since this would enlarge the size of the
paper considerably, we have chosen not to follow this route.

Observe that, once £ is fixed large enough, the constant £ is given uniquely by (1.25).
Therefore, the existence of solutions of (1.8) depends on our ability to solve (1.26) for
some integers m, n. Indeed, it follows from (1.25) that £ is implicitly given as a function
of £ (provided the latter is large enough) and that it can be expanded, in powers of ¢, as

i=t+ ln<2 sin %) Lo (1.29)

as £ tends to oco. Inserting this information back into (1.26), we find using Lemma 5.1,
that (1.26) reduces to

m—1
T sin% (1 _ ln<2 sin %)e—l + 0(@‘2)). (1.30)

m

We are now in a position to give examples of such solutions. Certainly, for any integer
m > 1, one can choose n € N such that

1§2n—1—<2sin%)m<3. (131)
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Then, provided m is chosen large enough, there will exist a unique £ > ¢y satisfying
(1.26), and (1.31) together with (1.30) implies that there exist positive constants C; < Ca
such that

Cim < < Cym. (1.32)

Theorem 1.2 then ensures the existence of solutions of (1.8) for each such choice of the
integer m.

To complete the description of our construction, let us briefly comment on the relation
between this result and the corresponding construction for constant mean curvature sur-
faces in Euclidean 3-space. As already mentioned, the construction in the present paper
follows very closely a similar construction of compact constant mean curvature surfaces
given in [9]. In that framework one tries to construct compact constant mean curvature
surfaces in Euclidean 3-space by connecting together spheres of radius 1 which are tan-
gent. In the initial configuration, the centers of the spheres can be arranged along the
edges of a very large regular polygon and also along the rays joining the center to the
vertices of the polygon. It is proven in [9] that a perturbation argument can be applied
and, as a result, a compact constant mean curvature surface is obtained (provided the size
of the polygon is large enough). This surface can be constructed in such a way that the
pieces which are close to the rays joining the origin to the vertices are embedded and close
to embedded constant mean curvature surfaces which are known as unduloids, while the
pieces which are close to the edges of the regular polygon are immersed constant mean
surfaces which are close to nodoids (in our framework, this corresponds to the fact that
we arrange solutions with the same sign along the rays joining the origin to the vertices of
the polygon and solutions with alternating sign along the edges of the polygon). A similar
construction has also been obtained by Jleli and Pacard in [8].

Remark 1.3. For the sake of simplicity, we have chosen to present the proof of the exis-
tence of solutions which are invariant under the action of a rather large symmetry group.
However, a more general construction (i.e. leading to solutions of (1.8) having less sym-
metry) can be obtained as in the case of constant mean curvature surfaces [9]; we shall
address this problem in a forthcoming paper.

In the next section, we describe more carefully the solution predicted in the above
theorem and we give an overview of the proof and the plan of the paper.

2. Ansatz and sketch of the proof

We construct a finite-dimensional family of approximate solutions of (1.8) which are
close to U and depend on 2n 4+ m parameters which we now define. These approximate
solutions are in fact equal to U when all the parameters are set to 0. This time, instead
of centering the copies of :w at the points ;, Z; as well as at their images under the
rotations R,i fori =1,...,k — 1, we center the copies of +w at points which are small
perturbations of the points y;, Z;. To make this precise, we define

yii=y +ajer forj=1,...,m+1, 2.1
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and B
i =Zn+Prt +L€yyn, for h=1,...,2n—1, 2.2)

where £ has been defined in (1.24), t has been defined in (1.21), and
T e T
1= CoS — sin — ej.
n X el 1 X er

Observe that, since we assume that our construction is invariant under the dihedral group
generated by I' and Ry (see (1.16)), the points zj and z2,—j, are related by

2on—h = Rg(T'zp) forallh =1,...,n.

In other words, if we rotate by Rj the point obtained by reflecting z;, with respect to the
plane x, = 0 we get z2,,—p,. Since Ry (I' t) = —t and Ry (I" n) = n, this implies that we
necessarily have

Bn=—PBwm—n and yp,=yyu—p forh=1,...,n 2.3)

and in particular 8, = 0. We thus conclude that there are only 2n 4 m free parameters.
We will assume that the parameters which appear in the definition of both y; and z;
satisfy
lejl <1 forj=1,...,m+1,
|Bnl <1 forh=1,...,n—1, 24)
Lyl <1 forh=1,...,n.

In these inequalities, the bound 1 can be replaced by any positive constant.
The set of points where the copies of w will be centered is now given by

k—1
M= JdRLy; :j=1,....m+ 1} U{Rzy ch=1,...,2n — 1}), (2.5)
i=0

and we now look for a solution of (1.8) of the form u = U + ¢, where

k—1 m+1 2n—1
U =Y (D wle = Riy) + Y (=DM wir = Rizw). 2.6)
i=0 j=1 h=1

Observe that, by construction, the function U satisfies the symmetry assumptions
(1.15) and (1.16). We define

L:=A—1+plUuprt, 2.7
k—1 m+1 ) 2n—1 )
E= U~ =Y (Do wlC = Ry + Y (D"l — Rizw),  28)
i=0 j=1 h=1
0@) :=|U+¢I"" (U +¢)—|UIP'U - plUIP'¢. 2.9)

Observe that both £ and Q depend implicitly on the parameters «;, 8, and y;; even though
this is not apparent in the notations. With these notations, the solvability of (1.8) reduces
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to finding parameters o, B, and y;, and a function ¢ which are solutions of the nonlinear
problem
Lo+E+Q@) =0 inRY (2.10)

such that ¢ tends to 0 as |x| tends to oco.

Remark 2.1. We will solve (2.10) in the class of functions ¢ satisfying (1.15) and (1.16).
Therefore, from now on, we always assume that all the functions we consider satisfy
(1.15) and (1.16) without further mention.

In order to solve this highly nonlinear problem, we apply a Lyapunov—Schmidt type
reduction argument: first, we solve a projected problem which allows us to reduce the
solvability of (2.10) to the solvability of some finite-dimensional nonlinear system (called
the reduced problem); then, in a second step, we will explain how to solve this reduced
problem.

To proceed, we assume that real numbers ¢, ¢ are chosen so that (1.24) holds and that
integers n and m satisfy (1.17). We consider a cut-off function y € C°°(R) such that

x(s)=1 fors <—1, x(s)=0 fors>0. 2.11)

We fix a constant ¢ > 0 (independent of £ and the choice of the parameters «;, B and yj,
satisfying the constraints (2.4)) so that the balls of radius (£ — ¢)/2 centered at different
points of IT are mutually disjoint for all £ large enough. This is possible thanks to (1.29)
and our geometric assumption (namely k > 7) which implies that the minimum distance
between two different points of IT is bounded from below by ¢ — ¢y for some constant
Zo > 0 independent of £ large enough (say £ > £). Observe that when k < 6 the distance
between y,, and z| can be estimated by 2sin(% — ;—k)ﬁ 4+ O(1) as £ tends to oo, and
therefore a proper choice of ¢ would not be possible in this case since 2 sin(§ — 57) < 1.
We define the compactly supported vector field

Ex):=xQlx]| =€+ ) Vw(x). (2.12)
Observe that, by construction (in fact given the choice of ¢), we have, for all y, z € II,

fRN(ei “BC—=yN(ej-B(—2)dx=0 ifi#jory#z. (2.13)

It will be convenient to define the function

k—1 m+1 2n—1
M(c,d) := Z(Z Ricj B(-—Riy)+ Y Ridy- B( - R;Zh)), (2.14)
i=0 j=I h=1

as well as the operator
L(p,c,d) =L+ M(c,d), (2.15)

where ¢ is a function defined on RY, the (m + 1)-tuple

1
c:=(ct,....cmq1) € Re)™*
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and the (2n — 1)-tuple
d:=(,...,dy—1) e Re @Rez)Zn—l‘

Observe that, given the symmetries we impose on all the functions we deal with (see
Remark 2.1), the function M (c, d) has to be invariant under the action of both R; and I,
and this implies that, for 2 = 1, ..., n, the vectors dj and dy,—, are related by

don—n = Re(Tdp),
and hence d»,_j, can be expressed in terms of d, as
dyy—p = —(dp-t)t + (dp -n)n.
In the next section, we will define suitable function spaces in which the equation
L(p,c,dy=g RV (2.16)

admits a solution which tends to 0 as |x| tends to co and which satisfies the orthogonality
conditions

/¢e1~E(-—yj)dx=0 forj=1,....,m+1, (2.17)
RN

pei-EC—z)dx=0 forh=1,...,nandi=1,2. (2.18)
RN

Again, given the symmetries we impose (see Remark 2.1), a function ¢ satisfies (2.17)
and (2.18) if and only if

A{N¢e;-8(-—y)dx:0 foralli =1,...,Nandy € Il. (2.19)

In order to study the operator £, the key idea is that the linear operator L is close to
being the sum of many copies of

Lo=A—1+ pw?P™!,

centered at the points of I1, and we take advantage of the fact that the invertibility of L
is well understood.

Once the linear theory is understood, we will consider the following nonlinear pro-
jected problem: given the points y; and z;, defined in (2.1), (2.2) and satisfying (2.4), find
a function ¢ satisfying the symmetry assumptions (1.15), (1.16), the orthogonality condi-
tions (2.17), (2.18) and tending to O as |x| tends to 0o, and find vectors c;, dj, such that

L(p,c,d)+E+ Q@) =0 inRY. (2.20)

In the next sections, we show unique solvability of (2.20) by means of a fixed point
argument and we prove that the solution ¢ depends continuously (in fact, with more work
one can prove that it depends smoothly) on the points y; and zj. To achieve this, we first
study the solvability of a linear problem and then apply some standard fixed point theorem
for contraction mappings to solve the nonlinear problem.
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3. Linear theory

The main result of this section is concerned with the solvability of (2.16), uniformly in
£, as £ tends to oo, and also uniformly in the parameters «;, B, and yj; satisfying the
constraints (2.4). We henceforth assume that the real numbers £, ¢ are chosen so that
(1.24) holds and that the integers n and m satisfy (1.17). In particular,

L=€+0().

We prove that, provided ¢ is large enough, the linear operator £ defined in the previous
section in (2.15) has nice mapping properties.
Given n < 0, we consider the weighted norm

Il = sup (32 ™) gt

xeRN' Yyern

, (3.1

where we recall that the set I'T was defined in (2.5).
With this definition at hand, we prove the following a priori estimate:

Lemma 3.1. Assume that n < 0 is fixed. There exist £y, 5o, C > 0 (all depending on the
choice of n) such that, for all £ > £,

sup el + sup |dn] < CUIL(@, ¢, d)lls + e 06 g]l).
1

h=1,..., n

Observe that the estimate does not depend on n or m, nor on £ provided the latter is chosen
large enough. Further observe that

sup |dp|l = sup |dul,
h=1,..., n h=1,...,2n—1

since dyy,_p =dpforh=1,..., n.

Proof. Let us give a detailed proof of the estimate for the coefficient c;. We start with the
definition of £ given in (2.15) which we multiply by e - E(-—y1). Using some integration
by parts together with (2.13), we obtain

- el/ (e1- (- —y1)?dx =/ L(p,c,d)(er- E(—y1))dx
RN RN
—/ ¢L(er - E(-—y1))dx.
RN

Obviously,
1
lim/ (el-E(~—y1))2dx:—/ IVw|?dx,
RN N JrN

{— 00
therefore
/ (e1- B¢ —y1)dx = Co > 0
]RN
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for all £ large enough (say £ > £p). Thanks to (1.10), we know that |E| is bounded and
hence we can estimate

/RN L@, e, d)(er - B¢ — y)dx| < CILG, ¢, Dl
provided £ > £. Finally, since

Lo(er - Vw) = (A — 1 + pw?~(e; - Vw) =0,
we can write

L(e1-E(—y1)=L(e1-E(—y1)— Loler - Vw(- — y1))

and, using this, it is easy to check that there exist constants C, §p > 0 such that

/RN dL(e1 - E(- — y))dx| < Ce™ ],

where §p > 0 depends on < 0. To obtain the last estimate, two different effects have
to be taken into account: the first one is the effect of the Laplace operator on the cut-off
function x which is used to define E and the second one is the difference between the two
potentials p|U|P~! and pw?~! which appear respectively in the definition of L and L.
The proof of the estimate for cj follows at once from the above estimates. A similar proof
holds for the estimates for any c; and any dj. O

Thanks to the previous estimate, we can prove the following:

Proposition 3.1. Assume that n € (—1, 0) is fixed. There exist £y, C > 0 such that, for
all £ > £,

@1« < ClIL(P, ¢, )|« (3.2)
provided ¢ satisfies (2.17) and (2.18).

Again, it is worth mentioning that the estimate does not depend on n, m, nor on £ provided
the latter is chosen large enough.

Proof. Using the definition of the function M (c, d) given in (2.14), we have

M@ Dl =C( s al+ sup |dil).
1 h n

i=l1,..m+ =1,...,

The above inequality follows from the observation that, by definition, the vector field
E decays exponentially, more precisely, there exists a constant C > 0 such that |E| <
Ce ! in R, Since we assume that n € (—1,0), a direct consequence of the previous
lemma is that

IMe.dlle = C(_ s el sup jdil) < CULG, . d)lte ™ 6l (33
i=1,...,m+ =1,..., n

for some constant C > 0 which does not depend on £ > £.



1938 Monica Musso et al.

It is easy to check that the function

W = Z el

yell

satisfies
1-— 772

LW < — w

in RV \Uy e B(y, p) provided p is fixed large enough (independently of £ > £¢). Indeed,
for all y € I, we can write

2
Le"¥—Y1 — _(1 _ ,72 _ N—-1 n— p|U|p1>enxy < _1 —n el
Ix — yl 2
provided dist(x, IT) is large enough, since |U|?~! tends to 0 away from the points of IT.
Making use of the fact that n € (—1, 0) together with the maximum principle, we
conclude that the function W can be used as a barrier to prove the pointwise estimate

9100) = C(ILGI + 5up 191110505, ) W) (3:4)
ye

forall x € RV \ Uyen BOS 0)-

Granted this preliminary estimate, the proof goes by contradiction. Let us assume
there exist a sequence of ¢ tending to oo and a sequence of solutions of (2.16) for which
the inequality (3.2) is not true. The problem being linear, we can reduce to the case where
we have a sequence £¢) tending to oo and sequences ¢ @, ¢, d® such that

1£@D, D, dN)), -0 and [l¢Pls = 1.

But (3.3) implies that we also have | M (), d®)||. — 0and hence [|L¢@ || — 0. Then,
(3.4) implies that there exists y) e IT such that

161 o8y py) = C 3.5)

for some fixed constant C > 0. Using elliptic estimates together with Ascoli-Arzela’s
theorem, we can extract from ¢® (- — y@) a subsequence which converges (uniformly on
compact sets) to ¢oo Which is a solution of

(A=1+ pw’ N =0 nRY

and which is bounded by a constant times "l with n < 0. Moreover, recall that gb(i)
satisfies the orthogonality conditions (2.17) and (2.18) and also satisfies some symmetry
properties which are described in Remark 2.1 (and in particular, this implies that ¢
satisfies (2.19)). Using this and passing to the limit, one checks that the limit function ¢
also satisfies

/ ¢003x/wdx=0 forj=1,...,N.
RN '

But the solution w being nondegenerate, this implies that ¢, = 0, which is certainly in
contradiction with (3.5). O
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We are now in a position to prove the main result of this section:

Proposition 3.2. Assume that n € (—1, 0) is fixed. There exist £y, C > 0 such that, for
all £ > Lo, and for all g € L®(RYN) satisfying ||gll+ < 0o, there exists a unique triple
(¢, ¢, d) such that

L(p,c,d)=g inRY

and ¢ satisfies (2.17) and (2.18). Moreover

sup |ci|+ sup [dp| + (o]l < Cligll« (3.6)
i=1,..,m+1 h=1,...n

As in the previous results, it is important to notice that the estimate does not depend on
the integers n, m, nor on £ provided the latter is chosen large enough.

Proof. We consider the Hilbert space
H= {qseHl(RN):f pe-BE(—y)dx=0,V¥yell, Ve e RY, |e| = 1},
RN

and, as usual, we also assume that the functions enjoy the symmetries described in Re-
mark 2.1.

Assume that we are given g € L*(RV). Standard arguments (i.e. Lax-Milgram’s
Theorem) imply that

1
¢e%~>—/ (|V¢|2+¢2>dx+/ ¢g dx
2 JrN RN

has a unique minimizer ¢ € H (here we implicitly use the fact that n < O so that the last
term is a continuous linear functional defined in ). Then ¢ is the unique weak solution
of

k—1
Ap—¢—geSpan|y Rier-EC—Riy):j=1...m+1]
i=0
k—1 ) )
o Span{Y Riej  BC—Riz):j=12h=1..n],

i=0
which belongs to #. In other words, if we define the operator
Lo(gp,c,d):=A¢p — ¢+ M(c,d),
we have uniquely solved
Lo(p,c,d) =g
forp € H,c; € Rejand dy € Rey @ Re;. Thanks to the above arguments
Lo LPRY) » Hox Re)™™ x (Rey @ Rey)™ ™!

is well defined.
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The solvability of
L(p,c,d)=g

inH x (Rep)"t! x (Re; @ Rey)?~! can then by rephrased as the invertibility of the
operator I + KC, where
K@, c,d) =Ly (plUI"~"¢). 3.7)

Using the fact that U decays exponentially at oo, it is easy to check that the operator
K is compact, hence the invertibility of (3.7) follows from Fredholm theory. Injectivity
follows from Proposition 3.1 and Lemma 3.1. The Fredholm alternative implies that / + K
is therefore an isomorphism provided ¢ is chosen large enough.

So far, we have obtained a function ¢ solving L¢ + M(c, d) = g which belongs to
H'(RY), but elliptic regularity implies that ¢ € L (R"). This completes the proof of
the existence of the solution. The uniqueness and the corresponding estimate follow at
once from Proposition 3.1 and Lemma 3.1. O

4. The nonlinear projected problem

We keep the notation and assumptions of the previous sections. In this section, we prove
that we can apply some fixed point theorem for contraction mappings to solve the nonlin-
ear problem

L(p,c,d)+E+ Q@) =0 inRY 4.1)

provided the parameter £ is chosen large enough. This is the content of the following:

Proposition 4.1. Assume that n € (—1, 0) is fixed. Then there exist £y, C > 0 such that,
for all £ > £y, there exists a solution (¢, c, d) to problem (4.1) such that ¢ satisfies (2.17)
and (2.18). This solution depends continuously on the parameters of the construction
(namely aj, B and yy,) and satisfies

sup el 4+ sup |dpl + llplls < Ce, 4.2)
i=1,..., m+1 h=1,...,n

where §1 = min(1, (p + 1)/2).

Before we proceed with the proof of this result, let us briefly comment on the value of the
constant ;. Observe that given p > 1 it is always possible to choose n € (—1, 0) such
that

p+n>1,
and hence §; > 1/2 for this choice. We shall assume from now on that 7 is chosen so that
81 > 1/2.

Proof. The proof relies on a classical fixed point argument for contraction mappings to-
gether with the estimates we now derive. The constants (C; or C) below do not depend
on £ provided ¢ is chosen large enough. First of all, there exists Cp > 0 such that

|Elle < Co(e™ +e7PHm2),
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In fact, let us assume that we want to estimate E near yj. In the ball of radius £/2 centered
at y1, one can use the fact that

U=uw(—y)+ 0! =N72=nl=t
to expand E as
|E| = |(w( —y1) + O(E(I—N)ﬂel'—yll—@))p —wP(—y)+ O(gp(l—N)/ng(l'—w|—5))|
< Ce@Pl=—nl=t
< C(eff + e*(P+77)‘3/2)e77\‘*y1|

< C(e ! 4 e Ptmt/2) Z eyl
yell

This can be done for any point of I1. Away from the balls of radius ¢/2 centered at the
points of I1, we take advantage of the fact that U decays exponentially to prove that

-pl= - 2 =l
|E| Scze Pl < comPmt/ Zen )
yell yell

The estimate for E then follows at once.
We choose 61 = min(1, (p + n)/2) and we set

c 4Cy
=
2=

where £~ ! is the inverse of £, which has been proved to exist in Proposition 3.2. Taylor’s
expansion implies that there exist 6, C2 > O such that

10(d1) — Q(P2)lls < Cae 2|11 — b2l

for all ¢1, ¢, satistying ||¢; [l < C; e~%1€_Some care is needed to derive the last estimate.
Essentially, the estimate follows from the observation that at a point where U # 0 and
|11 + |¢2] < |U|/2, one can use the inequality

10($2) — Q@) < CIUIP (11| + |22 — 1.
while at a point where |¢1| + |#1| > |U|/2, one can use
10(¢2) — Q(p1)| < CUn|”~" + [al” Hld2 — p1l.
Proposition 3.2 allows one to rewrite (4.1) as a fixed point problem
(@.c.d)=—L7"(E+ Q(9)).

Provided ¢ is chosen large enough, the above estimates readily yield the existence of a
unique fixed point in the ball of radius Cje~?1¢ in the space L (RV) x (Rep)"*! x
(Re; @ Rer)? !, where

LPRY) :={¢p € L°R") : |¢]l« < oo},
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which is endowed with the norm || - ||, and (R e )’”+1 and (Re;®R ez)z"_1 are endowed
with the natural norms, namely

el == sup |¢jl, lldll:= sup |dy|=  sup |dpl.
j=l,mt1 h=1,..,n h=1,...2n—1

This completes the proof of the existence of a solution of (4.1).
Observe that elliptic estimates imply that the solution we have obtained also satisfies

@1l + IVl + V2]l < Cze™ 1 (4.3)

for some constant C3 > 0.

It remains to check that the solution we have obtained depends continuously on the
parameters of our construction, o, §; and y;,. Usually, verifying this property is standard,
but here some care is needed since the dependence of the nonlinear operator on the pa-
rameters is quite intricate and not explicit. Indeed, the parameters appear in the definition
of £ and also in the definition of the function space H and hence they implicitly appear
in the construction of £,

Now, assume that we have two solutions corresponding to two sets of parameters. Say

Lo +M(,d)+E+ Q(p)=0
corresponding to the points y; and zj, and

Lo+ M@ d)+E+0@$) =0
corresponding to the points y; and z, (we will adorn all functions and operators with a °
when they correspond to the points y; and zj). Observe that, by construction, ¢ is L2-

orthogonal to e; - E while ¢ is L?-orthogonal to e j - &. First, we choose y and 6 so
that

¢:=¢—M(y.5)
satisfies the same orthogonality condition as ¢ (namely, is L?-orthogonal to E). Then, we
rewrite the equation satisfied by ¢ as

Lo+ M d) + (L — L) + L(M(y, 8) + (M (&, d) — M(é, d) + E + 0(§) = 0.
Taking the difference with the first equation, we get

Lb—b,c—éd—d)= (I — L)+ LMy, 8)) + (M@, d) — M@, d))
+(E —E)+ (Q() — 0(9)) + (Q(¢) — Q(#)).

Using the arguments we have already used to prove the existence of a solution together
with (4.3), we see that there exists §3 > 0 such that

16 = Bll« +lle = éll + ld = Il < Ce™" (sup 135 — yj| + sup |2 — )
J

+ CeT ly |+ 181D + Ce™ > Ylg — .
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Moreover, from the definition of y and é we also have the estimate
1711+ 181 = Clgle (sup 13j = 331 +sup lzs — 2.
J

and hence we conclude that

16 = Bl + lle = éll + lld = dil = Ce™ (sup |3 — y;1 + sup 24 — z4])
Jj h

provided ¢ is chosen large enough. This shows that the solution depends continuously on
the parameters defining the points where the copies of +w are centered. Indeed, this even
proves that the solution is Lipschitz with respect to these parameters. O

Let us summarize what we have obtained so far. Given points y; and z;, defined in (2.1)
and (2.2) and satisfying constraint (2.4), Proposition 4.1 guarantees the existence of a
solution (¢, ¢, d) of (4.1). Moreover, we have some estimate on the function ¢ in the L>°-
weighted norm || - ||« and classical elliptic regularity theory implies that these estimates
extend to higher derivatives of ¢. The function u = U + ¢ will then be the solution of
(1.8) we are looking for if we can show that there exists a configuration of the points y;
and zj for which the parameters ¢; and dj, are all equal to zero.

In the next section, we find a precise expansion of the parameters ¢; and dj, in terms
of the free parameters in the construction (namely «;, B and y; which have been used
to define y; and zj). This expansion is obtained by projecting, in L*(RV), equation (4.1)
onto the space spanned by e; - E(- —y) fory € [Tand j = 1,..., N, as was already
done in the proof of Lemma 3.1. We also explain how to solve the projected problem,
and this will complete the proof of Theorem 1.2. Observe that, given the symmetries of
the solutions we are looking for, there are obvious relations between d»,—j, and dj, for

h = 1,...,n. In particular, d, is collinear to n and, for h = 1,...,n — 1, dy,—p can
be expressed in terms of dj,. Hence the number of equations we have to solve is 2n + m,
which is also the number of free parameters oy, ..., ®u+1, B1, -, Bn—1 and y1, ..., ¥u

we have in our construction.

5. Projections of the error and the proof of the theorem

Again, we keep the notations and assumptions of the previous sections. We further assume
that m (and n) are bounded by a constant times ¢4 for some A > 0.
For all n > 2, we define the following 7 x n matrix:

2 -10...0
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In applications, the integer n will be equal to m + 1, n or n — 1. It is easy to check that
the inverse of T is the matrix whose entries are given by

_ o ij
(7 = minGi, /) = ==
We define the vectors S¥ and ST by
TS":=(1,0,...,00 eR", TS':=(0,...,0,1) € R", (5.2)

where the superscript ! is the transpose so that these are identified with column matrices.
We have explicitly

1 1
- (n,n—1,...,2,1)" and Si:z_—(l,Z,...,ﬁ—l,ﬁ)l.
n+1 n+1

It will be convenient to write

st.=

o= ((x17~'-9am+l)t’ /3:2 (ﬁ17'~-3ﬂn—l)t! y:: (Vl,-ow)/n)t,

where o, B, and y;, are the parameters involved in the construction of the points y; and
z;, which were given in (2.1) and (2.2). As usual, we assume that these parameters satisfy
(2.4).

As in the introduction (see (1.6)), we define the interaction function

W(s) := —/ w(- —se)div(w? e)dx (5.3)
RN

where e € R¥ is a unit vector. The proof of our result is based on the following key
lemma:

Lemma 5.1. There exists a constant Cy_, > 0 only depending on N and p such that
W(s)=Cype s V24067 ass — oo

The proof of the above result is standard; we refer to [14] and [12] for details.
Finally, we define the numbers

k= —(logW)(¢) and i :=—(logW¥) (£),
as well as

K . m kK . m -1 b4 b1
AM:=1—2—sin— and Xp:=14 —sin— — £  —cot—cos—.
K k K k K k k
Observe that all these numbers depend on ¢, £, m and n but they converge to limits as ¢
tends to infinity. In fact, according to (1.12), we have
Iim « = lim « =1
L— o0 L— o0
and

lim A; =1 —2sin~ and lim Ay = 1 + sin —.
{— 00 k {— 00 k

The main result of this section is the following:
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Proposition 5.1. Let ¢ be the solution of (4.1) obtained in Proposition 4.1. The coeffi-
cients ¢j and dy, are all equal to 0 if and only if the column vectors a € R"+1 g e R*1
and y € R" are solutions of the following nonlinear system:

K 1 b4
oa=xra 8T+ <;ﬂ1 + ety )\2am+1>si +e¢ 2B, + Dy,
B=- Sirl%()é,ﬂ_+_1.5‘T + e_szzBﬂ + Dg, 54
_ T _
Ly = cos Zaer]ST + Ly, SY —|—e_52€By + D,

where 87 > 0, By := Bo(£,m, n; , B, y) denote smooth vector-valued functions whose
Taylor expansions in o, B and y have coefficients which are uniformly bounded as £ — oo,
provided o, B and y satisfy (2.4). Moreover, Do := Do({, m, n; o, B, y) denote smooth
vector-valued functions which are quadratic in o,  and y as £ — oo.

The proof of this proposition relies on the following technical lemmas. First, using ele-
mentary geometry, we find:

Lemma 5.2. The following expansions hold:
L/ E(—y)Edx = k(@ —ay) — 2sin —kay ) e + e B+ D
W) JrN k ’
and, for j =2,...,m,
1 = —834
m - EC(—y)Edx =«(aj_1 —20j +ajy1)er +e "B+ D,
1 - _ .
W - EC—ymrDEdx = {k(om —apmy1) + 1| B1+ Sll‘lzam+1
7 7—1 4 —83¢
—i—cotz(yl 4 coszam_H)) el +e B+ D.
We also have
1 - _ . T
m N C‘a('—Z])Ed.XZK Zﬂl_ﬂ2+sln;am+1 t
1 T —83¢
+ y2—2y1+z_cos;am+1 n+e "B+ D,

and

(=Dt
W) Jry

E(—zpEdx =k(Bp—1 —2Bn + Br+1) t

— (Vn=1 = 2¥h + var)n+e BB+ D
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forallh =2,...,n — 1, and finally

(=n"
v(l) Jry

E( - Zn)E dx = 2()/,1 — )/n_l) n + 6_53€B + D,

where 63 > 0, B = B({,m,n; «, B, y) denote smooth vector-valued functions (which
vary from line to line) whose Taylor expansions in o, B and y have coefficients which
are uniformly bounded as { — o0, provided o,  and y satisfy (2.4). Moreover, D =
D, m,n;a, B, y) denote smooth vector-valued functions which are quadratic in o,
and y as { — oo.

Proof. Given y € I, we want to estimate fRN E(- — y)E dx. Observe that, given the
structure of U and the fact that w decays exponentially, we can write, using Taylor’s
expansion,

/ E(—yEdx= ) ez/ w(- —2)pw’~ (- — )E( —y)dx +e B
RN RN

zelly

=2 ez/ w(-—2)pwP ™' (- — Y)Vw( — y)dx + e B
RN

zelly
=)y —
== eVlz-y) +e B, (5.5)
Zeny |Z - )’|

where B varies from line to line and is uniformly bounded as £ — oo, and where IT, is
the set of closest neighbors of y in I1, that is, points in [T whose distance from y is equal
to £ + O(1). Here €, = +£1 according to the sign in front of w(- — z) in the definition
of U, and 84 > 1.

Observe that, in our case, if z € IT,, then one can write

zZ—y= le+a
where £ ~ £, e € RY satisfies [e| = 1 and where a € RIY is bounded independently
of £. Therefore, we also need an expansion of W (|fe + al)(e + a)/|le + a] as £ tends

to infinity.
Given e € R" with |e| = 1 and a € R", we can decompose

a=all —i—aJ‘,

where a!l is collinear to e and a* is orthogonal to e. We claim that

~ le +a
\I'(|Ze + a|)~—
[le + al

as  — oo, where & 1= —(log &)’ (). This expansion follows at once from the expansion
of W. Indeed,

=V (e —kal + " at +0(ah) (5.6)

lle 4+ a| = (7(1 +0 e a)+ (9(57_2|a|2)),
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and hence _ 3 3 3
Y(let+a)=VE)+V (e -a+ \IJ(E)O(|a|2).

Similarly, we can expand
le +a

——— =l(e— e -a)e+{la+ 00l ah).
|[le + al

The claim then follows at once.

This expansion, together with (5.5), gives the expansion of fRN E(-—y)E dx in terms
of the closest neighbors of y. Therefore, to complete the proof of the lemma, it is enough
to identify, in each case, the closest neighbors of the point y € IT we are considering.

We recall that I" denotes the symmetry with respect to the x, = 0 hyperplane and Ry
is the rotation of angle 27/ k in the (x1, x2)-plane. We now collect a few useful identities.
First, recall that we have defined

£ inZ 1 + cos = d T el +sin > (5.7)
= —sin — cos — and n:=cos— sin — ej. .
k! k2 k! [
It is easy to check that
T
Rkel—e1:2sinzt. (5.8)
We define
t*:=Tt and n*:=Tn. (5.9)
Observe that
. T b4
t+t*=—251nze1 and n*+n=2cosze1. (5.10)

Proof of the first expansion. In I, the closest neighbors of y; are y,, Ryy; and Rk_] yi. It

follows from the definition of the points in IT as well as the definition of £ given in (1.24)

that B -
n-—y=Lter+(@—ader, Ryi—y=_Lt +281n;0!1t,

and
R—l _Z * T *
© Y1—y1=1~Lt +251nza1t.

Using the expansion (5.6), we get
/N E¢—yDEdx =—(¥(0) e+ V(@) (t +t%) + W(Ok(aa —a) e
R
+W(D)2sin % Roy(t +t%) + e 5B + W(0)D,

where 85 > 1. The first expansion in Lemma 5.2 follows from the fact that £ and ¢ are
related by (1.24) together with (5.10).

Proof of the second expansion. In 11, the closest neighbors of y; are y;_1 and yj4q.
Observe that, thanks to k > 7, the distance between y;,, and z; can be estimated by
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2sin0€ + O(1) where & = 7 — 3= > % and hence is much larger than ¢ + O(1).

Therefore, the closest neighbors of y,, are again y,,—1 and y,,1. Since
yirr—yj=ter+(ajy1 —aj)er and y;—y;=—Ler+ (a1 —a)) e,
we can make use of (5.6) to conclude that

/N E(-—y)Edx = W(Dk(aj_1 — 20 +ajr1) e +e 5B+ W () d,
R

where 85 > 1, and this completes the proof of the second expansion.

Proof of the third expansion. The closest neighbors of y,,4+; in IT are y,, z; and
Rk_IZ2n—1 = I'z;. We have

Ym = Ym+1 = —ter + (@ —amy1) er,
- . T - i
21— Ym+1 =Lt + <,31 + sm;txmﬂ) t+ (51/1 — cos Zaerl) n,
) 4% T * 7. T *
Fz1 — ym+1 =Lt7 + (,31 + sin - am+1) £+ <€V1 —cos Olm+1) n”.
Making use of (5.6), we get
/N EC = ymp)Edx = (W(0) g + WEO(E* + £) + WOk (@ — dnt1) €1
R
- 1 *
— WV (k| B1 + sin ;Olm+1 t 4+t
> 7—1 T * —55¢
+v@ly -2 coszam_H (n*4+n)+e B+ VY)d,
where 65 > 1. One should be careful that the copies of w come with positive signs at

Ym+1 and y,,, but with negative signs at z; and I'z;. The formula follows at once from
(5.10).

Proof of the fourth expansion. The closest neighbors of z; in IT are y,,4+1 and z». We can
write

_ v - T
Ym+1 — 21 = —Lt — (‘B] +Sin;0{m+]> t — (E)/] — COS;O{WH_]) n,
n-a=lt+E -t +I{n-y)n

Arguing as above, we get
= o\ = LT
/ E(-—z1Edx =\IJ(E)K<2,31 —,32+sm—am+1>t
RV k

+W(D) (n —2y1 4+ £ ' cos % am+1> n+e 5B+ w)d,
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where §5 > 1. Again, one should be careful that the copies of w come with alternating
signs. The proof of the fourth expansion then follows at once.

Proof of the fifth and sixth expansions. Forh =2, ..., n, we have
21— 2h = =Lt + Br—1 — B) £ + L(ya—1 — ya)
Zhat — 2h =Lt + (Bug1 — Bn) £+ L(Wns1 — vi) 1.

Applying (5.6), we conclude that

(=1 A‘QN E(—zn)Edx = V(O (Bu—1 — 2Pn + Prs1) t
— WD) (Yh-1 = 2¥h + var)n+ e S B+ W () d,

where 85 > 1. Again, one should be careful that the copies of w come with alternating
signs. This completes the proof of the fifth expansion. The sixth expansion follows from
similar considerations. O

The next result is easier to get:

Lemma 5.3. The following expansions hold:
/ E(-—y)Lopdx = W(ﬁ)e*&ng, / E(-—y)0(p)dx = \Ij(ﬂ)efzs}@B,
RN RN

where 53 > 0 and B = B({, m, n; «, B, y) denote (various) smooth vector-valued func-
tions whose Taylor expansions in o,  and y have coefficients uniformly bounded as
£ — oo, provided o, B and y satisfy (2.4).

Proof. The key point is to prove that both quantities tend to 0 much faster than ¢~¢ as
¢ tends to infinity. Both estimates rely on the fact that, by construction, the solution ¢
defined in Proposition 4.1 satisfies

—51¢
¢l < Ce™1",

and, as mentioned right after the statement of that proposition, it is possible to choose
n < 0 in the definition of the || - ||«-norm in such a way that §; > 1/2.
Now, observe that

/ E(-—y)updx:/ SL(E( — y)) dx.
RN RN

Taking the above remark into consideration, the proof of the first expansion follows the
line of the proof of Lemma 3.1.
The second expansion follows from the proof of the estimates in Proposition 4.1. O

Proof of Proposition 5.1. Recall that, as £ tends to infinity,

1 1
f(ej'E('—Y))(ei'5(~—z))dx:+—0()/ Vol dx
RN N ]RN
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ifi = jand y = z € II, and is equal to O otherwise, as was already mentioned in the
proof of Lemma 3.1.
Now, we use the identity

[ C@ ety E+ 0@ By ds =0,

so that, thanks to the above remark, all ¢; and d}, are zero if and only if
/ Lo+ E+ Q(@))(ej-E(-—y)dx =0 forallyeIlandi=1,...,N.
RN

Using the previous lemmas, it is easy to check that this reduces to the solvability of a
nonlinear system in «, 8 and y which can be written in the form

2] —ap = (1 — 2E sin %)al +e BB 4+ D,
K

—aj—1 +20; —ajqg =€_63EB+D forj=2,...,m,
K K . 7

—y + 2041 = —B1 + (1 + —sin _>am+l
K K k

1 .7 i1 ane - —83¢
4+ —cot— |y —€ cos—auy1 | +e BB+ D,
K k k

T
281 — B, = —sin 1+ e B+ D,

—Bh—1+2Bn — Br+1 :e_sﬂB—i-D forh=2,...,.n—2,

—Bn2+2B11 = BB+ D,

and
= T

2y —y2 = ' cos Tomt1+ e 'B + D,

—Vh1 + 2V — Vi1 =€ BB+ D forh=2,...,n—1,

Y1 + 2V =y + e BB+ D.

One recognizes immediately the action of matrices of the form 7', for n equal to m + 1,
n — 1 or n, on the left hand side of these equations. This system can then be put in the
desired form using the inverses of the matrices 7.

Observe that we implicitly use the fact that the integers n and m are bounded by £4
for some fixed A > 0, so that the norms of the inverses of the matrices 7' grow at most
polynomially in £ and this can easily be absorbed since the error tends to 0 exponentially
fastin €. O

We now explain how (5.4) can be solved. We claim that this system is equivalent to
a=e"B + D,
B=e%B 4D,
y = e %2tB 4 D,
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where 8, > 0 and B = B, m,n;«, B,y)and D = D¢, m, n; «, B, v) satisfy the usual
assumptions.

Observe that the system (5.4) is almost of the correct form. Below, both 8> > O and the
nonlinear functions B = B({,m,n;a, 8,y) and D = D¢, m, n; «, B, y) may change
from line to line but they satisfy the usual assumptions. In fact, using the second and third
equations together with the expressions for ST and S¥ one checks that y;, 81 and y, can
be expressed in terms of «;,+1 and lower order terms. More precisely, we get

n—1

N —550
Bl =— sm;amﬂ—i—e B+ D,
n

£y1 = cos —« +e ~2KB+D
Y1 k m—+1 >
E]/ = COS — &, + ~2ZB+D
n . m—+1 e .

Hence we compute

K 1 T 1l . = 50
—B1+ —cot—y1 + Moy =1+ — —sin— Jayyr1 +e "B+ D.
K K k n K k

If we insert these in the first equation, we are left to solve a coupled system in ¢« and
m+1 Which reads

“inT e — 1ein® _ b
1+4+2(m+ 1)—sin o 1+ sin Uyl =€ B+ D,
K k n K k
(1-25 ™ _1 nT _ bt
1 —2—sin a1+ 11 (m 4+ 1)—sin Uyl =€ B+ D.
K k n K k

This system can be solved provided Dy, the determinant of the 2 by 2 system on the left
hand side, is nonzero. But

% 2
Dozfsinzm—i_ (
K k n

m—1 —2msinz£).
k

Using (1.12) together with (1.17), we conclude that

< 2 -1
Do= S sinZ™ 200 (L2 L o),
K2 k n 14

which, thanks to (1.29), is certainly bounded from below by some constant times m /¢ for
all ¢ large enough. This completes the proof of the claim.
Using Browder’s fixed point theorem, one can now prove

Lemma 5.4. There exist C, £y > 0 such that, for all £ > £, there exists a solution of
(5.11) such that

lall + 18I+ NIyl < Ce ¢,

where, as usual, the norm of a vector is defined to be the sup norm.
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The proof of this last lemma is standard and left to the reader and follows from the prop-
erties of B, and D, in Proposition 5.1. Observe that, with some more care, one can prove
that the solution in Proposition 4.1 depends smoothly on the parameters and then (in-
creasing the value of £ if necessary) one can use a fixed point theorem for contraction
mappings to prove Lemma 5.4. This has the advantage of giving local uniqueness for
the solution of (5.11), which in turn shows the unique (local) solvability of the nonlinear
equation once the parameters m, n and ¢, £ solutions of (1.17) and (1.24) are fixed.
This last result completes the proof of Theorem 1.2.

6. Appendix

To complete the paper, we now explain how to formally justify the constraint we impose
on the choice of the parameters £ and £. Let us recall that if u is a solution of (1.8) then

1 1
div<(a - Vu)Vu — 5(|Vu|2 +uda + .

|u|p+1a) =0

for any fixed vector a € RV (just multiply (1.8) by a - Vu and use simple manipulations).
In particular, the divergence theorem implies that, for any smooth domain @ c R, the
vector

1 1
Y(u, Q) = / <(Vu -v)Vu — —(|Vu|2 + u2)v + —|u|p+1v) do
a0 2 p+1

is equal to 0. Here v is the outward unit normal vector field to d€2. We hope that a function
of the form
U=w+)Y gu(-—z)+0@
i

is, in the ball By of radius £/2 centered at the origin, close to a genuine solution of (1.8),
where €; € {£1} and where the points z; have the property that

lzil = £+ O().

If this intuition is correct, then the associated vector Y (U, B¢/2) should be reasonably
close to 0 as £ tends to co. But a computation shows that

Y(U. Bypp) = Zei\IJ(|Zi|)é—f| + 0

for some § > 1, as £ tends to +00. Therefore, in order for the construction to be success-
ful, it is reasonable to ask that

> (lzih - =0.

|z

This is precisely the balancing condition we were referring to. Applying this to the ap-
proximate solution U at the points y; and y,,+1 leads to (1.24).
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