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Abstract. In this paper we furnish mean value characterizations for subharmonic functions related
to linear second order partial differential operators with nonnegative characteristic form, possessing
a well-behaved fundamental solution 0. These characterizations are based on suitable average op-
erators on the level sets of 0. Asymptotic characterizations are also considered, extending classical
results of Blaschke, Privaloff, Radó, Beckenbach, Reade and Saks. We analyze as well the notion of
subharmonic function in the sense of distributions, and we show how to approximate subharmonic
functions by smooth ones. The classes of operators involved are wide enough to contain, as very
special cases, the sub-Laplacians on Carnot groups. The results presented here generalize and carry
forward former results of the authors in [6, 9].
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1. Introduction. L-subharmonic functions

Let

L :=
N∑

i,j=1

∂xi (ai,j (x)∂xj ) = div(A(x)∇) (1.1)
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be a linear second order PDO in RN , in divergence form, with C2 coefficients and such
that the matrix A(x) := (ai,j (x))i,j≤N is symmetric and nonnegative definite at any point
x = (x1, . . . , xN ) ∈ RN . In (1.1), ∇ denotes the usual Euclidean gradient operator ∇ =
(∂x1 , . . . , ∂xN )

T .
The operator L is (possibly) degenerate elliptic. However, in addition to some general

hypotheses that will be fixed in the sequel, throughout the paper we always assume with-
out further comments that L is not totally degenerate at every point. Precisely, we assume
that the following condition holds:

(ND) There exists i ∈ {1, . . . , N} such that ai,i > 0 on RN .

This condition, together with A(x) ≥ 0, implies Picone’s Maximum Principle for L:
If V ⊂ RN is open and bounded and u ∈ C2(V ,R) satisfies

Lu ≥ 0 in V and lim sup
x→y

u(x) ≤ 0 for every y ∈ ∂V ,

then u ≤ 0 in V . (See [22, Corollary 1.3].)
A function h will be said L-harmonic in an open set � ⊆ RN if h ∈ C2(�,R) and

Lh = 0 in �. An upper semicontinuous function (u.s.c. function, for short) u : � →
[−∞,∞) will be called L-subharmonic in � if

(i) the set �(u) := {x ∈ � : u(x) > −∞} contains at least one point of every (con-
nected) component of �, and

(ii) for every bounded open set V ⊂ V ⊂ � and for every L-harmonic function h ∈
C2(V ,R) ∩ C(V ,R) such that u ≤ h on ∂V , one has u ≤ h in V .

We shall denote by SL(�), or simply by S(�), the family (actually, the cone) of L-sub-
harmonic functions in �.

It is well known that the subharmonic functions play crucial rôles in potential theory
of linear second order PDE’s (just think about Perron’s method for the Dirichlet problem)
as well as in studying the notion of convexity in Euclidean and non-Euclidean settings.
(See the bibliographical notes at the end of the introduction for some related references.)

When L is the classical Laplace operator 1, several characterizations of the 1-sub-
harmonicity, involving surface and solid average operators on Euclidean balls, are given
in the literature. Some of them are quite well known, others are less so. If Hα is the
α-dimensional Hausdorff measure, and if we denote by

Sr(u)(x) :=
1

HN−1(∂B(x, r))

∫
∂B(x,r)

u(y) dHN−1(y) and

Br(u)(x) :=
1

HN (B(x, r))

∫
B(x,r)

u(y) dHN (y),
(1.2)

respectively, the mean value operator on the Euclidean sphere of center x and radius r ,
and on the corresponding solid ball B(x, r), we can list the previously mentioned charac-
terizations as follows.
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Theorem A. Let� ⊆ RN be an open set and let u : �→ [−∞,∞) be an u.s.c. function
such that �(u) contains at least one point of every component of �. Given x ∈ �, set
R(x) := sup{r > 0 : B(x, r) ⊂ �}. Then the following statements are equivalent:

(i) u ∈ S1(�).
(ii) For every x ∈ � and 0 < r < R(x), we have u(x) ≤ Sr(u)(x).

(iii) For every x ∈ � and 0 < r < R(x), we have u(x) ≤ Br(u)(x).
(iv) (Blaschke) For every x ∈ �(u), we have

lim sup
r→0

Sr(u)(x)− u(x)
r2 ≥ 0.

(v) (Privaloff) For every x ∈ �(u), we have

lim sup
r→0

Br(u)(x)− u(x)
r2 ≥ 0.

(vi) For every x ∈ �, the function r 7→ Sr(u)(x) is increasing on (0, R(x)) and
limr→0 Sr(u)(x) = u(x).

(vii) For every x ∈ �, the function r 7→ Br(u)(x) is increasing on (0, R(x)) and
limr→0 Br(u)(x) = u(x).

(viii) (Beckenbach–Radó) For every x ∈ � and r ∈ (0, R(x)), we have Br(u)(x) ≤
Sr(u)(x) and limr→0 Sr(u)(x) = u(x).

(ix) (Reade) For every x ∈ �(u), we have

lim inf
r→0

Sr(u)(x)− Br(u)(x)
r2 ≥ 0 and lim

r→0
Sr(u)(x) = u(x).

Sharp versions of Blaschke and Privaloff conditions were proved by Saks.
If u is 1-subharmonic in � then, by Riesz’s Representation Theorem, there exists a

Radon measure µu (called the Riesz measure of u) such that 1u = µu in D′(�). On
the other hand, from the Lebesgue Differentiation Theorem for measures, the symmetric
derivative of µu,

Dsµu(x) := lim
r→0

µu(B(x, r))

HN (B(x, r))
,

exists HN -almost everywhere in �. The following result holds.

Theorem B (Saks). Let u be a 1-subharmonic function in � ⊆ RN and let µu be its
Riesz measure. Then, at every point x ∈ � where Dsµu(x) exists, one has:

(i) lim
r→0

Sr(u)(x)− u(x)
r2 =

1
2N

Dsµu(x),

(ii) lim
r→0

Br(u)(x)− u(x)
r2 =

1
2(N + 2)

Dsµu(x),

(iii) lim
r→0

Sr(u)(x)− Br(u)(x)
r2 =

1
N(N + 2)

Dsµu(x).

Finally, we want to recall the following theorem, resting on the hypoellipticity of 1.
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Theorem C. Let � ⊆ RN be open and let u ∈ L1
loc(�). Then:

(i) u ∈ S1(�) if and only if 1u ≥ 0 in the sense of distributions on � and
limr→0 Br(u)(x) = u(x) for every x ∈ �;

(ii) if u ∈ S1(�) and �′ is an open subset of � with positive distance from ∂�, there
exists an increasing sequence {un}n∈N of smooth1-subharmonic functions in�′ such
that limn→∞ un(x) = u(x) for every x ∈ �′.

Remark 1.1 (Viscosity characterization of 1-subharmonicity). For completeness, we
would like to add to the previous theorems the following viscosity characterization of
the classical 1-subharmonic functions:

An u.s.c. function u is 1-subharmonic in the open set � if and only if for every C2

function φ such that u− φ has a local maximum at a point x0 ∈ � we have 1φ(x0) ≥ 0.

The goal of this paper is to recast Theorems A, B and C above in more general settings,
today usually called of sub-Riemannian type. (We notice that the proposition in Remark
1.1, that is, the viscosity characterization of subharmonic functions, has already been
extended in [23] to a class of linear second order PDO’s with nonnegative characteristic
form. The class in [23] is wider than the ones considered in the present paper.)

To be more specific, we extend Theorem A to every operator L endowing RN with the
structure of a S∗-harmonic space, and having a nonnegative global fundamental solution

RN × RN \ {x = y} 3 (x, y) 7→ 0(x, y) ∈ R,

with pole at any point of the diagonal {x = y} of RN . (For the notion of S∗-harmonic
space, see [9, Section 6.10].)

In our version of Theorem A the classical mean value operators Sr and Br are replaced
by suitable average operators on the level sets of 0,

∂�r(x) = {y ∈ RN : 0(x, y) = 1/r},

and on their solid counterpart �r(x) := {y ∈ RN : 0(x, y) > 1/r}.
We explicitly remark that study of the integral operators related to the general PDO’s

considered in this paper is complicated by the presence of nontrivial kernels. For instance,
when L in (1.1) is a sub-Laplacian on a stratified Lie group G, the kernels appearing in
the relevant mean-integrals cannot be identically 1, unless G is the usual Euclidean group
(RN ,+), as proved in [7].

A crucial tool for our extension of Theorem A is Theorem 5.3 in Section 5, which
provides a unifying approach to several characterizations of L-subharmonicity. Theorem
5.3 traces back to a 1933 theorem by W. Kozakiewicz [21] related to the case of the
ordinary Laplace operator.

Our versions of Theorems B, C require an extra assumption: the hypoellipticity of L.
Moreover, in order to generalize Theorem B, we impose a further restriction. Indeed,

our approach to this last extension exploits Poisson–Jensen formulas for L-subharmonic
functions, together with a homogeneity property for the measure of the level sets of 0.
Therefore, Theorem B can be conveniently extended to the sub-Laplacians on stratified
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Lie groups, which naturally satisfy these requirements. [Assertion (iii) in Theorem B is
an obvious consequence of (i) and (ii). However we extend (iii) to the sub-Laplacians
by using a new Poisson–Jensen type formula, that we prove in Theorem 10.2. This new
formula seems to be of independent interest.]

We stress that our Saks-type theorem implies a kind of almost-everywhere second-
order differentiability (as in formula (10.16)) for the v-convex functions on Carnot
groups G. Indeed, the v-convex functions are L-subharmonic with respect to every sub-
Laplacian L on G (for this last fact and for the notion of v-convexity, see [20, 24]). Other
remarks on this subject are contained in [8].

While we directly refer to the table of contents for a detailed plan of the arguments
presented in this paper, here we only mention that, for the reader’s convenience, we have
moved to the Appendix the proofs of the L-representation formulas for C2-functions
presented in Section 3, since they are quite laborious.

We close the Introduction with the following bibliographical notes.

Bibliographical notes. Gauss’ Theorem on mean value properties for classical harmonic
functions has been generalized in countless directions. The historical development of the
problems related to this property, both for harmonic and caloric functions, is presented in
the survey paper [27] by Netuka and Veselý.

A mean value theorem for solutions to Lu = 0, when L is a general operator as
in (1.1) of “elliptic-type”, has been proved by Hoh and Jacob [18]. Citti, Garofalo and
Lanconelli [11] proved some representation formulas for smooth solutions to Lu = f ,
for operators L which are sums of squares of vector fields satisfying the Hörmander rank
condition.

Later on, these formulas were used in [6] to derive representation formulas for smooth
solutions to 1Gu = f , where 1G denotes a sub-Laplacian on a Carnot group G. When
f = 0 and1G is the Kohn Laplacian on the Heisenberg group, the formulas in [6], as well
as those in [11] and [18], give back a mean value property first proved by Gaveau [16].

The use of asymptotic average operators in the characterization of classical subhar-
monic functions has a long history, starting with the papers [3] and [28] by Blaschke
and Privaloff, respectively. Beckenbach and Radó [2] characterized the 1-subharmonic
functions in terms of the inequality “solid average ≤ surface average”. [The original
Beckenbach–Radó condition was stated and proved for continuous functions in R2. An
extension to any dimension, still for continuous functions, is contained in the very recent
paper [14] by Freitas and Matos.]

It was Saks [31] who proved, in 1941, Theorem B. Two years later, Reade [29] in-
troduced his asymptotic version of the Beckenbach–Radó condition. [We call the condi-
tion contained in item (ix) of Theorem A the Reade condition. Actually, Reade stated in
[29], but without any proof, that a continuous function u is1-subharmonic in an open set
� ⊆ R2 iff lim supr→0(Sr(u)(x)− Br(u)(x))/r2

≥ 0 for every x ∈ �. We have not been
able to find any proof of this statement in the literature. Instead, item (ix) of Theorem A
follows from our Theorem 4.2 applied to 1.]

A modern reference for some asymptotic-mean characterizations of 1-subharmonic-
ity is the monograph [1] by Armitage and Gardiner (see [1, Section 3.2]). This mono-
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graph, which mainly deals with classical potential theory, also contains some applica-
tions of subharmonicity to the usual convexity (a systematic subharmonic approach to
convexity in the Euclidean setting can also be found in Hörmander’s monograph [19]).

Mean value characterizations of subharmonic functions in Carnot groups are con-
tained in [6] (see also the monograph [9, Chapter 8]). We directly refer to this chapter
for some applications, and a list of references, about convexity in the stratified Lie group
setting. Furthermore, [6] and [9] also deal with the problem of smooth approximation
of subharmonic functions in Carnot groups. The results proved therein use a version of
Friedrichs’s mollifiers, resting on the homogeneous Lie group structure of G. This ap-
proach does not work in the absence of such an algebraic structure underlying the opera-
tor L. For our approximation theorem in the present paper we exploit an idea used in [15]
by Garofalo and one of us, for classical parabolic operators with variable coefficients.

We would like to close these bibliographical notes by quoting a very recent paper by
Manfredi, Parviainen and Rossi [25] in which the authors show a remarkable Privaloff-
type characterization of p-harmonic functions, precisely the viscosity solutions to1pu =
0, where 1p is the p-Laplacian in RN , 1 < p ≤ ∞. (We are indebted to Juan Manfredi
for bringing to our attention his joint paper [25] with Parviainen and Rossi.)

2. Assumptions on the operator L. The L-harmonic space

We assume that the operator L in (1.1) is equipped with a global fundamental solution 0,
that is, there exists a function 0 : D = {(x, y) ∈ RN × RN : x 6= y} → R with the
following properties:

(G.1) 0 ∈ L1
loc(R

N
× RN ) ∩ C2(D,R), 0(x, y) > 0 for every (x, y) ∈ D;

(G.2) for every fixed x ∈ RN , we have limy→x 0(x, y) = ∞ and limy→∞ 0(x, y) = 0;
(G.3) for any ϕ ∈ C∞0 (R

N ,R),∫
RN
0(x, y)Lϕ(y) dy = −ϕ(x) for every x ∈ RN . (2.1)

This last property, since L∗ = L, can be restated as follows: −L0(x, ·) equals the Dirac
measure at {x}, in the sense of distributions. This in particular implies that y 7→ 0(x, y)

is L-harmonic in RN \ {x}. As a consequence, since 0(x, y) → ∞ as y → x, an easy
application of Picone’s Maximum Principle shows that−0(x, ·) is L-subharmonic in RN .

Our second general assumption is that L endows RN with the structure of S∗-har-
monic space, in the sense of [9, Definition 6.10.1]. Due to (G.1) and (G.2), this amounts
to making the following extra hypotheses on L:

(D) Doob convergence property: If {un}n is an increasing sequence of L-harmonic func-
tions on an open set � ⊆ RN , then u := supn un is L-harmonic in �, provided that
u is finite in a dense subset of �.

(R) Regularity axiom: The L-regular open sets form a basis of the Euclidean topology.
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Here, we agree to define an L-regular set to be any bounded open set V ⊂ RN such that:
for every f ∈ C(∂V,R) there exists a (unique) L-harmonic function in V , denoted by
HV
f , satisfying limy→x H

V
f (y) = f (x) for every x ∈ ∂V .

Remark 2.1. We want to stress that the S∗ condition guarantees the solvability of the
Dirichlet problem for L on the level sets �r(x) of 0(x, ·) (see the beginning of Section
3). We shall also need this property in order to define and use the L-harmonic measures on
∂�r(x) (see, e.g., Lemma 5.8). As we shall observe in Remark 2.2 below, conditions (D)
and (R) are satisfied if L is hypoelliptic; however, we shall need this stronger assumption
only after Section 6.

Under the previous assumptions, the map

� 7→ H(�) = {u ∈ C2(�,R) : u is L-harmonic in �} (2.2)

is a harmonic sheaf and (RN ,H) is a S∗-harmonic space, which we call the L-harmonic
space. Indeed, the functions of the type max{−0(x, ·),−k} (with k ∈ N) provide non-
positive continuous L-subharmonic functions separating points of RN .

Remark 2.2. Conditions (D) and (R) are satisfied if L is hypoelliptic (see [9, Chapter 7,
Exercise 7]). In particular, this holds true if L =

∑m
j=1X

2
j , where the Xj ’s are smooth

vector fields in RN satisfying the Hörmander rank condition

dim(Lie{X1, . . . , Xm}(x)) = N, ∀x ∈ RN .

The hypoellipticity of L, together with its homogeneity with respect to a group of dilations
in RN (in the sense of Folland and Stein [13]), is a sufficient condition for the existence
of a function 0 satisfying (G.1)–(G.3). This follows by arguing as in [9, Section 5.3]:
Indeed, from the hypoellipticity of L, we infer the existence of a “local” fundamental
solution (see Trèves [33, Theorems 52.1, 52.2]); by the homogeneity of L, a “local-to-
global” argument can be performed (see Folland [12, Theorem 2.1]). Then one argues as
in [9, Section 5.3] to obtain the required properties of 0.

Particular examples of hypoelliptic homogeneous operators are the sub-Laplacians on
Carnot groups, considered in Section 9.

Remark 2.3. We would like to stress that our assumptions (G.1)–(G.3) on the fundamen-
tal solution of L imply that every L-subharmonic function is finite in a dense subset of its
domain.

Indeed, let u ∈ SL(�) and assume, towards a contradiction, that u ≡ −∞ in an
open set O ⊆ �. Then there exists a superlevel set of 0, �r(x) := {y : 0(x, y) > 1/r}
∪ {x}, whose closure is contained in O. As we shall prove in a moment, it follows that
�s(x) ⊆ O whenever s > r and �s(x) ⊂ �. A connectedness argument will then prove
that u ≡ −∞ on the connected component of � containing x, contrary to the definition
of L-subharmonic function. To complete the proof, let s > r be such that �s(x) ⊂ �.
Letting V := �s(x) \�r(x), and, for any n ∈ N,

hn := sup
�s (x)

u− n(0(x, ·)− 1/s),

we have the following facts:
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(i) M := sup�s (x) u ∈ R since u is u.s.c.,�s(x) is compact and u is not identically−∞
in �s(x) (otherwise the proof will be trivial);

(ii) u ≤ M ≤ hn on ∂�s(x);
(iii) u = −∞ < hn on ∂�r(x);
(iv) hn is L-harmonic in V .

Then, since u is L-subharmonic, u ≤ hn in V . Letting n → ∞, we get u ≡ −∞ in V .
Hence u ≡ −∞ in �s(x) = V ∪�r(x).

If V is any L-regular open set and x ∈ V , the map C(∂V,R) 3 f 7→ HV
f (x) ∈ R

is linear and it is nonnegative on nonnegative f ’s. Hence, there exists a unique Radon
measure µVx on ∂V such that

HV
f (x) =

∫
∂V

f (y) dµVx (y) for every f ∈ C(∂V,R).

One says that µVx is the L-harmonic measure related to V and x.
In what follows, we write u ∈ USC(�) if u : � → [−∞,∞) is upper semicon-

tinuous in �. We explicitly remark that a function u is subharmonic in the sense of the
L-harmonic space (RN ,L) if and only if it is L-subharmonic according to the definition
given in Section 1 above (see [9, Definition 6.5.1 and Theorem 6.5.2]).

Without any further comment, throughout the paper we assume that the operator L in
(1.1) satisfies assumptions (ND), (G.1), (G.2), (G.3), (D) and (R) introduced above.

3. Level sets of 0. Average operators, representation formulas

We introduce a family of sets which will play a central rôle throughout the paper. For
every given x ∈ RN and r > 0, we set

�r(x) := {y ∈ RN : 0(x, y) > 1/r} ∪ {x}. (3.1)

We shall frequently make the convenient definition 0(x, x) := ∞, so that we shall also
write �r(x) = {y ∈ RN : 0(x, y) > 1/r}. For simplicity, we assume that, for every
x ∈ RN and r > 0, ∇(0(x, ·)) 6= 0 on ∂�r(x), whence ∂�r(x) is a smooth manifold
of class C2. Thanks to Sard’s Theorem, this hypothesis could be easily removed (in this
case, all the following results will hold for almost every r). We also have

∂�r(x) = {y ∈ RN : 0(x, y) = 1/r}.

Note that any �r(x) is a bounded open neighborhood of x and⋂
r>0

�r(x) = {x},
⋃
r>0

�r(x) = RN . (3.2)

Here and below, ifE is any (Lebesgue) measurable subset of RN , we denote by |E| its
Lebesgue measure. Moreover, dy and dσ(y) will respectively denote the Lebesgue mea-
sure and the surface measure in RN , the latter being the Hausdorff (N − 1)-dimensional
measure.
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We claim that, with the above notation, for any x ∈ RN ,

lim
r→0

|�r(x)|

r
= 0. (3.3)

Indeed, since 0 ∈ L1
loc, we have

|�r(x)|

r
=

1
r

∫
�r (x)

dy ≤
∫
�r (x)

0(x, y) dy
r→0
−−→ 0 (see (3.2)).

By the Bouligand regularity theorem holding true in any S∗-harmonic space (see [9,
Theorem 6.10.4]), the set �r(x) is L-regular for every r > 0 and every x ∈ RN . Indeed,
the function y 7→ 0(x0, y) − 1/r is an H-barrier function (in the sense of [9, Definition
6.10.3]) at any point x0 of ∂�r(x).

To state our main theorem, we need the following notation and definitions about some
average operators related to L.

Definition 3.1 (Mean integral operators). Let x ∈ RN and consider the functions, de-
fined for y 6= x,

0x(y) := 0(x, y), Kx(y) :=
〈A(y)∇0x(y),∇0x(y)〉

|∇0x(y)|
.

Let � ⊆ RN be an open set and suppose u ∈ USC(�). For every fixed α > 0, and every
x ∈ RN and r > 0 such that �r(x) ⊂ �, we introduce the following integrals:

mr(u)(x) =

∫
∂�r (x)

u(y)Kx(y) dσ(y), Mr(u)(x) =
α + 1
rα+1

∫ r

0
ραmρ(u)(x) dρ,

Furthermore, for every x ∈ RN and every r > 0, we set

qr(x) =

∫
�r (x)

(
0x(y)−

1
r

)
dy, Qr(x) =

α + 1
rα+1

∫ r

0
ραqρ(x) dρ,

ωr(x) =
1

αrα+1

∫
�r (x)

(rα − 0−αx (y)) dy.
(3.4)

Occasionally, the notation M(α)
r ,Q

(α)
r , ω

(α)
r will also be applied. An alternative rep-

resentation for Mr(u)(x) is

Mr(u)(x) =
α + 1
rα+1

∫
�r (x)

u(y)K(α)(x, y) dy, (3.5)

where we have set

K(α)(x, y) :=
〈A(y)∇0x(y),∇0x(y)〉

02+α
x (y)

. (3.6)
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There are also alternative formulas for qr(x),Qr(x), ωr(x) (all proved in the Appendix),
of independent interest: for every x ∈ RN and every α, r > 0, one has

qr(x) =

∫ r

0

|�s(x)|

s2 ds,

Qr(x) =

∫ r

0

|�s(x)|

s2

(
1−

(
s

r

)α+1)
ds,

ωr(x) =
1

rα+1

∫ r

0
sα−1
|�s(x)| ds.

(3.7)

Remark 3.2. The above definitions are correct. Indeed, note that mr(u)(x) is well-
defined because ∂�r(x) is a compact subset of � (see also hypothesis (G.2) on the
fundamental solution), and u is bounded from above on compact sets (since it is upper
semicontinuous). We also remark that qr(x),Qr(x), ωr(x) are strictly positive, for any
x ∈ RN and r > 0. Also, they are finite since 0(x, ·) is locally summable.

Moreover, under the hypotheses of the above definition, we claim that the map
r 7→ mr(u)(x) is upper semicontinuous, so that Mr(u)(x) is well-defined too. The claim
follows from the following argument: Since u ∈ USC(�) and ∂�r(x) is compact, there
exists a decreasing sequence {uj }j of continuous functions on ∂�r(x) converging point-
wise to u; it is easily seen that r 7→ mr(uj )(x) is continuous (for every j ∈ N) and that
mr(u)(x) = limj→∞mr(uj )(x). Hence r 7→ mr(u)(x) is upper semicontinuous.

We shall prove in the Appendix that the above average operators do intervene, when
u is C2, in remarkable mean value formulas generalizing the classical Gauss–Green for-
mulas for Laplace’s operator. These are recalled, for later use, in the following theorem.

Theorem 3.3 (Mean value formulas for L). Letmr ,Mr be the average operators in Def-
inition 3.1. Let also x ∈ RN and r > 0. Then, for every function u of class C2 on an open
set containing �r(x), we have the following L-representation formulas:

u(x) = mr(u)(x)−

∫
�r (x)

(
0(x, y)−

1
r

)
Lu(y) dy, (3.8)

u(x) = Mr(u)(x)−
α + 1
rα+1

∫ r

0
ρα
(∫

�ρ (x)

(
0(x, y)−

1
ρ

)
Lu(y) dy

)
dρ, (3.9)

We shall refer to (3.8) as the surface mean value formula for L, whereas (3.9) will be
called the solid mean value formula for L.

For the proof of one of our main results (Theorem 4.2 in the next section), we need a
representation formula also for the difference of the mean integral operators mr − Mr

(involved in what we shall call the ‘Reade-type condition’). This formula seems to be
new in many contexts of interest (e.g., for sub-Laplacian operators). For instance, we
shall prove the following result.
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Theorem 3.4. Let x ∈ RN , r > 0 and α > 0. Then

mr(u)(x)−M
(α)
r (u)(x) =

1
αrα+1

∫
�r (x)

(rα − 0−α(x, y))Lu(y) dy (3.10)

for every u ∈ C2(�r(x),R).
Theorems 3.3 and 3.4 will be proved in the Appendix, which also contains the proof of the
following result, showing that mr ,Mr , qr ,Qr , ωr can be combined together to produce
asymptotic definitions of Lu.

Proposition 3.5. With the notation of Definition 3.1, for every x ∈ RN , R > 0 and
u ∈ C2(�R(x),R) we have

lim
r→0

mr(u)(x)− u(x)

qr(x)
= lim
r→0

Mr(u)(x)− u(x)

Qr(x)
= lim
r→0

mr(u)(x)−Mr(u)(x)

ωr(x)

= Lu(x). (3.11)

Furthermore, the functions (0,∞) 3 r 7→ qr(x),Qr(x) are increasing and

lim
r→0

qr(x) = lim
r→0

Qr(x) = lim
r→0

ωr(x) = 0. (3.12)

Finally, if the function s 7→ |�s(x)|/s is increasing, then so is r 7→ ωr(x).

We next give the explicit values of our average operators in the classical case of the
Laplace operator in RN .

Remark 3.6 (The average operators for L = 1). Let N ≥ 3 be fixed. In the clas-
sical case A = identity matrix, i.e., L = 1 is the Laplace operator in RN , we have
0(x, y) = cN |y − x|2−N for a suitable dimensional constant cN > 0. Actually,
cN = (N(N − 2)ωN )−1, where ωN = |B(0, 1)|.

A direct computation gives K(x, y) = cN (N − 2)|y − x|1−N , which is constant on
∂�r(x), so that (if B(x, ρ) denotes the usual Euclidean ball of center x and radius ρ) a
simple computation produces

mr(u)(x) = Sρ(u)(x), where ρ = (cN r)
1/(N−2).

Here, Sρ is the classical surface average operator which we introduced in (1.2). Note that
σ(∂B(x, ρ)) = σNρ

N−1, where σN = σ(∂B(0, 1)) = NωN , whence σNcN (N − 2) = 1.
Concerning (3.6), we haveK(α)(x, y) = c−αN (N−2)2|y−x|α(N−2)−2. This is constant

iff we choose α = 2/(N − 2). With this choice of α, a simple computation gives

Mr(u)(x) = Bρ(u)(x), where ρ = (cN r)
1/(N−2),

where Bρ is the classical solid average operator in (1.2). We next compute qr and Qr :
qr(x) =

1
2N

ρ2,

Qr(x) =
α + 1
2N

N − 2
2+ (α + 1)(N − 2)

ρ2,

where ρ = (cN r)
1/(N−2).

The above choice α = 2/(N − 2) produces Qr(x) =
1

2(N+2)ρ
2.
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Finally, we compute ωr . Since �s(x) is the Euclidean ball of center x and radius
(cN s)

1/(N−2), formula (11.30) in the Appendix gives

ωr(x) =
1
N

1
α(N − 2)+N

ρ2, where ρ = (cN r)
1/(N−2).

The normalizing choice α = 2/(N − 2) produces ωr(x) = 1
N(N+2)ρ

2.

4. Mean value characterizations of L-subharmonic functions: Main Theorem

Before stating our main theorem, we need a last definition.

Definition 4.1 (m,M-continuity). A function u ∈ USC(�) defined on an open subset�
of RN will be called m-continuous in � if

lim
r→0

mr(u)(x) = u(x) for every x ∈ �.

Analogously, u is said to be M-continuous in � if limr→0Mr(u)(x) = u(x) for every
x ∈ �.

Notice that, from the very definition of Mr , it follows that m-continuity implies
M-continuity. Also, we shall prove that any u ∈ C(�,R) is m-continuous (whence
M-continuous). This is the reason why m- and M-continuity assumptions do not explic-
itly appear in characterizations of continuous subharmonic functions (see, e.g., [14]).

We are ready to state the main result of this section.

Theorem 4.2. Let � be an open subset of RN and let u : � → [−∞,∞) be an upper
semicontinuous function such that �(u) = {x : u(x) > −∞} contains at least one point
of every component of�. Let qr ,Qr , ωr be as in Definition 3.1. Let alsoR(x) := sup{r >
0 : �r(x) ⊆ �}. Then, the following conditions are equivalent:

(S) Subharmonicity: u ∈ S(�) with respect to L.
(1) m-submean condition: u(x) ≤ mr(u)(x) for every x ∈ � and r ∈ (0, R(x)).
(2) M-submean condition: u(x) ≤ Mr(u)(x) for every x ∈ � and r ∈ (0, R(x)).
(3) Blaschke-type condition:

lim sup
r→0

mr(u)(x)− u(x)

qr(x)
≥ 0 for every x ∈ �(u). (4.1)

(4) Privaloff-type condition:

lim sup
r→0

Mr(u)(x)− u(x)

Qr(x)
≥ 0 for every x ∈ �(u). (4.2)

(5) m-monotonicity: u is m-continuous in �, and r 7→ mr(u)(x) is increasing on
(0, R(x)) for every x ∈ �.

(6) M-monotonicity: u is M-continuous in �, and r 7→ Mr(u)(x) is increasing on
(0, R(x)) for every x ∈ �.
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(7) Beckenbach–Radó-type condition: u is m-continuous in �, and

Mr(u)(x) ≤ mr(u)(x)

for every x ∈ � and every r ∈ (0, R(x)).
(8) Reade-type condition: u is m-continuous in �, and

lim inf
r→0

mr(u)(x)−Mr(u)(x)

ωr(x)
≥ 0 for every x ∈ �(u). (4.3)

The proof of Theorem 4.2 is long and it will be divided into many steps. We shall prove
the implications depicted in Table 1.

(1) //

��

(2)

��

(6)oo (5)oo

��

(S)

ai

oo // (S)

5=

(3)

5=

(4)

ai

(8)

5=

(7)oo

Table 1. Scheme of the proof of the main Theorem 4.2

In Table 1, the “single arrows”→ denote implications which are straightforward con-
sequences of the very definitions (whereas the dashed arrow is obviously tautological).
The implications denoted with “double arrows”⇒ require more work, and they will be
proved in separate sections (from 5.1 to 5.4).

5. A Kozakiewicz-type theorem. Proof of Main Theorem

The aim of this section is to prove Theorem 5.3 below. For the ordinary Laplace operator,
this theorem goes back to a result due to W. Kozakiewicz [21]. Our effort here is to
generalize it to the case of the second order operators considered in this paper.

We begin with some notation and definitions. Throughout this section, � will denote
a fixed open subset of RN . We denote by U(�) the set of functions v : V → [−∞,∞),
defined on some open subset V of �, such that v ∈ USC(V ) and v > −∞ at some point
of every component of V . We denote by D(v) (or V (v), when the domain V is specified)
the set where v takes on finite values. Finally, we denote by F(�) the set of extended-real
valued functions f : A→ [−∞,∞], defined on some subset A of �.

Definition 5.1 (L-Kozakiewicz operator). With all the above notation, we say that a map

G : U(�)→ F(�)

is an L-Kozakiewicz operator in � if it satisfies the following four axioms:

(K.1) If v ∈ U(�) then G(v) is defined on D(v), that is, D(G(v)) ⊇ D(v).
(K.2) For every h ∈ U(�) of class C2 we have G(h) = Lh.
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(K.3) For every v, h ∈ U(�), with h of class C2, defined on the same open set V ⊆ �,
we have G(v + h) = G(v)+G(h).

(K.4) If v ∈ U(�) and if x0 ∈ D(v) is a local maximum point of v, then G(v)(x0) ≤ 0.

Remark 5.2. We remark that, thanks to assumption (ND) on L, for every bounded open
set U ⊂ RN , there exists w ∈ C2(U,R) such that

w > 0 and Lw < 0 in U . (5.1)

It suffices to take, if i is as in hypothesis (ND), w(x) = M − exp(λxi), where

λ > −
minU

∑N
j=1 ∂jaj,i

minU ai,i
and M > max

x∈U

exp(λxi).

We are ready to state and prove the following result.

Theorem 5.3 (of Kozakiewicz type, I). Let � ⊆ RN be an open set and let G be an
L-Kozakiewicz operator in�. Let u : �→ [−∞,∞) be an u.s.c. function, finite at some
point of every component of �, and such that

G(u) ≥ 0 in �(u). (5.2)

Then u is L-subharmonic in �.

Proof. Let U be an L-regular open set with U ⊂ �. We need to show that, for every
ϕ ∈ C(∂U,R) with u ≤ ϕ on ∂U , we have u ≤ HU

ϕ on U . Set h := HU
ϕ and v := u− h;

we need to show that v ≤ 0 on U .
Let w ∈ C2(U,R) be such that w > 0 and Lw < 0 on U (see Remark 5.2). For every

ε > 0, set vε := u − h − εw. This function is defined on U and finite on �(u) ∩ U .
The compactness of U and the Heine–Borel covering lemma easily imply the existence
of x0 ∈ U such that

sup
V∩U

vε = sup
U

vε for every V ∈ Nx0 , (5.3)

where Nx0 denotes the set of open neighborhoods of x0 (contained in U ). We distinguish
two cases: x0 ∈ ∂U and x0 ∈ U .

If x0 ∈ ∂U , we have (notice that in this case U = U \ {x0})

sup
U

vε
(5.3)
= inf

V∈Nx0

(
sup
V∩U

vε

)
= lim sup
U3x→x0

vε(x) ≤ lim sup
U3x→x0

(u(x)− h(x))

≤ lim sup
x→x0

u(x)− lim inf
U3x→x0

h(x) ≤ u(x0)− ϕ(x0) ≤ 0.

Here, the first ‘≤’ follows from vε = u − h − εw ≤ u − h (see (5.1)), the second is
obvious, the third follows from the upper semicontinuity of u and the fact that

lim
U3x→x0

HU
ϕ (x) = ϕ(x0) (as x0 ∈ ∂U),
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whereas the last ‘≤’ follows from u ≤ ϕ on ∂U (and again x0 ∈ ∂U ). Consequently,
supU vε ≤ 0, that is, u − h − εw ≤ 0 on U . Letting ε → 0, we infer u − h ≤ 0 on U ,
which is what we aimed to prove.

If otherwise x0 ∈ U , then (vε being upper semicontinuous on U )

vε(x0) = max
{
vε(x0), lim sup

x→x0

vε(x)
}
= inf
V∈Nx0

(
sup
V∩U

vε

)
(5.3)
= sup

U

vε,

so that x0 is a maximum point of vε on U . If vε(x0) = −∞ then (since x0 is a maximum
point of vε on U ) vε ≡ −∞ on U . This is possible iff v ≡ −∞ on U , whence v ≤ 0
on U , as we aimed to prove. We can therefore suppose that x0 ∈ D(vε). Since vε ∈ U(�)
and G is an L-Kozakiewicz operator, we have (by assumption (K.4))

G(vε)(x0) ≤ 0. (5.4)

On the other hand, since x0 ∈ D(vε) ⊆ D(u), exploiting respectively conditions (K.3)
and (K.2), the L-harmonicity of h, hypothesis (5.2), and (5.1), we infer

G(vε)(x0) = G(u)(x0)+G(−h− εw)(x0) = G(u)(x0)− Lh(x0)− εLw(x0)

= G(u)(x0)− εLw(x0) ≥ −εLw(x0) > 0. (5.5)

This contradicts (5.4). Hence x0 ∈ U cannot hold, and the proof is complete by the
previous case x0 ∈ ∂U . ut

Remark 5.4. A direct analysis of the proof of Theorem 5.3 shows that we exploited
assumptions (K.3) and (K.4) only for a special class of functions v in U(�): namely for
functions of the type v = u − ϕ (see the arguments in (5.5) and in (5.4)) where ϕ is of
class C2 on some open subset of �, and u is the function whose L-subharmonicity we
aim to prove. This gives at once the following refinement of Theorem 5.3.

Theorem 5.5 (of Kozakiewicz type, II). Let � ⊆ RN be an open set and let G :
U(�) → F(�) be a map satisfying assumptions (K.1) and (K.2) in Definition 5.1. Let
u : � → [−∞,∞) be an u.s.c. function, finite at some point of every component of �,
and such that

G(u) ≥ 0 in �(u). (5.6)

Suppose finally that for every open set U ⊆ � and every ϕ ∈ C2(U,R) the following two
conditions hold:

(K.3)′ G(u+ ϕ) = G(u)+G(ϕ);
(K.4)′ for every local maximum point x0 ∈ D(u) of u− ϕ, we have G(u− ϕ)(x0) ≤ 0.

Then u is L-subharmonic in �.

We remark that the above hypothesis (K.4)′ somewhat resembles the usual notion of vis-
cosity subsolution.

With the preceding Kozakiewicz-type theorems at hand, we are ready for the proof of
our main Theorem 4.2. We begin with the easiest part of the proof.
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Proof of the “single arrows” implications.

(1)→(2): Let x ∈ � and 0 < r < R(x). Then, by the very definition of Mr ,

Mr(u)(x) =
α + 1
rα+1

∫ r

0
ραmρ(u)(x) dρ ≥

α + 1
rα+1

∫ r

0
ραu(x) dρ = u(x).

(1)→(3): This is trivial (recall that qr(x) > 0).

(2)→(4): This is trivial (recall that Qr(x) > 0).

(6)→(2): Towards a contradiction, suppose there exist x ∈ � and r > 0 such that u(x) >
Mr(u)(x). Then, if u is M-continuous, we have

Mρ(u)(x) > Mr(u)(x)

for every ρ > 0 small enough. In particular, the last inequality holds for some positive
ρ < r , contradicting the assumption that r 7→ Mr(u)(x) is increasing.

(5)→(6): We already remarked that m-continuity implies M-continuity. Moreover, let
x ∈ � and 0 < r1 < r2 < R(x). If Mr1(u)(x) = −∞, then we obviously have
Mr1(u)(x) ≤ Mr2(u)(x). Hence, we can assume that Mr1(u)(x) > −∞. This implies
that the integral

∫ r1
0 ραmρ(u)(x) dρ is finite, so that mρ(u)(x) ∈ R for almost every

ρ ∈ (0, r1). Consequently, due to the monotonicity assumption in condition (5) (jointly
with r1 < r2), the same is true of every ρ ∈ (0, r2] and

−∞ < mρ(u)(x) ≤ mr2(u)(x) ≤ sup
�r2 (x)

u <∞, ∀ρ ∈ (0, r2].

(Recall that u is u.s.c., and �r2(x) is bounded.) Dropping temporarily the “(u)(x)” nota-
tion, by applying twice the monotonicity of r 7→ mr , it follows that

Mr2

α + 1
=

1

rα+1
2

(∫ r1

0
ραmρ dρ +

∫ r2

r1

ραmρ dρ
)

=

(
1

rα+1
2

−
1

rα+1
1

)
︸ ︷︷ ︸

≤0

∫ r1

0
ρα mρ︸︷︷︸
≤mr1

dρ +
Mr1

α + 1
+

1

rα+1
2

∫ r2

r1

ρα mρ︸︷︷︸
≥mr1

dρ

≥
Mr1

α + 1
+mr1 ·

{(
1

rα+1
2

−
1

rα+1
1

)∫ r1

0
ρα dρ +

1

rα+1
2

∫ r2

r1

ρα dρ
}

︸ ︷︷ ︸
=0

=
Mr1

α + 1
.

This proves that Mr2(u)(x) ≥ Mr1(u)(x) and condition (6) follows.

Remark 5.6. The above computation proves that, if f (ρ) is increasing function of ρ > 0,
then the same is true of the function F(r) := α+1

rα+1

∫ r
0 ρ

αf (ρ) dρ (for any α > −1).
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(5)→(7): From the very definition ofMr(u)(x) and the monotonicity of ρ 7→ mρ(u)(x),
we immediately get

Mr(u)(x) =
α + 1
rα+1

∫ r

0
ραmρ(u)(x) dρ ≤

α + 1
rα+1

∫ r

0
ραmr(u)(x) dρ = mr(u)(x)

for every x ∈ � and 0 < r < R(x).

(7)→(8): Since u is m-continuous, whenceM-continuous, for every fixed x ∈ �(u) and
for every sufficiently small r > 0, mr(u)(x) and Mr(u)(x) are finite. As a consequence,
from the second part of condition (7), we have

mr(u)(x)−Mr(u)(x)

ωr(x)
≥ 0

for every small positive r (since ωr(x) > 0), so that the Reade-type condition (8) follows.
This completely proves the “single arrow” implications in Table 1. ut

We next turn to the “double arrows”, to each of which we devote a separate subsection.

5.1. Proof of (3)⇒(S) and (4)⇒(S)

Let � ⊆ RN be open and let u : � → [−∞,∞) be an upper semicontinuous function,
u > −∞ in �(u), the latter set containing at least one point of every component of �.
Assume that Blaschke-type condition (4.1) holds. We have to prove that u ∈ S(�).

To this end, let V be any open subset of �, and let v ∈ USC(V ) be finite at some
point of every component of V (we recall that, if these facts hold, we write v ∈ U(�)).
We set

G(v)(x) := lim sup
r→0

mr(v)(x)− v(x)

qr(x)
, x ∈ D(v).

We claim that G is an L-Kozakiewicz operator, according to Definition 5.1.
To begin with, axiom (K.1) is satisfied, by the very definition of G. Moreover, we

know that G(h) = Lh for every C2 function h on some open subset of � (see (3.11),
Proposition 3.5). Hence axiom (K.2) holds. Furthermore, if u, v ∈ U(�) have the same
domain of finiteness, and h is of class C2, then, for every x ∈ D(v) = D(v + h),

G(v + h)(x) = G(v)(x)+G(h)(x).

This ensures that axiom (K.3) holds too. Finally, if v ∈ U(�) and x0 ∈ D(v) is a lo-
cal maximum point of v, we have v(x0) > −∞ and v ≤ v(x0) in a neighborhood U
of x0. This implies mr(v)(x0) ≤ v(x0) whenever �r(x0) ⊂ U , hence for every r > 0
sufficiently small. This gives at once

G(v)(x0) = lim sup
r→0

mr(v)(x0)− v(x0)

qr(x0)
≤ 0.

This ensures that axiom (K.4) holds true.
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ThusG is an L-Kozakiewicz operator. On the other hand, the Blaschke-type condition
(4.1) ensures that G(u) ≥ 0 on �(u). Our Kozakiewicz-type Theorem 5.3 implies that
u ∈ S(�), as we aimed to prove.

The implication (4)⇒(S) can be proved in a straightforwardly analogous way, this
time considering the operator

G(v)(x) := lim sup
r→0

Mr(v)(x)− v(x)

Qr(x)
,

defined for v ∈ U(�) and x ∈ D(v) (here (3.11) in Proposition 3.5 is also required).

5.2. Proof of (S)⇒(1)

Theorem 5.7 (m-submean property of S(�)). Let u ∈ S(�) and suppose �r(x) ⊂ �.
Then u(x) ≤ mr(u)(x).

Proof. Let u ∈ S(�) and suppose that �r(x0) ⊂ �. Let also ϕ : ∂�r(x0) → R be
a continuous function such that ϕ ≥ u on ∂�r(x0). Since u ∈ S(�) and �r(x0) is an
L-regular set, we have u ≤ h := H�r (x0)

ϕ on �r(x0). In particular, u(x0) ≤ h(x0). On the
other hand, h being an L-harmonic function on �r(x0), for every ρ ∈ (0, r) one has

h(x0)
(3.8)
= mρ(h)(x0) =

∫
∂�ρ (x0)

h(y)K(x0, y) dσ(y).

Thus u(x0) ≤
∫
∂�ρ (x0)

h(y)K(x0, y) dσ(y). Letting ρ → r−, we get

u(x0) ≤

∫
∂�r (x0)

ϕ(y)K(x0, y) dσ(y).

By taking the infimum with respect to the ϕ’s in the set

F := {ϕ ∈ C(∂�r(x0),R) : ϕ ≥ u|∂�r (x0)}, (5.7)

we obtain (recall that u is upper semicontinuous)

u(x0) ≤ inf
ϕ∈F

∫
∂�r (x0)

ϕ(y)K(x0, y) dσ(y) =
∫
∂�r (x0)

u(y)K(x0, y) dσ(y).

Since the right-hand side is mr(u)(x0), the proof is complete. ut

Theorem 5.7 above can be restated by saying that any L-subharmonic function on � is
also m-submean on �, i.e., condition (1) of Theorem 4.2 holds.
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5.3. Proof of (S)⇒(5)

Let � ⊆ RN be open and let, throughout this section, u ∈ S(�) be fixed. We first
remark that them-submean property of u (ensured by the implication (S)⇒(1) previously
proved) implies that u is m-continuous (a fact interesting in its own right), whence

u(x0) = lim
r→0

mr(u)(x0) for every u ∈ S(�) and every x0 ∈ �. (5.8)

Indeed, suppose first that u(x0) > −∞. Since u ∈ USC(�), for every ε > 0 there exists
a neighborhood V of x0 such that u(y) < u(x0)+ ε for all y ∈ V. Then, for every r > 0
sufficiently small (recall that �r(x0) ↓ {x0} as r ↓ 0),

mr(u)(x0) ≤ mr(u(x0)+ ε)(x0) = u(x0)+ ε.

Keeping in mind the m-submean property of u, this implies

mr(u)(x0)− ε ≤ u(x0) ≤ mr(u)(x0) ≤ mr(u)(x0)+ ε

for every r > 0 small enough, which proves (5.8). We now prove (5.8) under the assump-
tion that u(x0) = −∞. The upper semicontinuity of u thus ensures that limx→x0 u(x) =

−∞, so that, for everyN > 0, there exists a a neighborhood V of x0 such that u(y) < −N
for all y ∈ V . Arguing as above we get mr(u)(x0) < −N for any r > 0 small enough.
This gives limr→0mr(u)(x0) = −∞, proving (5.8) again.

Note that (5.8) ensures that any L-subharmonic function is m-continuous, so that the
first part of condition (5) in Theorem 4.2 follows.

Lemma 5.8. For every x0 ∈ RN and every r > 0, we have

dµ�r (x0)
x0

(y) = K(x0, y) dσ(y), (5.9)

dσ denoting, as usual, the (N − 1)-dimensional Hausdorff measure in RN .

Proof. Let ϕ ∈ C(∂�r(x0),R). Then the function

�r(x0) 3 x 7→ h(x) :=

∫
∂�r (x0)

ϕ(y) dµ�r (x0)
x (y) = H�r (x0)

ϕ (x) (5.10)

is L-harmonic in �r(x0). As a consequence, if 0 < ρ < r we also have

h(x0) = mρ(h)(x0) =

∫
∂�ρ (x0)

h(y)K(x0, y) dσ(y). (5.11)

Now, since �r(x0) is L-regular, limy→z h(y) = ϕ(z) for every z ∈ ∂�r(x0). Therefore

h(x0)
(5.11)
= lim

ρ↑r

∫
∂�ρ (x0)

h(y)K(x0, y) dσ(y) =
∫
∂�r (x0)

ϕ(y)K(x0, y) dσ(y).

This gives (if compared with the identity obtained by taking x = x0 in (5.10))∫
∂�r (x0)

ϕ(y) dµ�r (x0)
x0

(y) =

∫
∂�r (x0)

ϕ(y)K(x0, y) dσ(y).

The arbitrariness of ϕ ∈ C(∂�r(x0),R) proves (5.9). ut



406 Andrea Bonfiglioli, Ermanno Lanconelli

The following proposition will prove the m-monotonicity condition (5) of Theorem 4.2.

Proposition 5.9. Let u ∈ S(�) and let �r(x0) ⊂ �. Then

0 < ρ < r ⇒ mρ(u)(x0) ≤ mr(u)(x0). (5.12)

Proof. With the notation in the assertion, let F be as in (5.7) and take any ϕ ∈ F. Since
u ≤ ϕ on ∂�r(x0), and u ∈ S(�), we infer

u ≤ h := H�r (x0)
ϕ on �r(x0). (5.13)

Hence h is L-harmonic in �r(x0), and for every y ∈ ∂�r(x0) we have h(x)→ ϕ(y) as
x → y. As a consequence, for every 0 < ρ < r we have

mρ(u)(x0) =

∫
∂�ρ (x0)

u(y)K(x0, y) dσ(y)
(5.13)
≤

∫
∂�ρ (x0)

h(y)K(x0, y) dσ(y)

= mρ(h)(x0) = h(x0)
(5.10)
=

∫
∂�r (x0)

ϕ(y) dµ�r (x0)
x0

(y)

(5.9)
=

∫
∂�r (x0)

ϕ(y)K(x0, y) dσ(y).

The infimum of the right-hand side over ϕ ∈ F yields
∫
∂�r (x0)

u(y)K(x0, y) dσ(y) =
mr(u)(x0), and the proof of (5.12) is complete. ut

5.4. Proof of (8)⇒(S)

We start with a real analysis lemma.

Lemma 5.10. Let R > 0 and let f, g : [0, R] → R satisfy

f (0) = lim
r→0

f (r) = max
[0,R]

f, (5.14)

inf
[ε,R]

g > 0 for every ε ∈ (0, R). (5.15)

Then there exists a strictly decreasing sequence {rk}k in (0, R] such that rk → 0 as
k→∞ and, for every k ∈ N,

f (ρ) ≥ f (rk)− g(rk)/k for 0 ≤ ρ ≤ rk . (5.16)

Proof. First of all, the conclusion is obvious if f is constant on some interval of the
form [0, ε] with ε > 0. Indeed, in this case (5.16) is satisfied, for example, by rk =
min{R/k, ε} (notice that g > 0 on (0, R] thanks to (5.15)). It is then not restrictive to
suppose that f is not constant on any interval of the form [0, ε] with ε > 0. Furthermore,
by shrinking R if necessary, we may and do assume that inf[0,R] f > −∞. We now
construct the sequence {rk}k inductively.

Let R1 ∈ [0, R] be such that

inf
[0,R]

f = inf
Vε
f

for every ε > 0, where
Vε := (R1 − ε, R1 + ε) ∩ [0, R].

(5.17)
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We callR1 a Weierstrass inf-point for f on [0, R]. The existence of suchR1 easily follows
from the compactness of [0, R] and the Heine–Borel covering lemma. If R1 = 0, from
(5.14) and (5.17) we get

inf
[0,R]

f
(5.17)
= sup

ε>0

(
inf
Vε
f
)
= min

{
f (0), lim inf

r→0
f (r)

}
(5.14)
= max
[0,R]

f.

Hence f is constant, and—as we remarked—we may take r1 = R. We next construct r1
supposing that R1 > 0. In this case, by hypothesis (5.15) applied to ε = R1/2 > 0, there
exists r1 ∈ [R1/2, R] such that

inf
[R1/2,R]

f > f (r1)− inf
[R1/2,R]

g.

This ensures that, with this choice of r1, one has

inf
[0,R]

f
(5.17)
= sup

ε>0

(
inf
Vε
f
)
≥ inf
[R1/2,R]

f > f (r1)− inf
[R1/2,R]

g ≥ f (r1)− g(r1).

This implies, in particular, that f (ρ) ≥ f (r1)−g(r1) for 0 ≤ ρ ≤ r1, that is, (5.16) holds
when k = 1. We suppose we have constructed r1, . . . , rk satisfying (5.16) and such that

0 < rj+1 ≤ rj/2 (5.18)

for every j = 1, . . . , k − 1. We next show how to obtain rk+1 satisfying (5.16) and
such that (5.18) holds for j = k. There exists a Weierstrass inf-point Rk+1 for f on the
compact interval [0, rk/2], that is, Rk+1 ∈ [0, rk/2] satisfies

inf
[0,rk/2]

f = inf
V kε

f
for every ε > 0, where

V kε := (Rk+1 − ε, Rk+1 + ε) ∩ [0, rk/2].
(5.19)

If Rk+1 = 0, from (5.19) and (5.14) we get

inf
[0,rk/2]

f = sup
ε>0

(
inf
V kε

f
)
= min

{
f (0), lim inf

r→0
f (r)

}
= max
[0,R]

f ≥ max
[0,rk/2]

f.

This implies that f is constant on [0, rk/2], which contradicts our nonrestrictive assump-
tions on f . Hence Rk+1 > 0. In this case, by (5.15) we know that inf[Rk+1/2,rk/2] g ≥

inf[Rk+1/2,R] g > 0. Hence, there exists rk+1 ∈ [Rk+1/2, rk/2] such that

inf
[Rk+1/2,rk/2]

f > f (rk+1)−
1

k + 1
inf

[Rk+1/2,rk/2]
g. (5.20)

This ensures that the following chain of inequalities hold:

inf
[0,rk/2]

f
(5.19)
= sup

ε>0

(
inf
V kε

f
)
≥ inf
[Rk+1/2,rk/2]

f

(5.20)
> f (rk+1)−

1
k + 1

inf
[Rk+1/2,rk/2]

g ≥ f (rk+1)−
g(rk+1)

k + 1
.
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To obtain the first ‘≥’, we have taken ε = Rk+1/2; the last ‘≥’ follows from rk+1 ∈

[Rk+1/2, rk/2]. This implies that f (ρ) ≥ f (rk+1)−
g(rk+1)
k+1 for 0 ≤ ρ ≤ rk/2, hence for

ρ ∈ [0, rk+1] too.
Summarizing the above facts, we have inductively constructed a sequence {rk}k in

(0, R] such that, for every k ∈ N,

0 < rk+1 ≤ rk/2, and f (ρ) ≥ f (rk)− g(rk)/k, ∀ρ ∈ [0, rk].

This completes the proof, since the first inequality implies that rk ↓ 0. ut

We are now ready to prove the implication (8)⇒(S), that is, the Reade-type condition
implies L-subharmonicity. We explicitly remark that this proof is more delicate than those
involving Blaschke- and Privaloff-type conditions, in that we shall apply Theorem 5.5
instead of Theorem 5.3.

Let � ⊆ RN be open and u ∈ USC(�) be finite at some point of every component
of �. We assume that u is m-continuous and satisfies the Reade-type condition (4.3) in
Theorem 4.2. Let also V ⊆ � be any open set and v ∈ USC(V ) be finite at some point
of every component of V . For any such v we define G(v) as follows:

G(v) : D(v)→ [−∞,∞], G(v)(x) := lim inf
r→0

mr(v)(x)−Mr(v)(x)

ωr(x)
. (5.21)

(We agree to put mr(v)(x)−Mr(v)(x) := −∞ if mr(v)(x) = −∞.)
We aim to apply Theorem 5.5 for this operatorG. First of all, axiom (K.1) holds from

the definition of G. Next, from (11.29) in Remark 11.3, we know that, if U ⊆ � is any
open set and if h ∈ C2(U,R), we have

lim
r→0

mr(h)(x)−Mr(h)(x)

ωr(x)
= Lh(x), x ∈ U.

As a consequence, axiom (K.2) holds too. Moreover, if v is as above, if ϕ ∈ C2(V ,R)
and x ∈ D(v), one has G(v + h)(x) = G(v)(x) +G(h)(x). This ensures the validity of
axiom (K.3), whence that of axiom (K.3)′.

Finally, suppose x0 ∈ D(u) is a local maximum point of w := u − ϕ, where ϕ ∈
C2(U,R) and U is any open subset of �. Note that x0 ∈ D(u) implies w(x0) > −∞.
The assumption of m-continuity of u jointly with the continuity of ϕ ensure that w is
m-continuous too. Hence, there exists R > 0 such that �R(x0) ⊂ V and −∞ <

mr(w)(x0) ≤ w(x0) for every r ∈ (0, R]. As a consequence, the function

f : [0, R] → R, f (r) :=

{
mr(w)(x0) if r ∈ (0, R],
w(x0) if r = 0,

satisfies the assumptions of Lemma 5.10. Also, the definition

g(r) :=

{
ωr(x0) if r ∈ (0, R],
0 if r = 0,
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satisfies the relevant assumptions on the g-function of the same lemma. Indeed, the facts
that (0,∞) 3 r 7→ ωr(x0) is continuous (see Remark 11.4) and strictly positive are
enough to ensure the validity of (5.15).

Consequently, Lemma 5.10 ensures the existence of a decreasing sequence {rk}k in
(0, R] such that limk→∞ rk = 0 and such that

mρ(w)(x0) ≥ mrk (w)(x0)− ωrk (x0)/k for every ρ ∈ (0, rk] and k ∈ N.

Then, from the very definition of Mr , we get

Mrk (w)(x0) ≥ mrk (w)(x0)− ωrk (x0)/k for every k ∈ N.

Therefore

G(w)(x0) ≤ lim inf
k→∞

mrk (w)(x0)−Mrk (w)(x0)

ωrk (x0)
≤ lim
k→∞

1
k
= 0.

This is axiom (K.4)′ for the function w = u− ϕ. This proves that we are in a position to
apply Theorem 5.5 to the operatorG. Since the Reade-type condition is precisely (5.6) in
Theorem 5.5, we infer that u is L-subharmonic in �, and the proof is complete.

6. L-subharmonicity of the average operators

The aim of this section is to pave the way for the results of the following Sections 7
and 8. To this end, we shall here establish a preliminary fact of interest in its own right:
the mean integrals mr(u)(x),Mr(u)(x) of u ∈ S(RN ), as functions of x, are themselves
L-subharmonic. To do this, we shall apply some arguments from [15], where mean in-
tegrals related to parabolic operators were concerned. Throughout this section, we shall
use some Riesz-type representation theorems. For this reason, we shall need to add the
hypothesis of C∞-hypoellipticity of L.

Below, we assume that the entries of the matrix A in (1.1) are C∞ functions on RN .
Also, we make the following crucial assumption:

(HY) L is a C∞-hypoelliptic differential operator.

Hence, for every open set � ⊆ RN , and for every f ∈ C∞(�,R), if u ∈ L1
loc(�) is

a solution to Lu = f in the sense of distributions, then u coincides almost everywhere
with a C∞ function on �. As a consequence, L-harmonic functions are C∞, whence, for
example, 0(x, ·) ∈ C∞(RN \ {x}) for every fixed x ∈ RN .

Remark 6.1. Hypothesis (HY) brings along a plenty of consequences. We state some of
them, to be applied in the following.

(i) Since L is self-adjoint, hypothesis (HY) ensures that the fundamental solution for
L is symmetric, i.e., 0(x, y) = 0(y, x) for every x 6= y (see Bony [10, Section 6]).

(ii) The fundamental solution for L is unique. Indeed, if 0,0′ are two such funda-
mental solutions, then for every fixed x ∈ RN , the function h := 0(x, ·) − 0′(x, ·)

solves Lh = 0 on RN in the sense of distributions. Hence h coincides with a smooth
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L-harmonic function h̃ on RN , which (see axiom (G.2)) vanishes at infinity. The weak
maximum principle easily implies that h̃ ≡ 0 on RN , that is (recall that the fundamental
solution is smooth outside the diagonal), 0(x, y) = 0′(x, y) for every y ∈ RN \ {x}. By
the symmetry result stated in (i) above, we infer that 0 ≡ 0′.

(iii) If � ⊆ RN is open and u ∈ S(�), then, according to a result by Negrini and
Scornazzani [26], u ∈ L1

loc(�) and there exists a Radon measure µu on � such that∫
�

uLϕ =
∫
�

ϕ dµu for every ϕ ∈ C∞0 (�). (6.1)

(That is, Lu = µu in the sense of distributions.) We say that µu is the L-Riesz measure
of u (on �). Also, again by the results in [26], for every bounded open set �1 such that
�1 ⊂ �, there exists h ∈ H(�1) such that

u(x) = h(x)−

∫
�1

0(x, y) dµu(y)

for almost every x ∈ �1. We shall soon show that this equality actually holds through-
out �1 (see Remark 6.9).

For any Radon measure µ defined on an open set � ⊆ RN , we set

(0 ∗ µ)(x) :=

∫
�

0(x, y) dµ(y), x ∈ RN . (6.2)

This function, with values in [0,∞], is obviously lower semicontinuous in RN , thanks to
Fatou’s Lemma.

The following result will be useful.

Lemma 6.2. Let � ⊆ RN be open. Let (3, dλ) be a measure space and suppose that
{u`}`∈3 is a family of L-subharmonic functions in �. Suppose furthermore that, for any
x ∈ �, the function ` 7→ u`(x) is dλ-integrable on 3 and set

U : �→ [−∞,∞), U(x) :=

∫
3

u`(x) dλ(`), x ∈ �.

Suppose U is finite at some point of every component of �, and one of the following
conditions hold:

1. u` ≤ 0 on � for every ` ∈ 3;
2. {u`}`∈3 is uniformly bounded from above and λ(3) <∞.

Then U is L-subharmonic in �.

Proof. Conditions 1 and 2 above yield the upper semicontinuity of U , as a simple appli-
cation of Fatou’s Lemma shows.

Suppose then that U is finite at some point of every component of �. To prove that
U ∈ S(�), on account of the implication “(2)⇒(S)” in Theorem 4.2, it suffices to prove
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that U satisfies the M-submean condition on �. Let x ∈ � and r ∈ (0, R(x)). Then
Fubini–Tonelli’s Theorem (see hypotheses 1 or 2 in the assertion) gives

Mr(U)(x) =

∫
3

(
α + 1
rα+1

∫
�r (x)

u`(y)K
(α)(x, y) dy

)
dλ(`)

=

∫
3

Mr(u`)(x) dλ(`) ≥
∫
3

u`(x) dλ(`) = U(x).

In ‘≥’ we used the hypothesis u` ∈ S(�) for every ` ∈ 3, jointly with the implication
“(S)⇒(2)” of Theorem 4.2. ut

Proposition 6.3. Let � ⊆ RN be open and suppose µ is a Radon measure on �. Then
the function −0 ∗ µ in (6.2) belongs to S(RN ), provided it is not identically −∞.

Proof. This follows from Lemma 6.2, applied to the nonpositive functions {−0(·, y)}y∈�
and to the measure space (�, dµ). Note that −0(·, y) ∈ S(RN ) for any y ∈ RN . ut

We next provide the following result, generalizing an analogous result proved in [4, The-
orem 4.1], where sub-Laplacians are involved (see also [9, Theorem 9.3.10, p. 438]).

Theorem 6.4. Let r > 0 and let x, z ∈ RN . Then

mr(0(·, z))(x) = min{0(x, z), 1/r}. (6.3)

Proof. Let z ∈ RN be fixed and set w := 0(·, z). We have to prove that

mr(w)(x) = min{w(x), 1/r} for every x ∈ RN . (6.4)

We distinguish different cases.

(I) z /∈ �r(x). In this case, in particular, z /∈ �r(x), that is (unraveling the defini-
tions), min{w(x), 1/r} = w(x). Hence (6.4) follows if we show that mr(w)(x) = w(x).
But this is an immediate consequence of the mean value formula (3.8), jointly with the
L-harmonicity of 0(z, ·) = 0(·, z) = w in a neighborhood of �r(x).

(II) z ∈ �r(x). This means min{w(x), 1/r} = 1/r , hence (6.4) follows if we show
that mr(w)(x) = 1/r . We need to distinguish two subcases:

If z = x, the following computation applies:

mr(w)(x) =

∫
∂�r (x)

0(y, x)K(x, y) dσ(y) =
1
r

∫
∂�r (x)

K(x, y) dσ(y)
(11.12)
=

1
r
.

If z 6= x, there certainly exist two open Euclidean balls B(z, δ), B(z, ε) centered at z
and a smooth function ψε with the following properties:

2ε < δ, B(z, 2δ) ⊂ �r(x), x /∈ B(z, 2δ), ψε|B(z,ε) ≡ 0, ψε|RN\B(z,2ε) ≡ 1.
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Then, since ψε ≡ 1 on ∂�r(x) ∪ {x}, and wψε ∈ C∞(RN ), we have

mr(w)(x) = mr(wψε)(x)
(3.8)
= w(x)+

∫
�r (x)

(0(x, y)− 1/r)L(wψε)(y) dy

= w(x)+

∫
B(z,δ)

(0(x, y)− 1/r)L(wψε)(y) dy. (6.5)

In the last equality, we used the fact that, since ψε ≡ 1 outside B(z, δ) and w is
L-harmonic outside z, we have L(wψε) = 0 on RN \ B(z, δ).

We claim that the last integral in (6.5) tends, as ε → 0, to 1/r − w(x), which will
prove the desired equality mr(w)(x) = 1/r . To prove the last claim, let us fix a function
φ ∈ C∞0 (R

N ) such that

φ|B(z,δ) ≡ 1, φ|RN\B(z,2δ) ≡ 0.

By this choice on φ, we have∫
B(z,δ)

(0(x, ·)− 1/r)L(wψε) =
∫
RN
{(0(x, ·)− 1/r)φ}L(wψε)

(note that the function in braces is in C∞0 (R
N ) since x /∈ B(z, 2δ))

=

∫
RN

L{(0(x, ·)− 1/r)φ}wψε (set φ∗ := (0(x, ·)− 1/r)φ)

=

∫
RN
(Lφ∗)w(ψε − 1)+

∫
RN
(Lφ∗)w.

Now, thanks to (2.1) (recalling that w = 0(·, z) = 0(z, ·)), the last integral equals
−φ∗(z), i.e., −(0(x, z) − 1/r)φ(z) = −w(x) + 1/r . It remains to prove that∫
RN (Lφ

∗)w(ψε − 1) vanishes as ε → 0. This is a consequence of the following facts:
Lφ∗ ∈ C∞0 (R

N ) is independent of ε, w = 0(z, ·) ∈ L1
loc(R

N ), and ψε − 1 is supported
in B(z, 2ε), which shrinks to {z} as ε ↓ 0.

(III) z ∈ ∂�r(x). Consider the function

y 7→ u(y) := 0(x, y)−

∫
∂�r (x)

0(η, y) dµ�r (x)x (η).

We claim that u is L-subharmonic in RN \ {x} as the sum of two L-subharmonic func-
tions. Indeed, 0(x, ·) is L-harmonic in RN \ {x}, hence L-subharmonic there; moreover,
the L-subharmonicity of y 7→ −

∫
∂�r (x)

0(η, y) dµ�r (x)x (η) follows from an application
of Lemma 6.2 to the family of L-subharmonic functions {−0(η, ·)}η∈∂�r (x) and to the
measure space (∂�r(x), dµ�r (x)x ). By Lemma 5.8,

u(y) = 0(x, y)−mr(0(·, y))(x). (6.6)

Hence, by parts (I) and (II) proved above, we infer

u = 0 on RN \�r(x), u = 0(x, ·)− 1/r on �r(x). (6.7)
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As z ∈ ∂�r(x), u is L-subharmonic in an open neighborhood of z. Since L-subharmonic
functions are M-continuous by Theorem 4.2, we have

u(z) = lim
r→0

Mr(u)(z). (6.8)

Consider the function

RN 3 y 7→ u∗(y) :=

{
0 if y ∈ RN \�r(x),
0(x, y)− 1/r if y ∈ �r(x).

Note that u∗ is continuous in RN \ {x} and that, by (6.7), u = u∗ on RN \ ∂�r(x). Since
∂�r(x) has vanishing Lebesgue measure, we have u = u∗ almost everywhere, whence

u(z)
(6.8)
= lim

r→0
Mr(u)(z) = lim

r→0
Mr(u

∗)(z) = u∗(z) = 0.

(In the second-last equality, we invoked the continuity of u∗.) By (6.6), u(z) = 0 is
equivalent to 0(x, z) = mr(0(·, z))(x), and the proof is complete. ut

Corollary 6.5. Let r > 0 and let x, z ∈ RN . Then, for every α > 0,

Mr(0(·, z))(x) =



α + 1
αr

if x = z,

1
αr

(
α + 1−

1
(r0(x, z))α

)
if x ∈ �r(z), x 6= z,

0(x, z) if x /∈ �r(z).

(6.9)

Proof. A direct consequence of (6.3). ut

Corollary 6.6. Let r > 0 and let z ∈ RN . Then the functions

x 7→ −mr(0(·, z))(x),−Mr(0(·, z))(x) (6.10)

are continuous L-subharmonic functions on RN . Also, they are bounded, they are left
unchanged by interchanging x and z, and the function x 7→ Mr(0(·, z))(x) has a strict
absolute minimum at x = z.

Proof. Let r > 0 and let z ∈ RN be fixed and set ur(x) := −mr(0(·, z))(x). By (6.3),
we have ur(x) = max{−0(x, z),−1/r}. Hence u ∈ S(RN ) as the maximum of two L-
subharmonic functions in RN . The L-subharmonicity of x 7→ Ur(x) := −Mr(0(·, z))(x)

now follows from the representation

−Mr(0(·, z))(x) =
α + 1
rα+1

∫ r

0
ραuρ(x) dρ,

which allows us to apply Lemma 6.2 to the family of nonpositive L-subharmonic func-
tions {uρ}ρ∈[0,r], and to the measure space (3, dλ), where 3 = [0, r] and dµ(ρ) =
α+1
rα+1 ρ

α dρ. Next, the continuity, boundedness and symmetry of the two functions in (6.10)
is obvious from (6.3) and (6.9) (recall that 0(x, z) = ∞ if and only if z = x). Formula
(6.9) also shows that z is a strict minimum point for Ur . ut
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Corollary 6.7. Let� ⊆ RN be open. For every Radon measure µ on�, and every r > 0,
each of the two functions x 7→ −mr(0 ∗µ)(x),−Mr(0 ∗µ)(x) is L-subharmonic in RN ,
provided it is not identically −∞.

Proof. Fubini–Tonelli’s Theorem readily furnishes the representations

−mr(0 ∗ µ)(x) =

∫
�

mr(−0(·, z))(x) dµ(z),

−Mr(0 ∗ µ)(x) =

∫
�

Mr(−0(·, z))(x) dµ(z).

The result stated in the corollary follows by applying Lemma 6.2 to the measure space
(�, dµ) and the families of L-subharmonic functions (see Corollary 6.6)

{x 7→ mr(−0(·, z))(x)}z∈�, {x 7→ Mr(−0(·, z))(x)}z∈�. ut

The above preliminary results will be used to prove the following theorem.

Theorem 6.8 (L-subharmonicity of the average operators). Let u ∈ S(RN ) and r > 0.
Then the functions x 7→ mr(u)(x),Mr(u)(x) are L-subharmonic in RN , finite-valued
and continuous.

Proof. Let u ∈ S(RN ). From an obvious adaptation of the facts recalled in Remark
6.1(iii) (to provide a global representation on RN ), we have

u = h− 0 ∗ µu almost everywhere on RN , (6.11)

where h is L-harmonic in RN and µu is the L-Riesz measure of u. For any r > 0, we
infer from (6.11) (jointly with the L-harmonicity of h) the full equality

Mr(u)(x) = h(x)−Mr(0 ∗ µu)(x) for every x ∈ RN . (6.12)

From Mr(u)(x) ≥ u(x), we infer that x 7→ Mr(u)(x) is not identically −∞, so that, by
identity (6.12) itself, the same is true of the function x 7→ ur(x) := −Mr(0 ∗µu)(x). An
application of Corollary 6.7 thus proves the L-subharmonicity of ur on RN . As Mr(u) =

h + ur (again by (6.12)), we infer Mr(u) ∈ S(RN ). Furthermore, we notice that (6.11)
holds throughout, i.e.

u = h− 0 ∗ µu on RN . (6.13)

Indeed, since L-subharmonic functions are M-continuous, letting r → 0 in (6.12), we
immediately get (6.13). By integration of both sides of (6.13), we infer

mr(u)(x) = h(x)−mr(0 ∗ µu)(x) for every x ∈ RN .

Starting from this identity and repeating the same argument as above, we can prove that
mr(u) ∈ S(RN ). The fact thatmr(u)(x) andMr(u)(x) are finite will be proved in Propo-
sition 6.10 below, whereas their continuity will be proved in Remark 6.11. ut
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Remark 6.9. Let u ∈ S(�) and set, as usual, �(u) = {x ∈ � : u(x) > −∞}. Let also
A be any bounded open set with A ⊂ �. Arguing as in the proof of Theorem 6.8, we can
easily prove that there exists h ∈ H(A) such that

u(x) = h(x)−

∫
A

0(x, y) dµu(y) for every x ∈ A. (6.14)

This shows that uA := −0∗µA (here µA denotes µu|A, that is, the restriction toA of µu)
is finite precisely on the set A ∩ �(u), hence on a dense subset of A (see Remark 2.3).
An application of Proposition 6.3 yields uA ∈ S(A).

As usual, we use the notation R(x) = sup{r > 0 : �r(x) ⊆ �}.

Proposition 6.10. Let� ⊆ RN be open and suppose that u is L-subharmonic in�. Then
the functions (0, R(x)) 3 r 7→ mr(u)(x),Mr(u)(x) are continuous.

Proof. Let u ∈ S(�). Let also �1 be any open set with compact closure contained in �.
By Remark 6.1(iii), there exists h1 ∈ H(�1) such that

u(x) = h1(x)−

∫
�1

0(x, y) dµu(y) for every x ∈ �1. (6.15)

Suppose x ∈ � and let r0 ∈ (0, R(x)) be fixed. Let ε > 0 be so small that �r(x) ⊂ �
for every r ∈ (0, r0+ ε]. Let also �1 = �r0+ε(x). With this choice of �1, identity (6.15)
holds, for some L-harmonic function h1 in �1. Then, by a direct integration of (6.15), by
Fubini–Tonelli’s Theorem and the L-harmonicity of h, we infer, for any r ∈ (0, r0 + ε),

mr(u)(x) = mr(h1)(x)−

∫
�1

(∫
∂�r (x)

0(z, y)K(x, z) dσ(z)
)

dµu(y)

= h1(x)−

∫
�1

mr(0(·, y))(x) dµu(y). (6.16)

By applying identity (6.3) in Lemma 6.4, we get the representation

mr(u)(x) = h1(x)−

∫
�1

min{0(x, y), 1/r} dµu(y) (6.17)

for every r ∈ (0, r0+ε) (with h1 depending on u,�, r0, ε, but independent of r). A simple
dominated-convergence argument on (6.17) (note that µu(�1) < ∞ since �1 is a com-
pact subset of � and µu is a Radon measure on �) proves the claimed continuity of
r 7→ mr(u)(x). The continuity of r 7→ Mr(u)(x) follows from that of mr(u)(x). ut

Remark 6.11. Let � ⊆ RN be open and let u ∈ S(�). Let x0 ∈ �. There certainly exist
a bounded open neighborhood U0 of x0 and a positive r0 both so small that �r(x) ⊂ �
for every x ∈ U0 and r ∈ (0, r0]. Let also �1 be a bounded open subset of � such that

�r(x) ⊂ �1 ⊂ �1 ⊂ � for every x ∈ U0 and every r ∈ (0, r0].
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The set �1 depends only on �, x0, r0. Arguing as in the previous proof, equality (6.15)
holds for some L-harmonic functions h1 on�1. For any x ∈ U0 and any r ∈ (0, r0), since
∂�r(x) is contained in �1, we can take m-means on both sides of (6.15) to get, as in the
computation in (6.16),

mr(u)(x) = h1(x)−

∫
�1

min{0(x, y), 1/r} dµu(y), (x, r) ∈ U0 × (0, r0).

Note that the set �1 is independent of x ∈ U0 and r ∈ (0, r0). Since h1 is L-harmonic
on �1, another dominated-convergence argument (recall that µu(�1) < ∞ since µu is
Radon) suffices to show that the functionmr(u)(x) is continuous in (x, r) on U0×(0, r0).
The same continuity property is thus inherited by Mr(u)(x).

Gathering together the arguments in Remark 6.11 and in Theorem 6.8, it is not difficult
to prove the following theorem. To state it, we need a notation: given a nonempty open
set � ⊆ RN and ε > 0 we set

�ε := {x ∈ � : �ε(x) ⊂ �}. (6.18)

Note that, if ε > 0 is small enough (depending on�), the�ε’s are nonempty open subsets
of � such that, for every compact set K ⊂ �, there exists a positive ε0 = ε0(K,�) such
that K ⊂ �ε whenever 0 < ε ≤ ε0.

Theorem 6.12. Let u ∈ S(�) and suppose ε > 0 is small enough to ensure that�ε 6= ∅.
Then, for every r ∈ (0, ε), the functions �ε 3 x 7→ mr(u)(x),Mr(u)(x) are L-subhar-
monic, finite-valued and continuous in the open set �ε.

7. Smoothing of L-subharmonic functions

The aim of this section is to prove a result on approximation of L-subharmonic functions
by smooth L-subharmonic functions. A crucial tool is Theorem 6.12. The hypoellipticity
hypothesis (HY) of the previous section is assumed.

Theorem 7.1 (Smooth approximation). Let � ⊆ RN be open and let u ∈ S(�). Let
also ε > 0 and consider the set �ε introduced in (6.18). Then there exists a decreasing
sequence un ∈ S(�ε) ∩ C∞(�ε,R) converging pointwise to u on �ε as n→∞.

Proof. Let ε > 0. Fix a C∞ function ϕ : R → [0,∞), compactly supported in the
interval (0, 1), and such that

∫ 1
0 ϕ = 1. Note that ϕ ≡ 0 in a neighborhood of 0. For any

r ∈ (0, ε), set

Fr(u)(x) :=
1
r

∫
∞

0
ϕ(t/r)mt (u)(x) dt, x ∈ �ε.

Note that Fr(u)(x) is well-defined for every x ∈ �ε since, in the above integral, the t’s
larger than ε make the integrand vanish (as r < ε). We claim the following facts:
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(i) Fr(u) ∈ C∞(�ε,R) for any r ∈ (0, ε).
(ii) Fr(u) ∈ S(�ε) for any r ∈ (0, ε).

(iii) If 0 < r < s < ε then Fr(u)(x) ≤ Fs(u)(x), for every x ∈ �ε.
(iv) For every fixed x ∈ �ε, we have Fr(u)(x)→ u(x) as r → 0.

Once these properties have been proved, the theorem will follow by taking un := F1/n(u)

with n ∈ N such that n > 1/ε. Let us now prove the above properties (i)–(iv).
(i) By taking into account the explicit expression of the surface mean integral (11.5)

and of its kernel (11.6), we have the following computation (here x ∈ �ε and r ∈ (0, ε)):

Fr(u)(x) =
1
r

∫
∞

0
ϕ(t/r)

(∫
0x=1/t

u
〈A∇0x,∇0x〉

|∇0x |
dσ
)

dt

(use the change of variable 1/t = s)

=
1
r

∫
∞

0
ϕ

(
1
rs

)(∫
0x=s

u
〈A∇0x,∇0x〉

|∇0x |
dσ
)

ds
s2

=
1
r

∫
∞

0

(∫
0x=s

uϕ

(
1
r0x

)
〈A∇0x,∇0x〉

02
x

dσ
|∇0x |

)
ds

(by Federer’s coarea formula)

=
1
r

∫
RN
u(y)ϕ

(
1

r0(x, y)

)
〈A(y)∇0x(y),∇0x(y)〉

0(x, y)2
dy.

This evidently shows that Fr(u) ∈ C∞(�ε,R) for any r ∈ (0, ε): Indeed, since ϕ ≡ 0
near 0, the last integral extends over�ra(x)\�rb(x) (with 0 < b < a <∞), a set where
0x is smooth and bounded.

(ii) The L-subharmonicity of Fr(u) follows from Lemma 6.2, by considering the mea-
sure space (3, dλ), where 3 = (0,∞), dλ(t) = (1/r)ϕ(t/r) dt , and the family of func-
tions {x 7→ mt (u)(x)}t∈(0,ε). Indeed, for any fixed t ∈ (0, ε), the map x 7→ mt (u)(x) is
L-subharmonic in �ε: this follows from Theorem 6.12.

(iii) Let x ∈ �ε be fixed. Since u ∈ S(�), from condition (5) of Theorem 4.2 it
follows that t 7→ mt (u)(x) is increasing on (0, ε). The monotonicity of r 7→ Fr(u)(x)

now follows by arguing as in Remark 5.6 (also using the fact that (1/r)
∫
∞

0 ϕ(t/r) dt = 1
for every r > 0).

(iv) Thanks to our assumptions on the cut-off function ϕ, we have

|Fr(u)(x)− u(x)| ≤
1
r

∫ r

0
ϕ(t/r)|mt (u)(x)− u(x)| dt.

The assertion in (iv) then follows immediately from the m-continuity of L-subharmonic
functions (see (5.8)). ut

8. L-subharmonic functions in the sense of distributions

The aim of this section is to provide a further characterization of functions in S(�) as
weak solutions to Lu ≥ 0. The hypoellipticity hypothesis (HY) of Section 6 is assumed.
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Theorem 8.1. Let � ⊆ RN be an open set and let u : � → [−∞,∞) be upper semi-
continuous. Then u ∈ S(�) if and only if the following facts hold: u is M-continuous
in �, u ∈ L1

loc(�) and Lu ≥ 0 in the sense of distributions.

Proof. We begin with the ‘only if’ part. Suppose u ∈ S(�). The M-continuity of u is
ensured by (5.8) (and the fact that m-continuity implies M-continuity). Moreover, by the
results contained in [26], it follows that u ∈ L1

loc(�) and that (arguing as in the proof
of Theorem 6.8), for every bounded open set �′ ⊂ �, u = h − 0 ∗ µ on �′, where h
is L-harmonic in �′ and µ is a Radon measure on �′. This decomposition of u easily
implies that Lu ≥ 0 in the sense of distributions: indeed, if ϕ ∈ C∞0 (�), ϕ ≥ 0 and �′

contains the support of ϕ, one has (see also (2.1))∫
�

uLϕ =
∫
�′
hLϕ −

∫
�′
(0 ∗ µ)(x)Lϕ(x) dx

= −

∫
�

(∫
�′
0(x, y)Lϕ(x) dx

)
dµ(y) =

∫
�

ϕ(y) dµ(y) ≥ 0.

We next turn to the ‘if’ part. Suppose that u ∈ USC(�) is M-continuous in �, u ∈
L1

loc(�) and Lu ≥ 0 in the weak sense of distributions. The L1
loc hypothesis ensures that

u is finite on a dense subset of �.
In order to prove that u ∈ S(�), we verify that (0, R(x)) 3 r 7→ Mr(u)(x) is

increasing, for every x ∈ � (and then we apply the characterization in condition (6) of
our Theorem 4.2). To this end, fix x0 ∈ � and consider, as usual, R(x0) = sup{r > 0 :
�r(x0) ⊆ �}. Since � is open, we have R(x0) > 0 (see also (3.2)). Let ε > 0 be
small, with ε � R(x0)/3. Let also ϕ ∈ C∞([0,∞),R) be nonnegative and such that ϕ is
constant in [0, ε] and ϕ ≡ 0 in [R(x0)− ε,∞].

Then we consider the function

φ(x) := ϕ

(
1

0(x0, x)

)
, x ∈ RN ,

with the obvious convention that φ(x0) = ϕ(0). With this choice of ϕ and thanks to
our assumptions on 0 and on L see (G.2) and (HY) we find that φ ∈ C∞0 (R

N ), φ is
constant in a neighborhood of x0 (on �ε(x0), for instance) and φ ≡ 0 outside a larger
neighborhood of x0, indeed φ ≡ 0 on RN \�R(x0)−ε(x0). By definition of R(x0), this last
fact ensures that φ ∈ C∞0 (�). Since also φ ≥ 0, the hypothesis that Lu ≥ 0 in the sense
of distributions gives ∫

�

u(x)Lφ(x) dx ≥ 0. (8.1)

Now, a direct computation of Lφ shows that

Lφ = div(A∇φ) = − div(ϕ′(0−1
x0
)0−2
x0
A∇0x0)

= −ϕ′(0−1
x0
)0−2
x0

div(A∇0x0)− 〈∇(ϕ
′(0−1

x0
)0−2
x0
), A∇0x0〉.
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The first summand vanishes since div(A∇0x0) = L(0(x0, ·)) = 0; the second equals

〈ϕ′′(0−1
x0
)0−4
x0
∇0x0 , A∇0x0〉 + 〈2ϕ

′(0−1
x0
)0−3
x0
∇0x0 , A∇0x0〉

= 〈∇0x0 , A∇0x0〉0
−4
x0
· {ϕ′′(0−1

x0
)+ 20x0ϕ

′(0−1
x0
)}.

We have thus proved that

Lφ = 〈∇0x0 , A∇0x0〉0
−4
x0
· {ϕ′′(0−1

x0
)+ 20x0ϕ

′(0−1
x0
)}. (8.2)

Consequently, an application of Federer’s coarea formula gives

0
(8.1)
≤

∫
�

uLφ =
∫ R(x0)−ε

ε

(∫
1/0x0=t

uLφ
dσ

|∇(1/0x0)|

)
dt

=

∫
∞

0

(∫
1/0x0=t

u02
x0
Lφ

dσ
|∇0x0 |

)
dt (see (8.2) and (11.6))

=

∫
∞

0

(∫
1/0x0=t

u0−2
x0

K(x0, ·){ϕ
′′(0−1

x0
)+ 20x0ϕ

′(0−1
x0
)} dσ

)
dt

=

∫
∞

0
t2{ϕ′′(t)+ 2t−1ϕ′(t)}

(∫
1/0x0=t

uK(x0, ·) dσ
)

dt

=

∫
∞

0
{t2ϕ′′(t)+ 2tϕ′(t)}mt (u)(x0) dt =

∫
∞

0
(t2ϕ′)′mt (u)(x0) dt.

We have thus proved that ∫
∞

0
(t2ϕ′)′mt (u)(x0) dt ≥ 0. (8.3)

Let now h ∈ C∞0 be nonnegative and suppose the support of h is a compact subset of
(0, R(x0)), say [h1, h2]. The definition

ϕ(t) :=

∫
∞

t

h(s)

s2 ds, t ∈ [0,∞),

produces a function satisfying the requisites of the previous computations (take, for in-
stance, ε < min{R(x0)/3, h1, R(x0)− h2}). Inserting this ϕ in (8.3), we obtain∫

∞

0
h′(t)mt (u)(x0) dt ≤ 0, ∀h ∈ C∞0 ((0, R(x0)),R), h ≥ 0.

By Lemma 8.2.13 of [9, p. 405], this ensures that the map defined by

r 7→
α + 1
rα+1

∫ r

0
ραmρ(u)(x0) dρ = Mr(u)(x0)

is increasing on (0, R(x0)). The proof is complete. ut
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9. The case of sub-Laplacians: Improved results

The aim of this section is to apply the results of the previous sections to the case of sub-
Laplacians on Carnot groups. This will allow us to improve former results contained in
[9] and [5, 6]. In this context, it seems more natural to rewrite our mean integral operators
mr ,Mr in terms of gauge balls (definitions can be found below). We shall see that the op-
erators qr ,Qr , ωr turn out to have a particularly simple form. Furthermore, we shall have
occasion to prove a well-behaved property (left-invariance) of mr(u)(x) and Mr(u)(x).

Recalls on Carnot groups and sub-Laplacians. We begin by recalling some basic facts
concerning sub-Laplacians and Carnot groups. All the details can be found in [9, Chap-
ter 1]. A Carnot group is a connected and simply connected (real) Lie group (G, ·) whose
Lie algebra Lie(G) admits a stratification, i.e., a decomposition Lie(G) = V1⊕ · · · ⊕Vr ,
where

V2 = [V1, V1], V3 = [V1, V2], . . . , Vr = [V1, Vr−1] and [V1, Vr ] = {0}.

Thus G is nilpotent of step r , whence Exp : Lie(G) → G is a (global) smooth diffeo-
morphism, with inverse Log : G→ Lie(G). We fix a basis Z = {Z1, . . . , ZN } of Lie(G)
called adapted to the stratification, that is,

V1 = span{Z1, . . . , Zn1}, V2 = span{Zn1+1, . . . , Zn1+n2}, and so on.

We define dilations {1λ}λ>0 on Lie(G) by considering, if λ > 0, the unique endomor-
phism 1λ of Lie(G) such that (for every i = 1, . . . , r) 1λ(X) = λiX for every X ∈ Vi .
The number Q :=

∑r
i=1 i dim(Vi) is called the homogeneous dimension of G (see also

(9.3)). We suppose throughout that Q ≥ 3. Any operator of the form

X2
1 + · · · +X

2
n1

(n1 = dim(V1))

is called a sub-Laplacian on G provided that {X1, . . . , Xn1} is a basis of V1. By means
of logarithmic (global) coordinates and the identification of Lie(G) with RN (via the
basis Z), we can push forward the Lie group structure of G and the dilations 1λ to
suitable maps on RN : more precisely, if we set

ϕ : RN → Lie(G), ϕ(x1, . . . , xN ) := x1Z1 + · · · + xNZN ,

then the map defined by

x ∗ y := ϕ−1(Log
(
Exp(ϕ(x)) · Exp(ϕ(y))

))
, x, y ∈ RN , (9.1)

equips RN with the structure of a Lie group (G, ∗) which is isomorphic to (G, ·) via
Exp ◦ ϕ. Also, the definition

δλ : RN → RN , δλ(x) := ϕ
−1(1λ(ϕ(x))), (9.2)

turns out to be very useful since one has, unraveling definitions,

δλ(x1, . . . , xN ) = (λx1, . . . , λxn1 , λ
2xn1+1, . . . , λ

2xn1+n2 , . . . , λ
rxN ).
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Note that this gives

|δλ(E)| = λ
Q
|E| for every measurable set E ⊆ RN . (9.3)

Since 9 := ϕ−1
◦ Log : G→ G is a group isomorphism, its differential d9 : Lie(G)→

Lie(G) is an algebra isomorphism, so that g := Lie(G) admits a stratification analogous
to that of G: indeed, if we set Wi := d9(Vi), then g = W1 ⊕ · · · ⊕Wr , and

W2 = [W1,W1], . . . ,Wr = [W1,Wr−1], and [W1,Wr ] = {0}.

As a consequence, if X2
1 + · · · +X

2
n1

is a sub-Laplacian on G, then

L := (d9(X1))
2
+ · · · + (d9(Xn1))

2 (9.4)

is a sub-Laplacian on G.
The above identifications are not canonical, since they make essential use of the ba-

sis Z , but they are very efficient for calculations. Thus, in the following, when we refer
to a Carnot group, to its dilations and to a sub-Laplacian, we shall always mean, respec-
tively, G = (RN , ∗), δλ,L as defined in (9.1), (9.2), (9.4). To avoid misunderstanding, we
shall call G = (RN , ∗, δλ) a homogeneous Carnot group (on RN ).

To taste the efficiency of working with the above coordinates, we explicitly remark
that ∗ has a particularly nice form: indeed, for every j ∈ {1, . . . , N}, the j -th coordinate
of x ∗ y is given by

(x ∗ y)j = xj + yj +Qj (x1, . . . , xj−1, y1, . . . , yj−1), (9.5)

for a suitable polynomial function Qj (here Qj = 0 for j = 1, . . . , n1). Thus, the Jaco-
bian matrices of the right and left translations on G ≡ RN are triangular matrices with
1’s on the main diagonal. This ensures that the Lebesgue measure on RN is a bi-invariant
Haar measure for G = (RN , ∗). Moreover, any sub-Laplacian on G can be characterized
by the following fact:

L = X2
1 + · · · +X

2
m, (9.6)

where {X1, . . . , Xm} is a basis for the vector space (called the first layer of g) comprising
all the left-invariant vector fields X on (RN , ∗) (thought of, here and henceforth, as linear
partial differential operators on RN ) which are δλ-homogeneous of degree 1, i.e.,

X(f ◦ ϕ) = λ(Xf ) ◦ ϕ, ∀f ∈ C∞(RN ,R), ∀λ > 0.

Thus any sub-Laplacian is δλ-homogeneous of degree 2, with the obvious meaning. Most
importantly for our purposes, it is not difficult to prove that (9.5) implies that any sub-
Laplacian is a divergence form operator. Indeed, if we set

Xj =

N∑
i=1

σi,j (x)
∂

∂xi
, j = 1, . . . , m, (9.7)

and we consider the N ×m matrix σ(x) = (σi,j (x))i≤N,j≤m, we have

L = div(A(x)∇), where A(x) = σ(x) · σ T (x). (9.8)
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It can be easily proved that a1,1 is a positive constant, so that axiom (ND) in Section 1
holds. Note also that A(x) is positive semidefinite, and it is positive definite if and only if
m = N , in which case we recover the Euclidean group G = (RN ,+) and L is a (strictly)
elliptic operator with constant coefficients (for example, the classical Laplace operator
1 =

∑N
j=1(∂j )

2).
The results in [9, Chapter 5] imply that any sub-Laplacian L on G admits a unique

fundamental solution 0 with the properties listed in Section 1. Furthermore, the results in
[9, Chapter 7] prove that the set of L-harmonic functions endows RN with the structure of
a S∗-harmonic space. Hence, all the results of this paper apply to the sub-Laplacians L
on homogeneous Carnot groups.

Mean integral operators for sub-Laplacians. We next study more closely what the mean
integral operators of the previous sections look like in the context of sub-Laplacians.
As proved in [9, Proposition 5.4.2] (see also Folland [12]), 0(x, y) has the following
convenient form:

0(x, y) = d2−Q(x−1
∗ y), x, y ∈ RN , x 6= y, (9.9)

where d is a symmetric δλ-homogeneous norm (also referred to as a gauge function), that
is: d ∈ C(RN ,R) ∩ C∞(RN \ {0},R); d(x) ≥ 0 and d(x) = 0 iff x = 0; d(δλ(x)) =
λd(x) for every x ∈ RN and every λ > 0; d(x−1) = d(x) for every x ∈ RN , where x−1

is the group inversion on G.
Given x ∈ RN and r > 0 we consider the gauge ball of center x and radius r , i.e.,

D(x, r) := {y ∈ RN : d(x−1
∗ y) < r}. (9.10)

Note that, by the left-invariance on G of the Lebesgue measure and by (9.3), we have

|D(x, r)| = rQ|D(0, 1)| for every x ∈ G and every r > 0. (9.11)

With reference to our notation �r(x) in (3.1), we have

�r(x) = D(x, r
1/(Q−2)). (9.12)

If L =
∑m
j=1X

2
j , we set ∇Lu := (X1u, . . . , Xmu) for every differentiable function u. In

view of (9.8), we have

〈A∇u,∇u〉 = 〈σ T∇u, σ T∇u〉 = |σ T∇u|2
(9.7)
= |(X1u, . . . , Xmu)|

2
= |∇Lu|

2.

Note that ∇L is a left-invariant operator on G, since all the Xj ’s belong to the Lie algebra
of G. Moreover, since ∇L0x = ∇L(d2−Q) = (2−Q)d1−Q

∇Ld, by simple calculations
we can rewrite the kernels K and Kα in (11.6) and (11.14) as follows:

K(x, y) = (Q− 2)d1−Q(x−1
∗ y)
|∇Ld|2(x−1

∗ y)

|∇(d(x−1 ∗ ·))(y)|
, (9.13)

K(α)(x, y) = (Q− 2)2d(x−1
∗ y)2(1−Q)−(2−Q)(2+α)|∇Ld|

2(x−1
∗ y),
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where x, y ∈ RN and x 6= y. Note that K(α)(x, y) is actually a function of x−1
∗ y,

whereas this is not true of K(x, y), a priori. This makes the properties of left-invariance
of the surface mean integral operator mr nontrivial.

Here and throughout we make the following choice of α:

α =
2

Q− 2
. (9.14)

This ensures that the exponent of d in the above expression ofK(α) becomes zero, so that
(dropping henceforth the notation α)

K(x, y) = (Q− 2)2|∇Ld|2(x−1
∗ y). (9.15)

The relevant mean integral operators mr and Mr in (11.5) and (11.15) thus become

mr(u)(x) =
Q− 2

r(Q−1)/(Q−2)

∫
d(x−1∗y)=r1/(Q−2)

u(y)
|∇Ld|2(x−1

∗ y)

|∇(d(x−1 ∗ ·))(y)|
dσ(y),

Mr(u)(x) =
Q(Q− 2)
rQ/(Q−2)

∫
d(x−1∗y)<r1/(Q−2)

u(y)|∇Ld|
2(x−1

∗ y) dy.

In the notation of [9, Section 5.5], if we set

9L(x) := |∇Ld|
2(x), x 6= 0, (9.16)

and if we scale the radius by letting

Mr(u)(x) := mrQ−2(u)(x) and Mr(u)(x) := MrQ−2(u)(x), (9.17)

we obtain

Mr(u)(x) =
Q− 2
rQ−1

∫
d(x−1∗y)=r

u(y)
9L(x−1

∗ y)

|∇(d(x−1 ∗ ·))(y)|
dσ(y), (9.18)

Mr(u)(x) =
Q(Q− 2)

rQ

∫
d(x−1∗y)<r

u(y)9L(x
−1
∗ y) dy. (9.19)

These are precisely the operators introduced in [9, Section 5.5], which played a crucial
rôle in our former papers [5, 6, 7].

Our next task is to prove that—in the context of sub-Laplacians—the “denominators”
qr ,Qr , ωr introduced in Theorem 4.2 are all scalar multiples of r2/(Q−2). This gives a
wide generalization of what happens in the Euclidean case (see Remark 3.6), and it also
provides a simplification when restating Theorem 4.2 for sub-Laplacians (this restatement
is given in Theorem 9.1 below).

To this end, let x ∈ RN and r > 0 be fixed. We have, by (9.12) and (9.3), |�r(x)| =
|D(x, r1/(Q−2))| = |D(0, r1/(Q−2))| = rQ/(Q−2)

|D(0, 1)|. This gives

|�r(x)| = r
Q/(Q−2)$d , where $d := |{d(x) < 1}|. (9.20)
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As a consequence, if we consider the integrals representing qr(x),Qr(x), ωr(x) in for-
mulas (3.7), direct calculations show that

qr(x) =
(Q− 2)$d

2
r2/(Q−2), (9.21a)

Qr(x) =
Q(Q− 2)$d

2(Q+ 2)
r2/(Q−2), (9.21b)

ωr(x) =
(Q− 2)$d
Q+ 2

r2/(Q−2). (9.21c)

As a consequence of all the above calculations, if we restate Theorem 4.2 when L is a
sub-Laplacian, replacing r with rQ−2, and taking into account (9.17) and (9.21a)–(9.21c),
we obtain Theorem 9.1 below, which improves our former results in [6]. [In the following
statement, we set as usual �(u) = {x ∈ � : u(x) > −∞}. Also, u ∈ USC(�) is called
M-continuous in � if limr→0 Mr(u)(x) = u(x) for all x ∈ �. Analogously, we define
M-continuity. Finally, we let R(x) = sup{r > 0 : D(x, r) ⊆ �}.]

Theorem 9.1. Let G = (RN , ∗, δλ) be a homogeneous Carnot group of homogeneous
dimension Q ≥ 3, and let L be a sub-Laplacian on G. Let 0 be the fundamental solution
of L and consider the gauge function d defined by 0 = d2−Q. Finally, let Mr ,Mr be the
mean integral operators defined in (9.18) and (9.19). Suppose � is an open subset of G
and let u : � → [−∞,∞) be an u.s.c. function which is finite at some point of every
component of �. Then the following conditions are equivalent:

(S) Subharmonicity: u ∈ S(�) with respect to L.
(1) M-submean condition: u(x) ≤Mr(u)(x) for every x ∈ � and r ∈ (0, R(x)).
(2) M-submean condition: u(x) ≤ Mr(u)(x) for every x ∈ � and r ∈ (0, R(x)).

(3) Blaschke-type condition: lim sup
r→0

Mr(u)(x)− u(x)

r2 ≥ 0 for every x ∈ �(u).

(4) Privaloff-type condition: lim sup
r→0

Mr(u)(x)− u(x)

r2 ≥ 0 for every x ∈ �(u).

(5) M-monotonicity: u is M-continuous in � and r 7→ Mr(u)(x) is increasing on
(0, R(x)) for every x ∈ �.

(6) M-monotonicity: u is M-continuous in � and r 7→ Mr(u)(x) is increasing on
(0, R(x)) for every x ∈ �.

(7) Beckenbach–Radó-type condition: u is M-continuous in �, and, for any x ∈ �,
we have Mr(u)(x) ≤Mr(u)(x) for every r ∈ (0, R(x)).

(8) Reade-type condition: u is M-continuous in �, and, for every x ∈ �(u),

lim inf
r→0

Mr(u)(x)−Mr(u)(x)

r2 ≥ 0.

Next we provide further results on the average operators Mr ,Mr in the sub-Laplacian
setting. The following result improves Proposition 9.5.4 in [9], where a result of left-
continuity was obtained, by means of a suitable L-version of the Poisson–Jensen formula.
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Proposition 9.2. Let � ⊆ RN be open and suppose that u is L-subharmonic in �. Then
the functions (0, R(x)) 3 r 7→Mr(u)(x),Mr(u)(x) are continuous.

Proof. This follows immediately from Proposition 6.10. ut

Remark 9.3. With the aid of (9.17), (11.13) and (9.14), it is easily seen that the following
identity holds for every u ∈ USC(�) and every x, r such that D(x, r) ⊂ �:

Mr(u)(x) =
Q

rQ

∫ r

0
ρQ−1Mρ(u)(x) dρ. (9.22)

We next prove the following left-invariance property of the mean integral operators
for L. Given α ∈ G, we set τα : G→ G, τα(x) := α ∗ x.

Proposition 9.4. Let u ∈ USC(�) and ξ ∈ G. Suppose that D(ξ ∗ x,R) ⊂ �. Then

Mr(u ◦ τξ )(x) = Mr(u)(ξ ∗ x), ∀r ∈ (0, R). (9.23)

Furthermore, we also have the analogous equality for surface mean integrals,

Mr(u ◦ τξ )(x) =Mr(u)(ξ ∗ x), ∀r ∈ (0, R), (9.24)

if both sides are continuous functions of r ∈ (0, R). This is always the case if u ∈ S(�).

Proof. Since u ∈ USC(�), the hypothesis D(ξ ∗ x, r) ⊂ � ensures that the solid mean
Mr(u)(ξ ∗ x) is well-defined. The change of variable y = ξ ∗ z gives

Mr(u)(ξ ∗ x) =
Q(Q− 2)

rQ

∫
d(x−1∗z)<r

u(ξ ∗ z)9L(x
−1
∗ z) dz = Mr(u ◦ τξ )(x).

This proves (9.23). Taking into consideration (9.22), we can rewrite identity (9.23) as∫ r

0
ρQ−1Mρ(u ◦ τξ )(x) dρ =

∫ r

0
ρQ−1Mρ(u)(ξ ∗ x) dρ.

If Mρ(u ◦ τξ )(x),Mρ(u)(ξ ∗ x) are continuous in ρ, we can differentiate the above
identity with respect to r , thus getting rQ−1Mr(u ◦ τξ )(x) = rQ−1Mr(u)(ξ ∗ x) for
every r ∈ (0, R). This gives (9.24). Note that, if u is L-subharmonic in �, then we
infer that u ◦ τξ is L-subharmonic on ξ−1

∗ �. Hence, Proposition 9.2 ensures that
Mρ(u ◦ τξ )(x),Mρ(u)(ξ ∗ x) are continuous in ρ. This proves the last statement of
the proposition. ut

Remark 9.5. We explicitly write down the result of Lemma 3.4 in the case of sub-
Laplacians, restated for the mean operators on gauge balls. After taking into consideration
(9.9), (9.12), (9.14) and (9.17), the representation formula (3.10) turns out to be

Mr(u)(x)−Mr(u)(x) =
Q− 2
2rQ

∫
D(x,r)

(r2
− d2(x−1

∗ y))Lu(y) dy (9.25)

for all u ∈ C2(D(x, r),R), x ∈ G and r > 0.
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10. Saks-type theorems

The aim of this section is to provide a generalization to the sub-Laplacian setting of
a notable result by Saks [31], concerning the value of the limit (4.3) in the Reade-type
condition from Theorem 4.2. We begin with a useful lemma, and a proposition containing
a weak version of identity (9.25) for L-subharmonic functions.

Lemma 10.1. Let � ⊆ RN be open and let u ∈ S(�). If D(x, r) ⊂ �, then

u(x) =Mr(u)(x)− (Q− 2)
∫ r

0

µu(D(x, t))

tQ−1 dt, (10.1)

u(x) = Mr(u)(x)−
Q(Q− 2)

rQ

∫ r

0
ρQ−1

(∫ ρ

0

µu(D(x, t))

tQ−1 dt
)

dρ, (10.2)

where µu is the L-Riesz measure of u.

Proof. LetD(x, r) ⊂ �. First of all, we recall that a representation formula analogous to
(3.8) holds when u ∈ S(�), by replacing Lu(y) dy with dµu(y) (see [9, Theorem 9.5.2,
p. 447]). That is (see also (9.12) and (9.17)), we have

u(x) =Mr(u)(x)−

∫
D(x,r)

(0(x, y)− r2−Q) dµu(y).

By recalling (9.9), writing d2−Q(x−1
∗ y) − r2−Q

= −
∫ r
d(x−1∗y)(2 − Q)t

1−Q dt and
applying Fubini’s Theorem, we get

u(x) =Mr(u)(x)+ (2−Q)
∫ r

0
t1−Q

(∫
d(x−1∗y)<t

dµu(y)
)

dt,

which is (10.1). Now (10.2) follows from (10.1), in view of (9.22). ut

The following representation formula (of Poisson–Jensen type) seems to be new, even in
the case of the Laplace operator.

Theorem 10.2. Let � ⊆ RN be open and let u ∈ S(�). If D(x, r) ⊂ �, then

Mr(u)(x)−Mr(u)(x) =
Q− 2
2rQ

∫
D(x,r)

(r2
− d2(x−1

∗ y)) dµu(y), (10.3)

where µu is the L-Riesz measure of u. Equivalently,

Mr(u)(x)−Mr(u)(x) =
Q− 2
rQ

∫ r

0
tµu(D(x, t)) dt. (10.4)

Proof. For any ε > 0, we define the open set

�̂ε := {x ∈ � : D(0, ε) ∗ x ⊂ �}.

Note that �̂ε ↑ � as ε ↓ 0. Also, for every compact set K ⊂ �, there exists ε0 > 0
such that K ⊂ �̂ε for every ε ∈ (0, ε0]. We next fix J ∈ C∞0 (R

N ,R) with J ≥ 0,
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∫
J = 1 such that the support of J is a compact subset of D(0, 1). Set finally Jε(x) :=

ε−QJ (δ1/ε(x)) for ε > 0. For any L1
loc function w on �, we set

wε : �
ε
→ R, wε(x) :=

∫
d(x∗y−1)<ε

w(y)Jε(x ∗ y
−1) dy.

Note that {y ∈ RN : d(x ∗ y−1) < ε} = D(0, ε) ∗ x. Hence, for every x ∈ �̂ε and
every y such that d(x ∗ y−1) < ε, we also have y ∈ �, so that (via the change of variable
x ∗ y−1

= z), wε can be rewritten as

wε(x) =

∫
D(0,ε)

w(z−1
∗ x)Jε(z) dz, x ∈ �̂ε. (10.5)

It is easily seen that wε ∈ C∞(�̂ε,R) and that wε → w as ε→ 0 in L1
loc(�). Moreover,

if w is continuous, then wε → w as ε → 0 uniformly on compact subsets of �. The
following result is a consequence of the left-invariance properties in Proposition 9.4:

Let u ∈ S(�) and suppose that D(x, r) ⊂ �; then

Mr(uε)(x) = (Mr(u))ε(x), Mr(uε)(x) = (Mr(u))ε(x), (10.6)

for every ε > 0 small enough.
Indeed, for every small ε > 0 such thatD(x, r) ⊂ �̂ε, we have (temporarily denoting

by KL(x, y) the kernel 9L(x−1
∗ y)/|∇(d(x−1

∗ ·))(y)| in (9.18)):

Mr(uε)(x)
(10.5)
=

Q− 2
rQ−1

∫
D(x,r)

(∫
D(0,ε)

u(z−1
∗ y)Jε(z) dz

)
KL(x, y) dσ(y)

=

∫
D(0,ε)

Mr(u ◦ τz−1)(x)Jε(z) dz

(we can use formula (9.23) in Proposition 9.4, as u ∈ S(�))

=

∫
D(0,ε)

Mr(u)(z
−1
∗ x)Jε(z) dz

(10.5)
= (Mr(u))ε(x).

The case of the solid mean Mr is completely analogous.
We next prove Theorem 10.2. Let u ∈ S(�) and suppose that A := D(x0, r) is such

that A ⊂ �. There certainly exists ε0 > 0 such that A ⊂ �̂ε0 . Note that this also ensures
that A ⊂ �̂ε for every ε ∈ (0, ε0). For 0 < ε < ε0, let us consider the ‘G-mollifier’ uε
on �̂ε. Since uε is of class C∞ on �̂ε, we can apply formula (9.25) to get

Mr(uε)(x0)−Mr(uε)(x0) =
Q− 2
2rQ

∫
D(x0,r)

(r2
− d2(x−1

0 ∗ y))L(uε)(y) dy. (10.7)

We claim that, letting ε→ 0 in (10.7), we obtain (10.3).
The proof is quite laborious. First of all, we remark that

lim
ε→0

Mr(uε)(x0) =Mr(u)(x0), lim
ε→0

Mr(uε)(x0) = Mr(u)(x0).
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This easily follows from (10.6), the continuity of Mr(u),Mr(u) (see Theorem 6.12) and
the fact that (if w is continuous) limε→0wε = w locally uniformly.

We next turn to the right-hand member of (10.7). Set f (y) := Q−2
2rQ (r

2
−d2(x−1

0 ∗y)).
We are left to prove that

lim
ε→0

∫
A

f (y)L(uε)(y) dy =
∫
A

f (y) dµu(y). (10.8)

Note that f ∈ C(A,R) and f is null on ∂A. So, we can prolong f to be identically 0
outside A, and we get a continuous function (which we still denote by f ) supported in A.
Hence, there exists a sequence ψj ∈ C∞0 (R

N ,R), compactly supported in A, such that

lim
j→∞

sup
RN
|ψj − f | = 0. (10.9)

Let δ > 0 be arbitrary. By the uniform continuity of f on RN (and by simple topological
considerations on the structure of G and on the gauge balls), there exists ε ∈ (0, ε0)

(with ε only depending on δ and f ) such that

|f (x)− f (η)| < δ for every x, η such that x ∈ D(0, ε) ∗ η. (10.10)

By (10.9), there exists j (δ) ∈ N such that

|ψj (x)− f (x)| < δ for every x ∈ RN and every j ≥ j (δ). (10.11)

Gathering together (10.10) and (10.11), for the same ε, j (δ) as above, we have

|ψj (x)− ψj (η)| < 3δ
for every x, η with x ∈ D(0, ε) ∗ η,

and every j ≥ j (δ). (10.12)

Let ε ∈ (0, ε) be given. By (10.9), we have limj→∞
∫
A
ψjL(uε) =

∫
A
fL(uε), so that

there certainly exists an integer j (δ, ε) ≥ j (δ) such that∣∣∣∣∫
A

ψjL(uε)−
∫
A

fL(uε)
∣∣∣∣ < δ for every j ≥ j (δ, ε). (10.13)

On the other hand, ψj being compactly supported in A and uε being smooth on A, we can
integrate by parts to get∫

A

ψjL(uε) =
∫
A

uεL(ψj ) for every j and ε. (10.14)
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Furthermore we have the following representation of the right-hand side of (10.14):∫
A

uεLψj
(10.5)
=

∫
D(0,ε)

(∫
A

Lψj (y)u(z−1
∗ y) dy

)
Jε(z) dz

(we use the change of variable η = z−1
∗ y and the left-invariance of L)

=

∫
D(0,ε)

(∫
z−1∗A

L(ψj ◦ τz)(η)u(η) dη
)
Jε(z) dz

(recall that A ⊂ �̂ε so that z−1
∗ A ⊂ � for every z ∈ D(0, ε))

=

∫
D(0,ε)

(∫
�

L(ψj ◦ τz)(η)u(η) dη
)
Jε(z) dz

(6.1)
=

∫
D(0,ε)

(∫
�

ψj (z ∗ η) dµu(η)
)
Jε(z) dz

=

∫
�

(∫
D(0,ε)∗η

ψj (x)Jε(x ∗ η
−1) dx

)
dµu(η).

By exploiting the fact that ψj = 0 outside A, this gives∫
A

uεLψj =
∫
D(0,ε)∗A

(∫
D(0,ε)∗η

ψj (x)Jε(x ∗ η
−1) dx

)
dµu(η). (10.15)

Let finally ε ∈ (0, ε) be arbitrary and let j (δ, ε) ∈ N be as in (10.13). We have∣∣∣∣∫
A

fL(uε)−
∫
A

f dµu

∣∣∣∣
≤

∣∣∣∣∫
A

fL(uε)−
∫
A

ψj (δ,ε)L(uε)
∣∣∣∣+ ∣∣∣∣∫

A

ψj (δ,ε)L(uε)−
∫
A

f dµu

∣∣∣∣
(10.13)
≤ δ +

∣∣∣∣∫
A

ψj (δ,ε)L(uε)−
∫
A

f dµu

∣∣∣∣ (10.14)
= δ +

∣∣∣∣∫
A

uεL(ψj (δ,ε))−
∫
A

f dµu

∣∣∣∣
≤ δ +

∣∣∣∣∫
A

uεL(ψj (δ,ε))−
∫
A

ψj (δ,ε) dµu

∣∣∣∣+ ∣∣∣∣∫
A

ψj (δ,ε) dµu −
∫
A

f dµu

∣∣∣∣
(10.11)
≤ δ + δµu(A)+

∣∣∣∣∫
A

uεL(ψj (δ,ε))−
∫
A

ψj (δ,ε) dµu

∣∣∣∣
(10.15)
= δ + δµu(A)

+

∣∣∣∣∫
D(0,ε)∗A

(∫
D(0,ε)∗η

ψj (δ,ε)(x)Jε(x ∗ η
−1) dx

)
dµu(η)−

∫
A

ψj (δ,ε) dµu

∣∣∣∣.
We can proceed with the foregoing chain of inequalities by noticing that the third sum-
mand on the right-hand side equals∣∣∣∣∫

D(0,ε)∗A

(∫
D(0,ε)∗η

(ψj (δ,ε)(x)− ψj (δ,ε)(η))Jε(x ∗ η
−1) dx

)
dµu(η)

∣∣∣∣,
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because
∫
D(0,ε)∗η Jε(x ∗ η

−1) dx = 1, and
∫
A
ψj (δ,ε) dµu =

∫
D(0,ε)∗A ψj (δ,ε) dµu (as

ψj (δ,ε) ≡ 0 outside A). In turn, since Jε ≥ 0, by using (10.12) (recall that ε ≤ ε and
j (δ, ε) ≥ j (δ)) we can majorize the above quantity by∫
D(0,ε)∗A

(∫
D(0,ε)∗η

3δJε(x ∗ η−1) dx
)

dµu(η) = 3δ
∫
D(0,ε)∗A

dµu(η)

= 3δµu(D(0, ε) ∗ A) ≤ 3δµu(D(0, ε0) ∗ A).

Gathering together all the above estimates, we have proved that, for every δ > 0 there
exists ε only depending on δ such that, for every ε ∈ (0, ε),∣∣∣∣∫

A

fL(uε)−
∫
A

f dµu

∣∣∣∣ ≤ δ + δµu(A)+ 3δµu(D(0, ε0) ∗ A).

This is exactly the claimed (10.8), and the proof of identity (10.3) is complete.
Finally, the right-hand side of (10.4) coincides with that of (10.3): indeed,

Q− 2
2rQ

∫
D(x,r)

(r2
− d2(x−1

∗ y)) dµu(y)

=
Q− 2
rQ

∫ r

0
t

(∫
d(x−1∗y)<t

dµu(y)
)

dt =
Q− 2
rQ

∫ r

0
tµu(D(x, t)) dt.

This completes the proof. ut

We are ready to prove the following theorem, which generalizes (to the case of sub-
Laplacians) and improves a result due to Saks [31, Theorem 4, p. 454]. Our proof, even
in the classical case, is simpler than Saks’s.

In the following statement, given a Radon measure µ on an open set � and given
x ∈ �, we define the d-symmetric derivative of µ at x to be the following limit, when it
exists:

Dsµ(x) := lim
r→0

µ(D(x, r))

HN (D(x, r))
.

Here, as usual, HN denotes the Lebesgue measure on RN .

Theorem 10.3 (Saks-type theorem for sub-Laplacians). Let � ⊆ RN be open and let
u ∈ S(�). Let dµu(y) = ϕ(y) dy + ds(y) be the Lebesgue decomposition of the L-Riesz
measure of u (where ϕ ∈ L1

loc(�), ϕ ≥ 0, and s is an HN -singular Radon measure
on �). Finally, let $d be the constant in (9.20). Suppose that the d-symmetric derivative
Dsµu(x) exists. Then the following limits exist and we have the equality

lim
r→0

Mr(u)(x)− u(x)

(Q−2)$d
2 r2

= lim
r→0

Mr(u)(x)− u(x)

Q(Q−2)$d
2(Q+2) r2

= Dsµu(x). (10.16)

This holds true for HN -almost every x ∈ �, since Dsµu(x) = ϕ(x) HN -a.e.
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Proof. In the notation of the above statement, by exploiting (10.1) and (9.11) we infer

Mr(u)(x)− u(x)

r2 =
Q− 2
r2

∫ r

0

µu(D(x, t))

tQ−1 dt =
(Q− 2)$d

r2

∫ r

0
t
µu(D(x, t))

HN (D(x, t))
dt.

Hence, if Dsµu(x) exists, we obviously have

lim
r→0

Mr(u)(x)− u(x)

r2 =
(Q− 2)$d

2
Dsµu(x).

With the aid of (10.2), and by taking into account that

1
r2+Q

∫ r

0
ρQ−1

(∫ ρ

0
t dt

)
dρ =

1
2(Q+ 2)

,

we can analogously prove that

lim
r→0

Mr(u)(x)− u(x)

r2 =
Q(Q− 2)$d

2(Q+ 2)
Dsµu(x).

This proves the first part of the theorem.
By the Lebesgue decomposition theorem, there exist a nonnegative function ϕ ∈

L1
loc(�) and an HN -singular Radon measure s on � such that dµu(y) = ϕ(y) dy+ ds(y)

on �. Moreover, for HN -almost every x ∈ �, we have

1
|D(x, r)|

∫
D(x,r)

ϕ(y) dy
r→0
−−→ ϕ(x),

s(D(x, r))

|D(x, r)|

r→0
−−→ 0. (10.17)

The proof of (10.17) is omitted. [It follows, e.g., by adapting the classical arguments in
[30, Chapter 8], replacing the Euclidean metric by the quasi-distance d . We explicitly
remark that the doubling property of the gauge balls ensures a suitable d-version of the
Vitali covering lemma (see, e.g., [17, 32]), which is the crucial point in adapting the cited
classical results.]

For any x for which (10.17) holds, we thus have Dsµu(x) = ϕ(x), whence Dsµu(x)

= ϕ(x) for HN -almost every x ∈ �. This completes the proof. ut

The following further Saks-type theorem is a consequence of Theorem 10.4 (or, directly,
of our Poisson–Jensen type formula (10.4)).

Corollary 10.4. In the hypotheses and notation of Theorem 10.3, we have

lim
r→0

Mr(u)(x)−Mr(u)(x)

(Q−2)$d
Q+2 r2

= Dsµu(x) = ϕ(x) (10.18)

for HN -almost every x ∈ �.

Proof. This follows by writing (Mr(u)(x)−Mr(u)(x))/r
2
= (Mr(u)(x)−u(x))/r

2
−

(Mr(u)(x) − u(x))/r
2, and by using (10.16). Alternatively, we can argue directly as in

Theorem 10.3, this time exploiting formula (10.4). ut
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11. Appendix. Proof of the L-representation formulas

The aim of this appendix is to prove Theorem 3.3, containing the mean value formulas
for L used in this paper.

To begin with, let � ⊂ RN be a bounded open set with ∂� of class C1. If u, d ∈
C2(�,R), we can apply the Divergence Theorem and derive from (1.1) the following
Green-type identity (recall that A is symmetric):∫

�

(uLd − dLu) dy =
∫
∂�

(u〈A∇d, ν〉 − d〈A∇u, ν〉) dσ. (11.1)

(Here ν denotes the outer normal unit vector on ∂�.) The choice d ≡ 1 yields∫
�

Lu dy =
∫
∂�

〈A∇u, ν〉 dσ, ∀u ∈ C2(�,R). (11.2)

This proves in particular that∫
�

Lu dy = 0 for every u ∈ C2(�,R) supported in �. (11.3)

Let x ∈ RN and r > 0 be fixed and consider the (regular) open set

�r,ρ := �r(x) \�ρ(x) for 0 < ρ < r .

Let u ∈ C2(�r(x),R) and choose d(y) = 0x(y) := 0(x, y). We can apply (11.1) when
� = �r,ρ . Recalling that L0x = 0 in RN \ {x}, and noticing that ν = ∓∇0x/|∇0x | on
∂�r(x) and on ∂�ρ(x), respectively, we obtain

−

∫
�r,ρ

0xLu = −
∫
∂�r (x)

u
〈A∇0x,∇0x〉

|∇0x |
dσ −

∫
∂�r (x)

1
r
〈A∇u, ν〉 dσ

+

∫
∂�ρ (x)

u
〈A∇0x,∇0x〉

|∇0x |
dσ +

1
ρ

∫
∂�ρ (x)

〈A∇u, ν〉 dσ

= −mr(u)(x)− Jr(u)(x)+mρ(u)(x)+ Jρ(u)(x). (11.4)

Here we have set Jr(u)(x) := 1
r

∫
∂�r (x)

〈A∇u, ν〉 dσ and

mr(u)(x) :=

∫
∂�r (x)

u(y)K(x, y) dσ(y), (11.5)

where for convenience we denoted by K(x, y) the following nonnegative kernel:

K(x, y) :=
〈A(y)∇0x(y),∇0x(y)〉

|∇0x(y)|
, x, y ∈ RN , x 6= y. (11.6)

Note that K(x, y) ≥ 0 for every x 6= y since we assumed that A is positive semidefinite.
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We now aim to let ρ tend to 0 in (11.4). As for the left-hand side of (11.4), we obvi-
ously have (recall that 0 is in L1

loc)

−

∫
�r (x)\�ρ (x)

0xLu
ρ→0
−−−→ −

∫
�r (x)

0(x, y)Lu(y) dy.

Moreover, thanks to (11.2) we have Jr = 1
r

∫
�r (x)

Lu, so that, in view of (3.3),

lim
ρ→0

Jρ = lim
ρ→0

∫
�ρ (x)

Lu
ρ

= 0, since Lu ∈ L∞(�r(x)).

Thus limρ→0mρ(u)(x) exists and (11.4) can be rewritten as

−

∫
�r (x)

0(x, ·)Lu =−mr(u)(x)−
1
r

∫
�r (x)

Lu+ lim
ρ→0

mρ(u)(x). (11.7)

Before we can calculate the limit of mρ(u)(x), we need some preliminary work.
Suppose that u ∈ C∞0 (R

N ,R) and choose r > 0 large enough so that the sup-
port of u is contained in �r(x) (see (3.2)). Note that the left-hand side of (11.7) equals
−
∫
RN 0(x, y)Lu(y) = u(x), since 0 is a fundamental solution for L (see (2.1)). More-

over, the first summand of the right-hand member of (11.7) is null, since u = 0 on ∂�r(x).
The same is true of the second summand, thanks to (11.3). As a consequence, with the
assumption that u is smooth and supported in �r(x), (11.7) is equivalent to

u(x) = lim
ρ→0

mρ(u)(x). (11.8)

A simple argument of cut-off functions implies that (11.8) also holds for every u ∈
C∞(RN ,R) and any x ∈ RN , when u is not necessarily compactly supported. In par-
ticular, choosing u ≡ 1 gives

lim
ρ→0

∫
∂�ρ (x)

K(x, y) dσ(y) = 1 for every x ∈ RN . (11.9)

This allows us to remove the hypothesis of smoothness of u in (11.8) and replace it with
the sole continuity of u. Indeed, if u ∈ C(�r(x),R), we have

mρ(u)(x) =

∫
∂�ρ (x)

(u(y)− u(x))K(x, y) dσ(y)+ u(x)
∫
∂�ρ (x)

K(x, y) dσ(y),

and, as ρ → 0, the second summand tends to u(x) (thanks to (11.9)), whereas the first
summand vanishes. This last fact comes from the following argument: If u is continuous,
given ε > 0, the first identity in (3.2) ensures that we can find ρ > 0 so small that
supy∈∂�ρ (x) |u(y)− u(x)| < ε for every ρ ∈ (0, ρ); hence∫

∂�ρ (x)

|(u(y)− u(x))K(x, y)| dσ(y) ≤ ε
∫
∂�ρ (x)

K(x, y) dσ(y)
ρ→0
−−−→ ε.
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Here we again applied (11.9) jointly with the nonnegativity of K. We thus have

lim
ρ→0

mρ(u)(x) = u(x) for every u ∈ C(�r(x),R). (11.10)

Let us now go back to the case u ∈ C2(�r(x),R). Inserting (11.10) in (11.7) gives

u(x) = mr(u)(x)−

∫
�r (x)

(
0(x, y)−

1
r

)
Lu(y) dy. (11.11)

This is the surface mean value formula for L in (3.8).
Note that (11.11) improves (11.9): indeed, taking u ≡ 1 in (3.8), yields

mr(1)(x) =
∫
∂�r (x)

K(x, y) dσ(y) = 1 for every x ∈ RN and r > 0. (11.12)

We next introduce solid mean integral operators, by a superposition argument. Through-
out, α > 0 will denote a fixed constant, frequently omitted in the notation. We set

Mr(u)(x) :=
α + 1
rα+1

∫ r

0
ραmρ(u)(x) dρ. (11.13)

When we need to highlight the rôle of α, we shall also write M(α)
r (u)(x) := Mr(u)(x).

Rewriting ∂�r(x) = {y : 1/0(x, y) = r}, inserting the actual expression (11.6) of K in
the definition (11.5) of mρ(u)(x), and applying Federer’s coarea formula, we obtain for
Mr(u)(x) the following formula:

α + 1
rα+1

∫ r

0
ρα
(∫

1/0(x,y)=ρ
u(y)〈A(y)∇0x(y),∇0x(y)〉

dσ(y)
|∇0x(y)|

)
dρ

(set f (y) = 1/0(x, y) and note that ∇0x(y) = −02(x, y)(∇f )(y))

=
α + 1
rα+1

∫ r

0

(∫
f (y)=ρ

u(y)
〈A(y)∇0x(y),∇0x(y)〉

0(x, y)2+α
dσ(y)
|∇f (y)|

)
dρ

=
α + 1
rα+1

∫
0<f (y)<r

u(y)
〈A(y)∇0x(y),∇0x(y)〉

0(x, y)2+α
dy.

Recalling that f = (0(x, y))−1 and setting for brevity

K(α)(x, y) :=
〈A(y)∇0x(y),∇0x(y)〉

02+α(x, y)
(11.14)

(the notation K(x, y) will also be applied), we have proved that

M(α)
r (u)(x) =

α + 1
rα+1

∫
�r (x)

u(y)K(α)(x, y) dy. (11.15)

By (11.12) (and the very definition (11.13) of Mr ), we obtain the analogous identity

Mr(1)(x) =
α + 1
rα+1

∫
�r (x)

K(x, y) dy = 1, ∀x ∈ RN , r > 0. (11.16)
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Also, this time appealing to (11.10), we have

lim
ρ→0

Mρ(u)(x) = u(x) for every u ∈ C(�r(x),R). (11.17)

Finally, replacing in (11.11) r with ρ, multiplying both sides of (11.11) by α+1
rα+1 ρ

α , and
integrating with respect to ρ ∈ [0, r], we straightforwardly obtain

u(x) = M(α)
r (u)(x)−

α + 1
rα+1

∫ r

0
ρα
(∫

�ρ (x)

(
0(x, y)−

1
ρ

)
Lu(y) dy

)
dρ, (11.18)

valid for every u ∈ C(�r(x),R), which is our solid mean value formula for L in (3.9).
With reference to the second summand in the right-hand member of the surface mean

value formula (11.11), we set

qr(x) :=

∫
�r (x)

(
0(x, y)−

1
r

)
dy, x ∈ RN , r > 0. (11.19)

Also, this time referring to the second summand on the right-hand side of our solid mean
value formula (11.18), we

Qr(x) :=
α + 1
rα+1

∫ r

0
ρα
(∫

�ρ (x)

(
0(x, y)−

1
ρ

)
dy
)

dρ, (11.20)

where, as usual, α > 0 is fixed, whereas x ∈ RN and r > 0 are arbitrary. From the very
definitions of Qr and qr , we have

Qr(x) =
α + 1
rα+1

∫ r

0
ραqρ(x) dρ. (11.21)

Note that, by definition of �r(x) = {0(x, y) > 1/r} (and the continuity of 0), we infer
that qr(x) andQr(x) are strictly positive, for any x ∈ RN and r > 0. Also, they are finite
since 0(x, ·) is locally summable.

Remark 11.1. In the notation of (11.19) and (11.20), for every x ∈ RN , R > 0 and
u ∈ C2(�R(x),R) we have

lim
r→0

mr(u)(x)− u(x)

qr(x)
= Lu(x) = lim

r→0

Mr(u)(x)− u(x)

Qr(x)
. (11.22)

Indeed, for any fixed u ∈ C2(�R(x),R) as above, let us prove that

mr(u)(x)− u(x)− Lu(x)qr(x) = o(qr(x)) as r → 0.

To this end, given ε > 0, the continuity of Lu and (3.2) ensure the existence of ρ > 0
so small that ρ < R and sup�ρ (x) |Lu(y)− Lu(x)| < ε. Hence, by (11.11), we have, for
r ∈ (0, ρ),

|mr(u)(x)− u(x)− Lu(x)qr(x)| =
∣∣∣∣∫
�r (x)

(
0(x, y)−

1
r

)
(Lu(y)− Lu(x)) dy

∣∣∣∣
≤

∫
�r (x)

(
0(x, y)−

1
r

)
sup

y∈�ρ (x)

|Lu(y)− Lu(x)| dy ≤ εqr(x).
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Analogously, thanks to (11.18), one can show that

Mr(u)(x)− u(x)− Lu(x)Qr(x) = o(Qr(x)) as r → 0,

and (11.22) is completely proved.

We now exhibit alternative formulas for qr(x) andQr(x), of independent interest. For
every x ∈ RN , every r > 0 (and every α > 0), we have

qr(x) =

∫ r

0

|�s(x)|

s2 ds, (11.23)

Qr(x) =

∫ r

0

|�s(x)|

s2

(
1−

(
s

r

)α+1)
ds. (11.24)

Remark 11.2. These formulas obviously imply that, for every x ∈ RN , the functions
(0,∞) 3 r 7→ qr(x),Qr(x) are increasing.

To prove (11.23) and (11.24), we notice that the very definition (11.19) of qr(x) im-
plies

qr(x) =

∫
�r (x)

(
0(x, y)−

1
r

)
dy =

∫
0(x,y)>1/r

(∫ 0(x,y)

1/r
ds
)

dy

=

∫
∞

1/r

(∫
0(x,y)>s

dy
)

ds =
∫
∞

1/r
|�1/s(x)| ds =

∫ r

0

|�t (x)|

t2
dt.

Moreover, from (11.23) and (11.21) we get

Qr(x) =
α + 1
rα+1

∫ r

0
ραqρ(x) dρ =

α + 1
rα+1

∫ r

0
ρα
(∫ ρ

0

|�s(x)|

s2 ds
)

dρ

=
α + 1
rα+1

∫ r

0

(∫ r

s

ρα dρ
)
|�s(x)|

s2 ds =
∫ r

0

|�s(x)|

s2

(
1−

(
s

r

)α+1)
ds.

Note also that
lim
r→0

qr(x) = lim
r→0

Qr(x) = 0. (11.25)

Indeed, 0 ≤ qr(x) ≤
∫
�r (x)

0(x, y) dy
r→0
−−→ 0, since 0(x, ·) is in L1

loc and �r(x) ↓ {x}
as r → 0. Finally, limr→0Qr(x) = 0 follows from limr→0 qr(x) = 0 jointly with
(11.21).

Next, we prove Theorem 3.4, stating that, for every x ∈ RN , r, α > 0 and for any
u ∈ C2(�r(x),R) one has

mr(u)(x)−M
(α)
r (u)(x) =

1
αrα+1

∫
�r (x)

(rα − 0−α(x, y))Lu(y) dy. (11.26)
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Proof of Theorem 3.4. Let x, r, α and u be as in the statement of Theorem 3.4. To prove
(11.26), we need to go back to the Green formula (11.1). We choose d as follows:

d(y) := 0−α(x, y), y ∈ RN \ {x}.

We also let 0x(y) := 0(x, y). For every y ∈ RN \ {x} we have

∇d = −α0−α−1
x ∇0x,

Ld = div(A∇d) = −α div(0−α−1
x A∇0x)

= −α0−α−1
x div(A∇0x)+ α(α + 1)0−α−2

x 〈A∇0x,∇0x〉

(notice that div(A∇0x) = L0x = 0 and recall the notation in (11.14))

= α(α + 1)
〈A∇0x,∇0x〉

0α+2
x

= α(α + 1)K(x, y).

Let α, r > 0 be fixed and suppose that u is C2 on an open neighborhood of �r(x). We
set R1/α

= r and we take any ε ∈ (0, R). We next consider, in formula (11.1), the open
set � = {y : ε < d(y) < R}, where ε ∈ (0, R) is arbitrary. This gives∫

ε<d<R

(uLd − dLu) =
∫
d=R

(u〈A∇d, ν〉 − d〈A∇u, ν〉) dσ

−

∫
d=ε

(u〈A∇d, ν〉 − d〈A∇u, ν〉) dσ

(11.2)
=

∫
d=R

u〈A∇d, ν〉 dσ −
∫
d=ε

u〈A∇d, ν〉 dσ

−R

∫
d<R

Lu+ ε
∫
d<ε

Lu.

On the other hand∫
ε<d<R

dLu− R
∫
d<R

Lu+ ε
∫
d<ε

Lu =
∫
ε<d<R

(d − R)Lu−
∫
d<ε

(R − ε)Lu.

Therefore we obtain∫
ε<d<R

uLd =
∫
d=R

u〈A∇d, ν〉 dσ −
∫
d=ε

u〈A∇d, ν〉 dσ

+

∫
ε<d<R

(d − R)Lu−
∫
d<ε

(R − ε)Lu.

From this equality, observing that ν = ∇d/|∇d| = −∇0x/|∇0x | and recalling the ex-
pressions of ∇d and Ld found a few lines above, we obtain

α(α + 1)
∫
ε<d<R

u(y)K(x, y) dy =
∫
ε<d<R

(d − R)Lu−
∫
d<ε

(R − ε)Lu

+ α

∫
d=R

u0−α−1
x

〈A∇0x,∇0x〉

|∇0x |
dσ − α

∫
d=ε

u0−α−1
x

〈A∇0x,∇0x〉

|∇0x |
dσ
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(recall (11.6) and the fact that the set {d = R} is equal to {0x = R−1/α
})

=

∫
ε<d<R

(d − R)Lu−
∫
d<ε

(R − ε)Lu

+ αR(α+1)/α
∫
d=R

u(y)K(x, y) dσ(y)− αε(α+1)/α
∫
d=ε

u(y)K(x, y) dσ(y)

(recall (11.5) and notice that {d = R} is also the same as ∂�R1/α (x))

=

∫
ε<d<R

(0−αx − R)Lu−
∫
d<ε

(R − ε)Lu

+ αR(α+1)/αmR1/α (u)(x)− αε
(α+1)/αmε1/α (u)(x).

Thus,

α(α + 1)
∫
ε<d<R

u(y)K(x, y) dy =
∫
ε<d<R

(0−αx − R)Lu−
∫
d<ε

(R − ε)Lu

+ αR(α+1)/αmR1/α (u)(x)− αε
(α+1)/αmε1/α (u)(x). (11.27)

We now let ε → 0. Clearly, ε(α+1)/αmε1/α (u)(x) vanishes, as ε → 0, thanks to (11.10).
The same is true of the integral of (R − ε)Lu (a bounded function) over {d < ε} =

�ε1/α (x) (which shrinks to {x} as ε→ 0). Finally, noticing that

{y : ε < d(y) < R} = �R1/α (x) \�ε1/α ,

we infer that (since 0−αx is bounded by R on �R1/α (x))∫
ε<d<R

(0−αx − R)Lu
ε→0
−−→

∫
�
R1/α (x)

(0−αx − R)Lu.

Furthermore, thanks to (11.15), for the left-hand side in (11.27) we have

(α + 1)
∫
ε<d<R

u(y)K(x, y) dy = R(α+1)/αMR1/α (u)(x)− ε
(α+1)/αMε1/α (u)(x)

ε→0
−−→ R(α+1)/αMR1/α (u)(x), by (11.17).

Gathering together all the previous facts, and moving terms around in (11.27), we have
finally proved the equality

αR(α+1)/α(mR1/α (u)(x)−MR1/α (u)(x)) =

∫
�
R1/α (x)

(R − 0−αx )Lu.

Replacing R1/α by r and dividing by αrα+1, we infer

mr(u)(x)−Mr(u)(x) =
1

αrα+1

∫
�r (x)

(rα − 0−αx )Lu,

which is precisely (3.10). This ends the proof. ut
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With reference to the right-hand member in (11.26), we set

ωr(x) :=
1

αrα+1

∫
�r (x)

(rα − 0−α(x, y)) dy. (11.28)

Since�r(x) equals {y : rα−0−α(x, y) > 0} (for any the positive α), we have ωr(x) > 0.
Also, ωr(x) is finite since 0−α is bounded by rα on �r(x).

Remark 11.3. In the notation of (11.28), for every x ∈ RN , R, α > 0, and u ∈
C2(�R(x),R) we have

lim
r→0

mr(u)(x)−Mr(u)(x)

ωr(x)
= Lu(x). (11.29)

This comes from representation formula (11.26) and the same arguments as in Remark
11.1.

The following alternative representation of ωr(x) holds:

ωr(x) =
1

rα+1

∫ r

0
sα−1
|�s(x)| ds. (11.30)

Indeed, starting from the definition of ωr(x) in (11.28), we have

ωr(x) =
1

αrα+1

∫
0x>1/r

(rα − 0−αx ) =
1

rα+1

∫
1/0x<r

(∫ r

1/0x
sα−1 ds

)
dy

=
1

rα+1

∫ r

0
sα−1

(∫
1/0x<s

dy
)

ds =
1

rα+1

∫ r

0
sα−1
|�s(x)| ds.

As a consequence of (3.3) and (11.30) we infer that, given any x ∈ RN ,

lim
r→0

ωr(x) = 0. (11.31)

Indeed, given ε > 0, by (3.3) there exists ρ > 0 such that |�r(x)|/r < ε for every
r ∈ (0, ρ). As a consequence, for every 0 < r < ρ we get (see (11.30))

0 ≤ ωr(x) =
1

rα+1

∫ r

0
sα
|�s(x)|

s
ds ≤

1
rα+1

∫ r

0
sαε ds =

ε

α + 1
,

thus proving (11.31).

Remark 11.4. For every x ∈ RN , the function (0,∞) 3 r 7→ ωr(x) is continuous. This
follows immediately from (11.30), taking into account that s 7→ sα−1

|�s(x)| is locally
summable on [0,∞), for |�s(x)| is locally bounded and sα−1 is in L1

loc (since α > 0).

Remark 11.5. If f (s) := |�s(x)|/s is an increasing function of s > 0, then r 7→ ωr(x)

is increasing too. This follows from the representation formula (11.30), by arguing as in
Remark 5.6. The monotonicity of |�s(x)|/s holds true in many interesting cases, such as
in the Euclidean case of the Laplace operator in RN , N ≥ 3, where f (s) is a constant
multiple of s2/(N−2), and, more generally, in the case of the sub-Laplacians on Carnot
groups (see (9.20), showing that f (s) is a constant multiple of s2/(Q−2)).
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