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Abstract. We consider a linear parabolic transmission problem across an interface of codimension
one in a bounded domain or on a Riemannian manifold, where the transmission conditions involve
an additional parabolic operator on the interface. This system is an idealization of a three-layer
model in which the central layer has a small thickness δ. We prove a Carleman estimate in the
neighborhood of the interface for an associated elliptic operator by means of partial estimates in
several microlocal regions. In turn, from the Carleman estimate, we obtain a spectral inequality that
yields the null controllability of the parabolic system. These results are uniform with respect to the
small parameter δ.
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1. Introduction

When considering elliptic and parabolic operators in Rn with a diffusion coefficient that
jumps across an interface of codimension one, say {xn = 0}, we can interpret the as-
sociated equations as two equations with solutions that are coupled at the interface via
transmission conditions at xn = 0, viz. in the parabolic case,

∂ty1 −∇xc1∇xy1 = f1 in {xn < 0}, ∂ty2 −∇xc2∇xy2 = f2 in {xn > 0}, (1.1)

and
y1|xn=0− = y2|xn=0+ , c1∂xny1|xn=0− = c2∂xny2|xn=0+ . (1.2)

Here, we are interested in parabolic/elliptic models in which part of the diffusion oc-
curs along the interface. Then the transmission conditions are of higher order, involving
differentiations in the direction of the interface. Such a model can be viewed as an ide-
alization of two diffusive media separated by a thin membrane. We derive this model
starting from three media and formally letting the thickness of the intermediate layer be-
come very small. We introduce a small parameter δ > 0 that measures the thickness
of this layer. Questions such as unique continuation, observation and controllability are
natural for such a model. This is the main goal of the present article.

Most of the analysis that we shall carry out concerns a related elliptic operator, in-
cluding an additional variable. Our key result is the derivation of a Carleman estimate
for this operator (see Theorem 1.2 below). The general form of Carleman estimates for a
second-order elliptic operator P is (local form)

h‖eϕ/hw‖2
L2 + h

3
‖eϕ/h∇w‖2

L2 ≤ Ch
4
‖eϕ/hPw‖2

L2 , (1.3)

for h sufficiently small, an appropriately chosen weight function ϕ, and for smooth com-
pactly supported functions w. We then deduce an interpolation inequality and a spectral
inequality for the original operator in the spirit of the work [LR95]. This spectral inequal-
ity then yields the null controllability of the parabolic system considered. An important
feature of the results we obtain here is their uniformity in the thickness parameter δ. In
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particular this allows us to recover the earlier results obtained on (1.1)–(1.2) in [LR10];
this corresponds to the limit δ→ 0 in the model we consider here.

1.1. Setting

Let (�, g) be a smooth compact n-dimensional (n ≥ 2) connected Riemannian manifold
(with or without boundary), with g denoting the metric, and S an n − 1-dimensional
smooth submanifold of � (without boundary). We assume1 that � \ S = �1 ∪ �2 with
�1 ∩ �2 = ∅, so that �1 and �2 are two smooth open subsets of �. Endowed with the
metric g|T (S), S has a Riemannian structure. We denote by ∂η a nonvanishing vector field
defined in a neighborhood of S and normal to S (for the Riemannian metric). We choose
the vector field ∂η outgoing from �1, incoming in �2. In local coordinates, we have

∂η =
∑
j

ηj∂xj with ηj = λ
∑
k

nkg
jk, |η|g = 1,

where gijgjk = δik , λ
2
= (gijninj )

−1, and n is the normal to S for the Euclidean metric in
the local coordinates, outgoing from�1, incoming in�2. In fact λ2

|S = det(g)/det(g|T (S))
at S.

The covariant gradient and the divergence operators are given in local coordinates by

∇g =

∑
i

gij∂xi , divg v =
1

√
det(g)

∑
i

∂xi (
√

det(g)vi),

with similar definition for the gradient ∇s = ∇g|T (S) and divergence divs = divg|T (S) on
the interface S with the metric g|T (S).

We consider a (scalar) diffusion coefficient c(x) with c|�i ∈ C∞(�i), i = 1, 2, yet
discontinuous across S and satisfying c(x) ≥ cmin > 0 uniformly for x ∈ �1 ∪ �2. We
set

1c = divg c(x)∇g =
1

√
det(g)

∑
i,j

∂xi (cg
ij
√

det(g)∂xj ) in �1 ∪�2,

in local coordinates. Let us denote by cs a smooth (scalar) diffusion coefficient on S
satisfying cs(x) ≥ csmin > 0. Similarly we define 1cs = divs cs∇s as a second-order
elliptic differential operator on S.

In what follows, we shall use the notation z|Sj = (z|�j )|S , j = 1, 2, for the traces of
functions on S.

Given a time T > 0, we consider the parabolic control problem
∂tz−1cz = 1ωu in (0, T )×�1 ∪�2,

∂tz
s
−1cs z

s
=

1
δ
((c∂ηz)|S2 − (c∂ηz)|S1) in (0, T )× S,

z|S1 = z
s
= z|S2 in (0, T )× S,

z|∂� = 0,

(1.4)

with some initial data in L2(�1 ∪ �2) × L
2(S). Here, δ denotes a bounded parameter,

1 Other geometrical situations can also be dealt with because of the local nature of the estimates
we prove here. See Section 1.3.2 below.



1488 Jérôme Le Rousseau et al.

0 < δ ≤ δ0, and ω is an open nonempty subset of �1 ∪ �2. Let us suppose for instance
that ω ⊂ �2. The function u is a control function and the null controllability problem
concerns the ability to drive the solution (z, zs) to zero at the final time T .

Such a coupling condition at the interface was considered in [KZ06] and [LZ12] for
the associated hyperbolic system. In Appendix A, we briefly explain how this model can
be formally derived. This model corresponds to two diffusive media separated by a thin
layer in which diffusion also occurs. The parameter δ is then a measure of the thickness
of this intermediate layer. In the derivation of the model δ is assumed to be small.

We present here some function spaces and operators and their basic properties, in or-
der to formulate Problem (1.4) in a more abstract way. The reader is referred to Section 2
for the details. We introduce the Hilbert space H0

δ = L
2(�1∪�2)×L

2(S) with the inner
product

(Z, Z̃)H0
δ
= (z, z̃)L2(�1∪�2)

+ δ(zs, z̃s)L2(S), Z = (z, zs), Z̃ = (z̃, z̃s),

where
(z, z̃)L2(�1∪�2)

=

∫
�1∪�2

zz̃ dν, (zs, z̃s)L2(S) =

∫
S

zs z̃s dνs, (1.5)

with dν =
√

det(g) dx and dνs =
√

det(g|T (S)) dy. We also introduce the following
Hilbert space

H1
δ = {Z = (z, z

s) ∈ H 1(�1 ∪�2)×H
1(S); z|∂� = 0; z|S1 = z

s
= z|S2}, (1.6)

with the inner product

(Z, Z̃)H1
δ
= (Z, Z̃)H0

δ
+ (c∇gz,∇g z̃)L2(�1∪�2)

+ δ(cs∇sz,∇s z̃s)L2(S), Z = (z, zs), Z̃ = (z̃, z̃s).

Problem (1.4) can be written as

∂tZ + AδZ = Bu, (1.7)

where the state is Z = (z, zs) ∈ H0
δ and the operator Aδ reads

AδZ =

(
−1cz

−1cs z
s
−

1
δ
((c∂ηz)|S2 − (c∂ηz)|S1)

)
, (1.8)

with domain
D(Aδ) = {(z, z

s) ∈ H1
δ ; Aδ(z, z

s) ∈ H0
δ }. (1.9)

The operator (Aδ,D(Aδ)) is nonnegative self-adjoint on H0
δ . The control operator B is

the bounded operator from L2(�1 ∪ �2) into L2(�1 ∪ �2) × L
2(S) given by B : u 7→

t (1ωu, 0). We shall prove that System (1.7), i.e. System (1.4), is well-posed for an initial
condition in H0

δ .

Remark 1.1. In the limit δ→ 0, from System (1.4), we obtain the following system (see
Section 2.2 for a proof of convergence):

∂tz−1cz = 1ωu in (0, T )×�1 ∪�2,

(c∂ηz)|S2 = (c∂ηz)|S1 and z|S1 = z|S2 in (0, T )× S,
z|∂� = 0,

(1.10)
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which corresponds to the case studied in [LR10]. We also refer to the recent works
[DOP02, BDL07a, Le 07, BDL07b, BGL07, LR11, LL11, BDL11] for the derivation
of Carleman estimates for elliptic and parabolic operators with such coefficients with
applications to controllability and inverse problems.

1.2. Statement of the main results

1.2.1. Carleman estimate. The Carleman estimate we prove concerns an augmented el-
liptic operator: we introduce an additional coordinate, x0 ∈ (0, X0) ⊂ R, so that (x0, x) ∈

(0, X0)×�. This variable x0 was introduced in [LR95]; there it allowed us to obtain the
null controllability of the heat equation. This approach was followed in several works
[LZ98, JL99, LR10]. It was also used to prove stabilization properties of the wave equa-
tion [Leb96, LR97].

We consider the n+ 1-dimensional partially determined elliptic problem
−∂2

x0
w −1cw +∇aw + bw = f in (0, X0)× (�1 ∪�2),

−∂2
x0
ws −1csw

s
+∇

s
aw

s
+ bsws

=
1
δ
((c∂ηw)|(0,X0)×S2 − (c∂ηw)|(0,X0)×S1 + θ

s) in (0, X0)× S,

w|(0,X0)×S1 = w
s
+ θ1 and w|(0,X0)×S2 = w

s
+ θ2 in (0, X0)× S.

(1.11)

Note that we add lower-order terms to the elliptic operators here: ∇a (resp. ∇sa) denotes
any smooth vector field on �1 ∪�2 (resp. S) and b (resp. bs) some bounded function on
�1 ∪ �2 (resp. S). Moreover, we include source terms θ j , j = 1, 2, θ s at the interface
through the transmission conditions. This system is not fully determined as we do not
prescribe any boundary condition on {0} ×� and {X0} ×�.

In Section 3, we introduce a small neighborhood Vε of S in �, where we can use
coordinates of the form (y, xn) with y ∈ S and xn ∈ [−2ε, 2ε]. We then set M =

(0, X0)× Vε and Mj =M ∩ ((0, X0)×�j ), j = 1, 2.
For a properly chosen weight function ϕ (see Section 3.1), for some 0 < α0 < X0/2,

and a cut-off function ζ = ζ(xn) ∈ C∞c ([0, 2ε)), with ζ = 1 on [0, ε), we shall prove the
following theorem.

Theorem 1.2. For all δ0 > 0, there exist C > 0 and h0 > 0 such that

h‖eϕ/hw‖20 + h
3
‖eϕ/h∇x0,xw‖

2
0 + h

∑
j=1,2

|eϕ/hw|Sj |
2
0 + h

3
∑
j=1,2

|eϕ/h∇x0,xw|Sj |
2
0

≤ C
(
h4
‖eϕ/hf|M1‖

2
0 + h

4
‖eϕ/hf|M2‖

2
0 + h

2δ2
‖ζeϕ/hf|M2‖

2
0 + h|e

ϕ/hθ1
|
2
0

+ (h+ δ2/h)|eϕ/hθ2
|
2
0 + h

3
|eϕ/h∇x0,Sθ

1
|
2
0 + h

3
|eϕ/h∇x0,Sθ

2
|
2
0 + h

3
|eϕ/hθ s |20

)
(1.12)

for all 0 < δ < δ0, 0 < h ≤ h0, for (w, θ1, θ2, θ s, f ) satisfying (1.11), w|Mj
∈

C∞(Mj ), and ws ∈ C∞((0, X0)× S) with

supp(w) ⊂ (α0, X0 − α0)× S × (−2ε, 2ε), supp(ws) ⊂ (α0, X0 − α0)× S.
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Here ∇x0,x = (∂x0 ,∇g)
t , ∇x0,S = (∂x0 ,∇

s)t and ‖ · ‖0, | · |0 are L2 norms on M and
(0, X0)×S respectively. The weight function ϕ will be chosen increasing when crossing S
from M1 to M2, which corresponds to an observation on the side (0, X0)×�2. Observe
the nonsymmetric form of the r.h.s. of the estimate above. This originates from our choice
of observing the solution w in (0, X0)×�2.

This type of Carleman estimate is well known away from the interface S (see [Hör63],
and [LR95] for an estimate at the Dirichlet boundary ∂�).

Remark 1.3. The additional variable x0 is used here to obtain the spectral inequality of
Theorem 1.5 below. The same Carleman inequality holds for the operator Aδ . The proof
can be adapted from that of Theorem 1.2. In fact, without the additional variable, the
proof becomes less involved.

The Carleman estimate of Theorem 1.2 exhibits the loss of half a derivative apart from
one term on the r.h.s. (see below). Usually, one proves such Carleman estimates locally in
a neighborhood of a point, for instance using local coordinates, treating only the principal
part of the operator. Next, one includes lower order terms in the operator, exploiting that
the associated contributions can be absorbed thanks to the coefficients hα of the terms
on the l.h.s. of the Carleman estimate.2 Finally, one patches these estimates together if a
global estimate is needed. This can be achieved again thanks to the precise powers of h
in all the terms. For a review of these derivations see for example [LL12].

At the interface, for technical reasons, in the following terms on the r.h.s. of (1.12):

h2δ2
‖ζeϕ/hf|M2‖

2
0 +

δ2

h
|eϕ/hθ2

|
2
0,

the powers of h are not the usual expected ones: h4 for the first term and h for the second
one. For the first term this corresponds in fact to a loss of one and a half derivative. We do
not know if these two terms are optimal or not. If we simply prove the Carleman estimate
in the neighborhood of a point, because of the powers of h in these terms such local
estimates cannot be patched together. The obstruction originates from the diffusion that
occurs in the (n− 1)-dimensional submanifold S through the operator1cs . Note that this
obstruction naturally disappears in the limit δ→ 0.

Our strategy will thus differ from what is done classically. The estimate of Theo-
rem 1.2 is of semiglobal nature. It is global in the direction of the submanifold S and
local in the other directions (x0 and a normal direction to S in�): we work in a neighbor-
hood of the whole interface S. Thanks to the cut-off function ζ that confines the term

h2δ2
‖ζeϕ/hf|M2‖

2
0

to a neighborhood of S, estimate (1.12) can in turn be patched with Carleman estimates
away from the interface to form a global estimate. Moreover for the same reasons we do

2 Note that the powers of h in estimate (1.3) are in fact optimal.
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not restrict our analysis to the principal part: in the proof we also consider the first-order
terms of the operator.3

Following [LR10] we shall introduce microlocal regions. Here, the regions are defined
on the whole (cotangent bundle of) S. For each region we shall derive a partial Carleman
estimate. The different estimates can then be patched together to yield (1.12). Our strategy
requires us to work on S globally; we shall thus consider (pseudo-)differential operators
on S. Yet, we shall often use their expression in local coordinates; this will allow us to
use some of the results proven in [LR10].

For the purpose of proving the null controllability of the parabolic problem (1.4), a
local Carleman estimate of the form of Theorem 1.2 in the neighborhood of any point
at the interface would be sufficient. Yet, an important property of Carleman estimates
resides in the possibility of patching them together to obtain a global estimate. Our result
thus preserves this important feature.

1.2.2. Interpolation inequality. With the Carleman estimate of Theorem 1.2 we then
prove an interpolation inequality of the form introduced in [LR95]. This type of inter-
polation inequality for elliptic operators has also been used in [Leb96, LR97] to address
stabilization problems for the wave equation.

Let α1 ∈ [0, X0/2). We set K0
δ (α1) = L

2((α1, X0 − α1);H0
δ ) with K0

δ = K0
δ (0), and

we define the following Sobolev spaces:

K1
δ (α1) = L

2((α1, X0 − α1);H1
δ ) ∩H

1((α1, X0 − α1);H0
δ ), K1

δ = K1
δ (0),

K2
δ = L

2((0, X0);D(Aδ)) ∩H
1((0, X0);H1

δ ) ∩H
2((0, X0);H0

δ ).

Theorem 1.4. For all δ0 > 0, there exist C ≥ 0 and ν0 ∈ (0, 1) such that for all δ ∈
(0, δ0),

‖U‖K1
δ (α1)
≤ C‖U‖

1−ν0
K1
δ

(
‖(−∂2

x0
+ Aδ)U‖K0

δ
+ ‖∂x0u(0, x)‖L2(ω)

)ν0 (1.13)

for all U = (u, us) ∈ K2
δ with u|x0=0 = 0 in �1 ∪�2.

An important consequence of this interpolation inequality is the spectral inequality that
we present in the next section.

1.2.3. Spectral inequality and null controllability result. From the above interpolation
inequality we deduce a spectral inequality for the elliptic operator Aδ defined in (1.8). We
consider Eδ,j = (eδ,j , e

s
δ,j ), j ∈ N, a Hilbert basis of H0

δ composed of eigenfunctions of
the operator Aδ associated with the nonnegative eigenvalues µδ,j ∈ R, j ∈ N, sorted in
an increasing sequence (see Proposition 2.5).

Theorem 1.5. For δ0 > 0, there exists C > 0 such that for all 0 < δ ≤ δ0 and µ ∈ R,

‖Z‖H0
δ
≤ CeC

√
µ
‖z‖L2(ω), Z = (z, zs) ∈ span{Eδ,j ; µδ,j ≤ µ}. (1.14)

Following [LR95], this estimate then yields a construction of the control function uδ(t, x)
in (1.4), by sequentially acting on a finite yet increasing number of eigenspaces, and we

3 This technical point explains the regularity requirements we made above for ∇a and ∇sa . Yet,
we can treat bounded coefficients for the zero-order terms.
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hence obtain the following δ-uniform controllability theorem. The proof can be adapted
from those in [LR95] or [LZ98, Section 5, Proposition 2], and the uniformity with respect
to the parameter δ > 0 comes naturally. We also refer to [LL12] for an exposition of the
method and to [Mil06, Léa10, Mil10, TT11] for further developments.

Theorem 1.6. Let δ0 > 0. For an arbitrary time T > 0 and an arbitrary nonempty open
subset ω ⊂ � there exists C > 0 such that: for all initial conditions Z0 = (z0, z

s
0) ∈ H0

δ

and all 0 < δ ≤ δ0, there exists uδ ∈ L2((0, T ) × ω) such that the solution (z, zs) of
(1.4) satisfies (z(T ), zs(T )) = (0, 0) and moreover

‖uδ‖L2((0,T )×ω) ≤ C‖Z0‖H0
δ
.

An important feature of this result is that the control is uniformly bounded as δ → 0,
so that we can extract a subsequence uδ weakly convergent in L2((0, T )× ω). In Corol-
lary 2.9 below we prove that the associated solution of Problem (1.4) converges towards
a controlled solution of Problem (1.10). For this last control problem (previously treated
in [LR10]), we hence construct a control function which is robust with respect to small
viscous perturbations in the interface.

It is classical to deduce a boundary null controllability result from the previous dis-
tributed control result.

N.B. Here, for the sake of fixing the notation for the statement of the Carleman esti-
mate above, we chose the observation in �2. This corresponds to ω ⊂ �2 in the proofs
of Theorems 1.4–1.6. Yet, ω can be chosen as an arbitrary open subset of �.

1.3. Some additional results and remarks

1.3.1. A stabilization result.. A second important consequence of the interpolation in-
equality of Theorem 1.4 concerns the stabilization properties of the hyperbolic system
(studied in [KZ06, LZ12])

∂t tz−1cz+ a(x)∂tz = 0 in (0, T )×�1 ∪�2,

∂t tz
s
−1cs z

s
=

1
δ
((c∂ηz)|S2 − (c∂ηz)|S1) in (0, T )× S,

z|S1 = z
s
= z|S2 in (0, T )× S,

z|∂� = 0,

(1.15)

where a is a nonvanishing nonnegative smooth function on�1∪�2. According to [Leb96,
LR97], a local version of (1.13) (see Lemma 5.1 below) allows one to produce resolvent
estimates which in turn give a result of the following type: for all δ0 > 0 and all k ∈ N
there exists C > 0 such that for any 0 < δ < δ0, we have the energy decay estimate

‖(∂tz, ∂tz
s)‖H0

δ
+ ‖(z, zs)‖H1

δ

≤
C

[log(2+ t)]k
(
‖(∂tz, ∂tz

s)|t=0‖D(Ak/2δ )
+ ‖(z, zs)|t=0‖D(A(k+1)/2

δ )

)
for all solutions of (1.15). In particular, this decay rate is uniform with respect to δ.
See [Bur98, Theorem 3] to obtain the power k exactly. The same properties can be ob-
tained for this hyperbolic system with a boundary damping (see [LR97]).
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1.3.2. Other geometrical situations. Above we assumed that � could be partitioned as
� = �1 ∪ �2 ∪ S. More general situations can be treated (interpolation and spectral
inequalities, and null controllability result) because of the local nature of the Carleman
estimate of Theorem 1.2. If V is a neighborhood of S, we require V to be of the form
V1 ∪ V2 ∪ S with V1 and V2 on both sides of S. Several nonintersecting interfaces can be
considered as well. For example, the geometrical situations in Figure 1 can be addressed
as well. If needed, a global Carleman estimate can be derived by combining Theorem 1.2
and the arguments of Section 5 in [LR11].

ω

�4

�1
�2

�5
�3

(a)

�1

S

ω

(b)

�3
�2 �4

�1 ω

(c)

Fig. 1. Other geometrical situations: (a) � is a bounded open subset of Rn; (b) and (c) � is a
compact manifold with boundary.

1.3.3. Lack of controllability from the interface. It is important to note that the parabolic
controllability result of Theorem 1.6 does not hold in general if the control function
acts on the interface S. Let ωs be an open subset of S. Then in general there is no
u ∈ L2((0, T )× S) that brings the solution of

∂tz−1cz = 0 in (0, T )×�1 ∪�2,

∂tz
s
−1cs z

s
=

1
δ
((c∂ηz)|S2 − (c∂ηz)|S1)+ 1ωsu in (0, T )× S,

z|S1 = z
s
= z|S2 in (0, T )× S,

z|∂� = 0

(1.16)

to zero at time T .
Let us consider the following two-dimensional example: � = R/(2πZ)× (−π, π) is

the cylinder endowed with a flat metric. For consistency with the notation of Section 3 we
use (y, xn) as the coordinates in �, with periodic conditions in y. We define the interface
as S = {xn = 0} = R/(2πZ)× {0}, so that �1 = {xn < 0} and �2 = {xn > 0}.

We take the diffusion coefficient c to be piecewise constant (i.e. c = cj in �j for
j = 1, 2) and define the operator Aδ as in (1.8) (with Dirichlet boundary conditions in
the xn variable). In this geometrical context, we have the following result.

Proposition 1.7. If γ :=
√
c2/c1 ∈ N∗, then for all cs > 0, δ > 0, and j ∈ Z, the

function

Eδ,j :=

(
eδ,j

0

)
with eδ,j (y, xn) =

{
eijγy sin(γ 2jxn) for xn < 0,
eijγy sin(jxn) for xn > 0,

is an eigenfunction of the operator Aδ associated with the eigenvalue c2j
2(1+ γ 2).
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As a consequence, the adjoint problem of (1.16) (which is of the same form as (1.16)
without any control function) does not have the unique continuation property when ob-
served from any subset of S. More precisely, we notice that the set of “invisible” modes is
of infinite dimension. As a consequence, System (1.16) is not approximately controllable
in this case and moreover the set of noncontrollable modes is of infinite dimension.

The phenomenon exhibited in this example is due to the high level of symmetry.
However, in a general setting, if the Laplace operator has an eigenfunction which has
a C∞ closed nodal curve, then the associated problem (1.16) with c1 = c2 = 1 and S
given by this nodal curve is not controllable from S. We hence see that this question is
connected to properties of the eigenfunctions of the Laplace operator and of their nodal
sets.

1.4. Notation: semiclassical operators and geometrical setting

1.4.1. Semiclassical operators on Rd . We shall use the notation 〈η〉 := (1 + |η|2)1/2.
For a parameter h ∈ (0, h0] for some h0 > 0, we denote by Sm(Rd × Rd), Sm for
short, the space of smooth functions a(z, ζ, h) that satisfy the following property: for all
multi-indices α, β, there exists Cα,β ≥ 0 such that

|∂αz ∂
β
ζ a(z, ζ, h)| ≤ Cα,β〈ζ 〉

m−|β|, z ∈ Rd , ζ ∈ Rd , h ∈ (0, h0].

Then, for all sequences am−j ∈ Sm−j , j ∈ N, there exists a symbol a ∈ Sm such that
a ∼

∑
j h

jam−j , in the sense that

a −
∑
j<N

hjam−j ∈ h
NSm−N (1.17)

(see for instance [Mar02, Proposition 2.3.2] or [Hör85a, Proposition 18.1.3]), with am as
principal symbol. We define 9m as the space of semiclassical operators A = Op(a), for
a ∈ Sm, formally defined by

Au(z) = (2πh)−d
∫∫

ei〈z−t,ζ 〉/ha(z, ζ, h)u(t) dt dζ, u ∈ S ′(Rd).

We shall denote the principal symbol am by σ(A). We shall use the techniques of pseudo-
differential calculus in this article, such as construction of parametrices, composition for-
mula, formula for the symbol of the adjoint operator, etc. We refer the reader to [Tay81,
Hör85a, Mar02]. We provide composition and change of variables formulæ in the case of
tangential operators in Appendix B. Those formulæ can be adapted to the case of opera-
tors acting in the whole space Rd . In the main text the variable z will be (x0, x) ∈ Rn+1

and ζ = (ξ0, ξ) ∈ Rn+1.
We set

S−∞ =
⋂
m>0

S−m, h∞S−∞ =
⋂
m>0

hmS−m,

9−∞ =
⋂
m>0

9−m, h∞9−∞ =
⋂
m>0

hm9−m.
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Note that if there exists a closed set F such that in the asymptotic expansion (1.17) we
have supp(am−j ) ⊂ F , j ∈ N, then a representative of a modulo h∞S−∞ can be chosen
supported in F .

We shall also denote by Dm the space of semiclassical differential operators, i.e., the
case where a(z, ζ, h) is a polynomial function of order m in ζ . In particular we set

D =
h

i
∂, and we have σ(D) = ξ.

We now introduce Sobolev spaces on Rd and Sobolev norms which are adapted to
the scaling parameter h. The natural norm on L2(Rd) is written as ‖u‖L2(Rd ) = ‖u‖0 :=

(
∫
|u(x)|2 dx)1/2. Let r ∈ R; we then set

‖u‖r = ‖u‖H r (Rd ) = ‖3
ru‖0,

with
3r := Op(〈ξ〉r) and H r(Rd) := {u ∈ S ′(Rd); ‖u‖r <∞}.

The space H r(Rd) is algebraically equal to the classical Sobolev space H r(Rd). For a
fixed value of h, the norm ‖ · ‖r is equivalent to the classical Sobolev norm that we write
‖ · ‖H r (Rd ). However, these norms are not uniformly equivalent as h goes to 0.

1.4.2. Tangential semiclassical operators on Rd , d ≥ 2. We set z = (z′, zd), z′ =
(z1, . . . , zd−1) and ζ ′ = (ζ1, . . . , ζd−1) accordingly. We denote by SmT (R

d
× Rd−1),

SmT for short, the space of smooth functions b(z, ζ ′, h), defined for h ∈ (0, h0] for some
h0 > 0, that have the following property: for all multi-indices α, β, there exists Cα,β ≥ 0
such that

|∂αz ∂
β

ζ ′
b(z, ζ ′, h)| ≤ Cα,β〈ζ

′
〉
m−|β|, z ∈ Rd , ζ ′ ∈ Rd−1, h ∈ (0, h0].

As above, for any sequence bm−j ∈ S
m−j

T , j ∈ N, there exists a symbol b ∈ SmT such that
b ∼

∑
j h

jbm−j , in the sense that b −
∑
j<N h

jbm−j ∈ h
NSm−NT , with bm as principal

symbol. We define 9mT as the space of tangential semiclassical operators B = OpT (b)
(observe that the notation we adopt is different from that above to avoid confusion), for
b ∈ SmT , formally defined by

B u(z) = (2πh)−(d−1)
∫∫

ei〈z
′
−t ′,ζ ′〉/hb(z, ζ ′, h)u(t ′, zd) dt

′ dζ ′, u ∈ S ′(Rd).

In the main text the variable z will be (x0, x
′, xn) ∈ Rn+1 and ζ ′ = (ξ0, ξ

′) ∈ Rn.
We shall also denote the principal symbol bm by σ(B). In the case where the symbol

is polynomial in ζ ′ and h, we shall denote the space of associated tangential differen-
tial operators by Dm

T . We shall denote by 3sT the tangential pseudo-differential operator
whose symbol is 〈ζ ′〉s . We set

S−∞T =

⋂
m>0

S−mT , h∞S−∞T =

⋂
m>0

hmS−mT ,

9−∞T =

⋂
m>0

9−mT , h∞9−∞T =

⋂
m>0

hm9−mT .
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For functions defined on zd = 0 or restricted to zd = 0, following [LR95, LR97], we
shall denote by (·, ·)0 the inner product, i.e., (f, g)0 :=

∫∫
f (z′)g(z′) dz′. The induced

norm is denoted by | · |0, i.e., |f |20 = (f, f )0. For r ∈ R we introduce

|f |H r (Rd−1) = |f |r := |3
r
T f |0. (1.18)

The composition formula and the action of change of variables are given in Ap-
pendix B.1.

Note that we shall keep the notation9mT for operators with symbols independent of zd ,
acting on {zd = 0}. These operators are in fact in 9m(Rd−1). A similar notation will be
used in the case of operators on a manifold.

1.4.3. Local charts, pullbacks, and Sobolev norms. The submanifold S is of dimension
n− 1 and is furnished with a finite atlas (Uj , φj ), j ∈ J . The map φj : Uj → Ũj ⊂ Rn−1

is a smooth diffeomorphism. If Uj ∩ Uk 6= ∅ we also set

φjk : φj (Uj ∩ Uk) ⊂ Ũj → φk(Uj ∩ Uk) ⊂ Ũk, y 7→ φk ◦ φ
−1
j (y).

The local charts and the diffeomorphisms we introduce are illustrated in Figure 2.

φjk

φk

S

φj

Ũk,j

Ũk

Uj

Uk

Ũj

Rn−1Rn−1

Ũj,k

Fig. 2. Local charts and diffeomorphisms for the submanifold S.

For a diffeomorphism φ between two open sets, φ : U1 → U2, the associated pullback
(here stated for continuous functions) is

φ∗ : C (U2)→ C (U1), u 7→ u ◦ φ.

For a function defined on phase space, e.g. a symbol, the pullback is given by

φ∗u(y, η) = u
(
φ(y), t (φ′(y))−1η

)
, y ∈ U1, η ∈ T

∗
y (U1), u ∈ C (T ∗U2). (1.19)

We shall use semiclassical Sobolev norms over the manifold S together with a finite
atlas (Uj , φj )j , φj : Uj → Rn−1, and a partition of unity (ψj )j subordinated to this
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covering of S:

ψj ∈ C∞(S), supp(ψj ) ⊂ Uj , 0 ≤ ψj ≤ 1,
∑
j

ψj = 1.

We then set
|u|H r (S) =

∑
j

|(φ−1
j )∗ψju|H r (Rn−1). (1.20)

Note that the l.h.s. denotes a norm on the manifold and the r.h.s. is defined in (1.18). We
shall need the following elementary result.

Lemma 1.8. Let (fj )j be a family of smooth functions on S with supp(fj ) ⊂ Uj and∑
j fj = f ≥ C > 0 in S. We set Nr(u) =

∑
j |(φ

−1
j )∗fju|H r (Rn−1). Then Nr is a norm

equivalent to | · |H r (Rn−1), uniformly in h.

For a proof see Appendix C.1. Note that the L2 norm (r = 0) defined in (1.20) is equiva-
lent to the naturalL2 norm on the Riemannian manifold S given through the inner product
in (1.5).

Norms in codimension 1. For a function u defined on (0, X0)× Rn−1 we set

|u|0 = |u|L2((0,X0)×Rn−1), |u|21 = |Dx0u|
2
0 +

∫ X0

0
|u|2H 1(Rn−1)

dx0.

Note that the latter norm is equivalent to |u|H 1(R×Rn−1) if moreover the function u is
compactly supported in the x0 variable. For a function u defined on (0, X0)× S, we set

|u|` =
∑
j

|(φ−1
j )∗ψju|`, ` = 0, 1, (1.21)

where φj stands for Id⊗ φj .

Norms in all dimensions. For a function u defined on (0, X0)× Rn−1
× R we set

‖u‖0 = ‖u‖L2((0,X0)×Rn−1×R),

‖u‖21 = ‖Dx0u‖
2
0 +

∫ X0

0

∫
R
‖u‖2H 1(Rn−1)

dx0 dxn + ‖Dxnu‖
2
0.

Note that the latter norm is equivalent to ‖u‖H 1(R×Rn−1×R) if moreover u is compactly
supported in the x0 variable. For a function u defined on (0, X0)× S × R, we set

‖u‖` =
∑
j

‖(φ−1
j )∗ψju‖`, ` = 0, 1, (1.22)

where φj stands for Id⊗ φj ⊗ Id.
The following lemma is a counterpart of Lemma 1.8 when working on a local chart

of (0, X0)× S or (0, X0)× S × R.

Lemma 1.9. Let u be such that supp(u) ⊂ K ⊂ (0, X0)× Uj (resp. (0, X0)× Uj × R)
with K compact. Then for some constant CK we have

C−1
K |u|` ≤ |(φ

−1
j )∗u|` ≤ CK |u|` (resp.C−1

K ‖u‖` ≤ ‖(φ
−1
j )∗u‖` ≤ CK‖u‖`), ` = 0, 1.
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Proof. We treat the case of a function defined in (0, X0) × Uj . Consider a partition of
unity of S,

∑
k ψ̂k = 1, ψ̂k ∈ C∞c ((0, X0)×Uk), such that 1⊗ ψ̂j = 1 in a neighborhood

of K . Then the induced norms are equivalent to that given above by Lemma 1.8 and for
the particular function u they are equal to |(φ−1

j )∗u|`, ` = 0, 1. ut

Tangential semiclassical operators on a manifold. We can define tangential semiclassical
operators on a manifold by means of local representations. This relies on the change
of variables formula for semiclassical operators in Rd presented in Appendix B.1. We
provide details of this construction in Appendix B.2. In particular we define the local
symbol of the operator in each chart and its principal symbol on the manifold. We also
provide composition and Sobolev regularity results for such operators. In Section 3.6
below we introduce a particular class of tangential operators that will be important in
the proof of the Carleman estimate as they will allow us to separate the analysis into
microlocal regions.

A trace formula. In the sections below, we shall also use of the following trace formula
[LR97, p. 486] connecting the tangential and volume norms introduced above:

|ψ|xn=0+ |0 ≤ Ch
−1/2
‖ψ‖1 (1.23)

for ψ defined on Rn+1, as well as for ψ defined on (0, X0)× S × [0, 2ε].

2. Well-posedness and asymptotic behavior

We introduce a more general operator

AδZ =

(
−1cz+∇az+ bz

−1cs z
s
+∇

s
az
s
+ bszs − 1

δ
((c∂ηz)|S2 − (c∂ηz)|S1)

)
,

with domain D(Aδ) = D(Aδ) (see (1.9)), where ∇a (resp. ∇sa) denotes a smooth vector
field a(x)∇g (resp. as(x)∇s), and b (resp. bs) is a bounded function.

We start by considering the well-posedness of the evolution problem (1.4), ∂tZ +
AδZ = F . Note that the lower-order perturbations we add to Aδ to form Aδ do not affect
the well-posedness properties (compare with (1.8)).

2.1. Well-posedness

In this section we simply assume that a, as are bounded coefficients. For Z, Z̃ ∈ D(Aδ),
an integration by parts gives

((Aδ + λ Id)Z, Z̃)H0
δ
= (c∇gz,∇g z̃)L2(�1∪�2)

+ (∇az+ (b + λ)z, z̃)L2(�1∪�2)

+ δ(cs∇szs,∇s z̃s)L2(S) + δ(∇
s
az
s
+ (bs + λ)zs, z̃s)L2(S)

=: aλ(Z, Z̃). (2.1)

The bilinear form aλ is in fact continuous on (H1
δ )

2.
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Lemma 2.1. There exists λ0 ≥ 0 sufficiently large such that the bilinear form aλ is coer-
cive, uniformly in δ, if λ ≥ λ0.

Proof. This follows from

aλ(Z,Z) ≥
cmin

2
‖∇gz‖

2
L2(�1∪�2)

+

(
λ−
‖a‖2L∞(�1∪�2)

2cmin
−‖b‖L∞(�1∪�2)

)
‖z‖2

L2(�1∪�2)

+δ
csmin

2
|∇
szs |2

L2(S)
+δ

(
λ−
|as |2L∞(S)

2csmin
−|bs |L∞(S)

)
|zs |2

L2(S)
. ut

The coercivity of aλ shows that the problem (Aδ+λ Id)Z = F for F ∈ H0
δ is well-posed

in a weak sense; for any continuous linear form L on H1
δ , the Lax–Milgram theorem

ensures the existence and uniqueness of Z ∈ H1
δ satisfying

aλ(Z, Z̃) = L(Z̃) for any Z̃ ∈ H1
δ , (2.2)

and ‖Z‖H1
δ
≤ C‖L‖(H1

δ )
′ with the constant C uniform in δ. If we take L(Z̃) = (F, Z̃)H0

δ

for some F ∈ H0
δ , this linear form is continuous on H1

δ . Then, for some constant C > 0
uniform in δ the solution satisfies

‖Z‖H1
δ
≤ C‖F‖H0

δ
. (2.3)

Higher regularity can be obtained.

Proposition 2.2. Let λ ≥ λ0 and F ∈ H0
δ . The unique weak solution Z = (z, zs) ∈ H1

δ

to (2.2) with L(Z̃) = (F, Z̃)H0
δ

belongs to D(Aδ). Hence, for all F ∈ H0
δ there exists a

unique Z ∈ D(Aδ) such that AδZ + λZ = F and moreover for some positive constant
C uniform in δ we have∑

i=1,2

‖z|�i‖H 2(�i )
+ δ1/2

|zs |H 2(S) ≤ C‖F‖H0
δ
. (2.4)

Proposition 2.3. Let λ ≥ λ0 and F = (f, f s) ∈ Hm(�1 ∪ �2) × Hm(S). The
unique weak solution Z = (z, zs) ∈ H1

δ to (2.2) with L(Z̃) = (F, Z̃)H0
δ

belongs to

Hm+2(�1 ∪�2)×H
m+2(S) with∑

i=1,2

‖z|�i‖Hm+2(�i )
+ δ1/2

|zs |Hm+2(S) ≤ C
(∑
i=1,2

‖f|�i‖Hm(�i )+ δ
1/2
|f s |Hm(S)

)
(2.5)

We refer to Appendices C.2 and C.3 for proofs.
A consequence of the properties we have gathered on Aδ is the following well-

posedness for the evolution problem.

Proposition 2.4. Let a, b, as and bs be bounded coefficients. Then the operator
(−Aδ,D(Aδ)) generates a C 0-semigroup on H0

δ . If moreover a = 0, as = 0 and
b, bs ∈ R, then Aδ is self-adjoint on H0

δ .
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Proof. Lemma 2.1 shows that Aδ+λ0 Id is monotone and Proposition 2.2 shows that this
operator maps its domain D(Aδ) onto H0

δ . Hence Aδ + λ0 Id is maximal monotone. The
Lumer–Phillips theorem (see e.g. [Paz83]) then allows one to conclude that Aδ generates
a strongly continuous semigroup on H0

δ .
Note that if a = 0, as = 0 and b, bs ∈ R, from (2.1) we see that the operator Aδ is

symmetric. It is self-adjoint, as the surjectivity of Aδ + λ0I implies D(A∗δ ) = D(Aδ) =

D(Aδ) (see e.g. [Bre83, Proposition VII-6]). ut

By the Rellich theorem H1
δ injects compactly in H0

δ . Hence the inverse (Aδ + λ0 Id)−1

that we constructed is a compact map from H0
δ into itself. One then deduces the following

spectral result.

Proposition 2.5. There exists a Hilbert basis of H0
δ formed of eigenfunctions, Ej =

(eδ,j , e
s
δ,j ), j ∈ N, of the self-adjoint operator Aδ associated with the eigenvalues 0 ≤

µδ,0 ≤ µδ,1 ≤ · · · .

Note that if� is a manifold without boundary then 0 is an eigenfunction forAδ . If� has a
boundary, the Dirichlet boundary condition that we prescribe implies the first eigenvalue
is positive.

Corollary 2.6. The function space

T = {(z, zs) ∈ H1
δ ; z|�i ∈ C∞(�i), i = 1, 2}

is dense in D(Aδ).

Proof. From Proposition 2.3 the eigenfunctions of Aδ are in T . The result follows as
they generate a dense subset in D(Aδ). ut

2.2. Asymptotic behavior of solutions as δ→ 0

2.2.1. Asymptotic behavior in the elliptic problem. Consider Fδ = (fδ, f
s
δ ) ∈ H0

δ . Let
Zδ = (zδ, z

s
δ) be the strong solution defined in the previous section for the elliptic equa-

tion (Aδ + λ)Zδ = Fδ .
We also consider the weak solution z ∈ H 1

0 of the elliptic problem

− divg(c∇gz)+ λz = f in �. (2.6)

Arguing as in the previous section such a solution exists and is unique for λ ≥ λ0 (the
same value of λ0 as in Lemma 2.1 can be used). In particular we have z|S1 = z|S2 , i.e. the
solution is continuous across the interface, and as c∇gz has its divergence in L2(�) we
have c∂ηz|S1 = c∂ηz|S2 . Moreover z|�i ∈ H

2(�i) and∑
i=1,2

‖z|�i‖H 2(�i )
≤ C‖f‖L2(�1∪�2)

. (2.7)

Proposition 2.7. Suppose that ‖Fδ‖H0
δ
≤ C uniformly in δ and fδ ⇀ f in L2(�1 ∪�2)

as δ→ 0. Then zδ |�j ⇀ z|�j in H 2(�j ) for j = 1, 2.
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Note that the assumption ‖Fδ‖H0
δ
≤ C implies that there always exists a sequence δn→ 0

such that fδn ⇀ f.
Proof. We set ζδ := zδ − z. According to (2.4), the boundedness assumption on Fδ , and
(2.7), we have ∑

i=1,2

‖ζδ |�i‖H 2(�i )
≤ C

uniformly in δ. Moreover, ζδ satisfies
− divg(c∇gζδ)+ λζδ = fδ − f in �1 ∪�2,

(c∂ηζδ)|S2 − (c∂ηζδ)|S1 = δ
(
−1cs z

s
δ + λz

s
δ − f

s
δ

)
in S,

ζδ |S1 = ζδ |S2 in S,
ζδ |∂� = 0.

Taking the inner product of the first line of this system with ζδ and integrating by parts,
we obtain

(c∇gζδ,∇gζδ)L2(�1∪�2)
+ ((c∂ηζδ)|S2 − (c∂ηζδ)|S1 , ζδ)L2(S) + λ(ζδ, ζδ)L2(�1∪�2)

= (fδ − f, ζδ)L2(�1∪�2)
.

In this expression, we have

|((c∂ηζδ)|S2 − (c∂ηζδ)|S1 , ζδ)L2(S)| = δ
1/2
|(δ1/21cs z

s
δ − δ

1/2λzsδ + δ
1/2f sδ , ζδ)L2(S)|

≤ Cδ1/2(δ1/2
|zsδ|H 2(S) + ‖Fδ‖H0

δ
)‖ζδ‖H 1(�1∪�2)

≤ Cδ1/2
‖ζδ‖H 2(�1∪�2)

→ 0, (2.8)

according to (2.4), the trace estimate and the boundedness assumption on Fδ . Moreover,
since ζδ is bounded in H 2(�1 ∪ �2), from every sequence δn → 0 we can extract a
subsequence, also called δn, such that ζδn converges strongly in L2(�1 ∪ �2), and we
have

(fδn − f, ζδn)L2(�1∪�2)
→ 0.

As a consequence, we obtain

(c∇gζδn ,∇gζδn)L2(�1∪�2)
+ λ(ζδn , ζδn)L2(�1∪�2)

→ 0,

i.e. ζδn → 0 inH 1(�j ), for j = 1, 2. Because the limit is the same for any subsequence of
ζδn , this implies that the whole ζδ converges to zero in H 1(�j ). Since ζδ |�j is uniformly
bounded in H 2(�j ), the result follows. ut

2.2.2. Asymptotic behavior in the parabolic problem. Here, we discuss, for some λ > 0
(one can take λ = 0 if ∂� 6= ∅) the convergence of the solution Zδ = (zδ, zsδ) of

∂tzδ −1czδ + λzδ = fδ in (0, T )×�1 ∪�2,

∂tz
s
δ −1cs z

s
δ + λz

s
δ =

1
δ
((c∂ηzδ)|S2 − (c∂ηzδ)|S1)+ f

s
δ in (0, T )× S,

zδ |S1 = z
s
δ = zδ |S2 in (0, T )× S,

zδ |∂� = 0 in (0, T ),
zδ |t=0 = z0 and zsδ |t=0 = z

s
0,

(2.9)
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towards the solution z of
∂tz−1cz+ λz = f in (0, T )×�1 ∪�2,

z|S1 = z|S2 and (c∂ηz)|S2 = (c∂ηz)|S1 in (0, T )× S,
z|∂� = 0 in (0, T ),
z|t=0 = z0 in �.

(2.10)

Proposition 2.8. Suppose that ‖Fδ‖L2(0,T ;H0
δ )
≤ C uniformly in δ, fδ ⇀ f in

L2((0, T ) × �1 ∪ �2) as δ → 0 and z0 ∈ H
1
0 (�) and zs0 ∈ H

1(S). Then zδ |�j ⇀ z|�j
in L2(0, T ;H 2(�j )) ∩ H

1(0, T ;L2(�j )) and ∗-weak in L∞(0, T ;H 1(�j )), and there
exists C′ > 0 such that for all t ∈ [0, T ], ‖zδ |�j (t)‖H 1(�j )

≤ C′ for j = 1, 2.

Proof. First, Problem (2.9) can be equivalently rewritten as ∂tZδ+(Aδ+λ)Zδ = Fδ with
Zδ(0) = (z0, z

s
0). For Zδ(0) ∈ D(Aδ) and Fδ ∈ C 0([0, T ];H0

δ ) the semigroup solution
of this equation is in C 0([0, T ];D(Aδ)) ∩ C 1([0, T ];H0

δ ) (see [Paz83, Corollary 2.6,
Chap. 4] or [Bre83, Théorème VII.10]). As a consequence, we can form the square of the
H0
δ norm of this equation and integrate on (0, T ). This yields∫ T

0

(
d

dt
‖(Aδ + λ)

1/2Zδ‖
2
H0
δ

+ ‖(Aδ + λ)Zδ(t)‖
2
H0
δ

+ ‖∂tZδ(t)‖
2
H0
δ

)
dt

=

∫ T

0
‖Fδ(t)‖

2
H0
δ

dt,

which in turns gives the stability estimate for the solution of (2.9):

‖Zδ(T )‖
2
H1
δ

+

∫ T

0
‖(Aδ + λ)Zδ(t)‖

2
H0
δ

dt +

∫ T

0
‖∂tZδ(t)‖

2
H0
δ

dt

≤ C

(∫ T

0
‖Fδ(t)‖

2
H0
δ

dt + ‖Zδ(0)‖2H1
δ

)
,

uniformly in δ. By a density argument, this energy estimate remains valid if Zδ(0) ∈ H1
δ

and Fδ(t) ∈ L2(0, T ;H0
δ ).

According to (2.4), this yields

‖zδ(T )‖
2
H 1+δ|z

s
δ(T )|

2
H 1(S)
+

∫ T

0
‖zδ(t)‖

2
H 2dt+δ

∫ T

0
|zsδ(t)|

2
H 2(S)

dt+

∫ T

0
‖∂tzδ(t)‖

2
L2 dt

+ δ

∫ T

0
|∂tz

s
δ(t)|

2
L2(S)

dt ≤ C

(∫ T

0
‖Fδ(t)‖

2
H0
δ

dt + ‖Zδ(0)‖2H1
δ

)
≤ C, (2.11)

uniformly in δ (the volume norms are taken over �1 ∪�2).
In addition, the solution of (2.10) also satisfies

‖z(T )‖2
H 1+

∫ T

0

(
‖(−1c+λ)z(t)‖

2
L2+‖∂tz(t)‖

2
L2

)
dt ≤ C

(∫ T

0
‖f(t)‖2

L2 dt+‖z(0)‖2H 1

)
,
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where all the norms are taken over �1 ∪�2. By using the additional regularity (2.7), this
gives

‖z(T )‖2
H 1+

∫ T

0

(
‖z(t)‖2

H 2+‖∂tz(t)‖
2
L2

)
dt ≤ C

(∫ T

0
‖f(t)‖2

L2 dt+‖z(0)‖2H 1

)
. (2.12)

Now, we set ζδ = zδ − z. According to (2.11)–(2.12), we have∑
j=1,2

(
‖ζδ |�j ‖L∞(0,T ;H 1(�j ))

+ ‖ζδ |�j ‖L2(0,T ;H 2(�j ))
+ ‖ζδ |�j ‖H 1(0,T ;L2(�j ))

)
≤ C,

(2.13)
uniformly in δ. Moreover, ζδ satisfies

∂tζδ −1cζδ + λζδ = fδ − f in (0, T )× (�1 ∪�2),

(c∂ηζδ)|S2 − (c∂ηζδ)|S1 = δ(∂tz
s
δ −1cs z

s
δ + λz

s
δ − f

s
δ ) in (0, T )× S,

ζδ |S1 = ζδ |S2 in (0, T )× S,
ζδ |∂� = 0 in (0, T ),
ζδ |t=0 = 0 in �.

(2.14)

Forming the inner product of the first line of this system with ζδ and integrating on (0, T ),
we obtain

1
2‖ζδ(T )‖

2
L2(�)

+ ‖
√
c∇gζδ‖

2
L2((0,T )×�) + λ‖ζδ‖

2
L2((0,T )×�)

+
(
(c∂ηζδ)|S2 − (c∂ηζδ)|S1 , ζδ

)
L2((0,T )×S) = (fδ − f, ζδ)L2((0,T )×�).

In this expression, we have∣∣((c∂ηζδ)|S2 − (c∂ηζδ)|S1 , ζδ
)
L2((0,T )×S)

∣∣
= δ1/2∣∣(δ1/2∂tz

s
δ − δ

1/21cs z
s
δ + δ

1/2λzsδ − δ
1/2f sδ , ζδ

)
L2((0,T )×S)

∣∣
≤ Cδ1/2

‖ζδ‖L2(0,T ;H 2(�1∪�2))
→ 0,

according to (2.11) (proceeding as in (2.8)). As in the proof of Proposition 2.7, for a
subsequence we have

(fδ − f, ζδ)L2((0,T )×(�1∪�2))
→ 0,

and we obtain

1
2‖ζδ(T )‖

2
L2(�)

+ ‖
√
c∇gζδ‖

2
L2((0,T )×�) + λ‖ζδ‖

2
L2((0,T )×�)→ 0.

This, together with (2.13), concludes the proof of the proposition. ut

As a consequence, we can obtain a convergence result for the control problem under
study. We denote by uδ the control function given by Theorem 1.6, which satisfies ∂tZδ + AδZδ = Buδ,Zδ |t=0 = Z0,

Zδ |t=T = 0.
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According to Theorem 1.6, uδ is uniformly bounded in L2((0, T ) × ω), so that we can
extract a subsequence (also denoted by uδ) weakly converging in this space towards u.
We also consider the solution Z̃δ = (z̃δ, z̃sδ) of{

∂t Z̃δ + AδZ̃δ = Bu,

Z̃δ |t=0 = Z0.
(2.15)

The following result is a consequence of Proposition 2.8.

Corollary 2.9. The limit u is a null-control function for the limit system (1.10).
Moreover, (z̃δ − zδ)|�j ⇀ 0 in L2(0, T ;H 2(�j )) ∩ H

1(0, T ;L2(�j )) and ∗-weak
in L∞(0, T ;H 1(�j )), and there exists C > 0 such that for all t ∈ [0, T ],
‖zδ |�j (t)− z̃δ |�j (t)‖H 1(�j )

≤ C for j = 1, 2.

In particular, z̃δ(T ) ⇀ 0 inH 1(�). This shows that the limit u is a control function for the
limit system (1.10) which is robust with respect to small viscous perturbations. Indeed, it
realizes an approximate control for System (2.15).

3. Local setting in a neighborhood of the interface

In a sufficiently small neighborhood of S, say Vε, we can use normal geodesic coordinates
(with respect to the spatial variables x). More precisely (see [Hör85a, Appendix C.5]) for
ε sufficiently small, there exists a diffeomorphism

F : S × [−2ε, 2ε] → Vε, (y, xn) 7→ F(y, xn),

so that the differential operator −∂2
x0
− 1c + ∇a takes the form, on both sides of the

interface,
−∂2

x0
− c(y, xn)(∂

2
xn
− R2(y, xn))+ R1(y, xn),

and the differential operator −∂2
x0
−1sc +∇

s
a on the interface takes the form

−∂2
x0
+ cs(y)R2(y, xn = 0)+ Rs1(y),

where R2(y, xn) is an xn-family of second-order elliptic differential operators on S, i.e.,
a tangential operator, with principal symbol r(y, xn, η), η ∈ T ∗y (S), that satisfies

r(y, xn, η) ∈ R and C1|η|
2
g ≤ r(y, xn, η) ≤ C2|η|

2
g, (3.1)

for some 0 < C1 ≤ C2 < ∞, and R1(y, xn) is a first-order operator on S × ([−2ε, 0) ∪
(0, 2ε]) (involving partial derivatives in all variables and having a jump across S × {0});
finally Rs1(y) is a first-order operator on S.

By abuse of notation we shall write Vε in place of S × [−2ε, 2ε]. In this setting,

V −ε = F(S × [−2ε, 0)) = Vε ∩�1, V +ε = F(S × (0, 2ε]) = Vε ∩�2,

and we recall that the observation region ω is in �2.
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We shall often write

x := (y, xn), x := (x0, x) = (x0, y, xn) ∈ [0, X0] × S × [−2ε, 2ε].

We set

P = −
1
c
∂2
x0
− (∂2

xn
− R2(x))+

1
c
R1(x), P s = −

1
cs
∂2
x0
+ R2(y, xn = 0)+

1
cs
Rs1(y).

They both have smooth coefficients.
In this framework, in the neighborhood Vε of S, System (1.11) becomes

Pw = F, in (0, X0)× S × ([−2ε, 0) ∪ (0, 2ε]),
P sws = 1

csδ
((c∂xnw)|xn=0+ − (c∂xnw)|xn=0− +2

s) in (0, X0)× S,

w|xn=0− = w
s
+ θ1 and w|xn=0+ = w

s
+ θ2, in (0, X0)× S,

(3.2)

with
F =

1
c
f + R0w, 2s = θ s + δRs0w

s, (3.3)

where R0 and Rs0 are zero-order operators with bounded coefficients on S × ([−2ε, 0) ∪
(0, 2ε]) and S respectively.

3.1. Properties of weight functions

We denote by r̃(x, η, η′) the symmetric bilinear form associated with the quadratic prin-
cipal symbol r(x, η). We introduce the symmetric bilinear form

β̃(x; ξ0, η; ξ
′

0, η
′) =

1
c(x)

ξ0ξ
′

0 + r̃(x, η, η
′) (3.4)

and the associated positive definite quadratic form β(x; ξ0, η). We choose a positive
bounded continuous function γ (x) in V +ε such that

β(y,−xn; ξ0, η)−γ (y, xn)β(y, xn; ξ0, η)≥C|(ξ0, η)|
2>0, (ξ0, η) ∈ R×T ∗y (S), (3.5)

for x = (y, xn) ∈ V +ε .
We then choose a function ϕ = ϕ(x) on [0, X0] × Vε that is smooth on both sides of

the interface and simply continuous across the interface, and moreover has the following
properties:

1. For a function γ ′ such that 0 < γ ′(x) ≤ γ (x)− ε in V +ε , for some ε > 0, we have

γ ′(y, xn)(∂xnϕ)
2(x0, y, xn)− (∂xnϕ)

2(x0, y,−xn) ≥ C > 0, (3.6)

for x0 ∈ [0, X0], and x = (y, xn) ∈ V +ε .
2. For a given value of ν > 0 sufficiently small we have

|∂x0ϕ(x)| + |∇
sϕ(x)|g ≤ ν inf

Vε

|∂xnϕ|, x = (x0, x) ∈ [0, X0] × Vε. (3.7)

3. We have |∂x0ϕ| + |∇
sϕ|g + |∂xnϕ| > 0 in [0, X0] ×Vε and Hörmander’s subellipticity

condition is satisfied on both sides of the interface. This condition will be precisely
stated below after the introduction of the conjugate operator (see (3.18)).
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Note that infV+ε |∂xnϕ| ≥ C > 0.
The first condition states the increase in the normal slope of the weight function when

crossing the interface. The value of ν in the second condition will be determined below
(see (3.19)–(3.20) and the proof of Proposition 3.5). We thus require the weight function
to be relatively flat in the tangent directions to the interface as compared to its variations in
the normal direction. We explain below how a weight function satisfying the subellipticity
condition can be built through a convexification procedure (see Remark 3.3).

Remark 3.1. Property (3.6) and |∂x0ϕ|+ |∇
sϕ|g+|∂xnϕ| > 0 can be obtained by choos-

ing ϕ such that (∂xnϕ)|[0,X0]×S ≥ C > 0 and assuming that (3.6) only holds on [0, X0]×S

and then shrinking the neighborhood Vε by choosing ε sufficiently small.

An example of such a function will be given in the application of the Carleman esti-
mate in Section 5.

Remark 3.2. Note that the conditions we impose on the weight function are much sim-
pler than the conditions given in [LR10]. Such conditions are proven to be sharp in [LL11]
in the limiting case δ → 0. If (3.6) is not satisfied, i.e., the increase in the normal slope
of the weight function is chosen too small, one can build a quasi-mode that concentrates
at the interface and shows that the Carleman estimate cannot hold.

3.2. A system formulation

Following [Bel03, LR10], we shall consider (3.2) as a system of two equations coupled
at the boundary xn = 0+. Here, the coupling involves a tangential second-order elliptic
operator. In [0, X0] × S × [−2ε, 0), we make the change of variables xn to −xn. For a
function ψ defined in Vε, we set

ψ r(y, xn) = ψ(y, xn) and ψ l(y, xn) := ψ(y,−xn), for xn ≥ 0,

and similarly for symbols and operators, e.g.,

rr(y, xn, η) = r(y, xn, η) and r l(y, xn, η) = r(y,−xn, η), for xn ≥ 0.

We set V +ε = S × (0, 2ε]. System (3.2) then takes the form
P
r/lw

r/l = F
r/l , in (0, X0)× V

+
ε ,

P sws = 1
csδ
((cr∂xnw

r)|xn=0+ + (c
l∂xnw

l)|xn=0+ +2
s) in (0, X0)× S,

w
r/l

|xn=0+ = w
s
+ θ

r/l in (0, X0)× S.

(3.8)

3.3. Conjugation by a weight function

We now consider the weight functions ϕ
r/l built up as above from the continuous function

ϕ defined on Vε. We introduce the following conjugate differential operators:

P
r/l
ϕ = h

2eϕ
r/l /hP

r/le−ϕ
r/l /h, P sϕ = h

2eϕ|S/hP se−ϕ|S/h.
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With the functions

v
r/l = eϕ

r/l /hw
r/l , vs = eϕ|S/hws,

F
r/l
ϕ = h

2eϕ
r/l /hF

r/l , 2sϕ = −ihe
ϕ|S/h2s, θ

r/l
ϕ = e

ϕ|S/hθ
r/l ,

for 0 < h < h0, System (3.8) can be rewritten as
P
r/l
ϕ v

r/l = F
r/l
ϕ in (0, X0)× V

+
ε ,

P sϕv
s
=

hi
csδ

(
cr(Dxn + i∂xnϕ

r)vr
|xn=0+

+ cl(Dxn + i∂xnϕ
l)vl
|xn=0+ +2

s
ϕ

)
in (0, X0)× S,

v
r/l

|xn=0+ = v
s
+ θ

r/l
ϕ in (0, X0)× S.

(3.9)

Recall that D = h∂/i here. We shall consider the operators P
r/l
ϕ and P sϕ as semiclassical

differential operators.
We separate the self-adjoint and anti-self-adjoint parts of the operators P

r/l
ϕ , viz.,

Q̃
r/l
2 =

1
2
(P

r/l
ϕ + (P

r/l
ϕ )
∗). Q̃

r/l
1 =

1
2i
(P

r/l
ϕ − (P

r/l
ϕ )
∗).

The (semiclassical) principal symbols q̃j of Q̃j , j = 1, 2, are then

q̃
r/l
2 (x, ξ0, η, ξn) = ξ

2
n + q

r/l
2 (x, ξ0, η),

q̃
r/l
1 (x, ξ0, η, ξn) = 2ξn∂xnϕ

r/l + 2q
r/l
1 (x, ξ0, η),

for (y, η) ∈ T ∗(S), with

q
r/l
2 (x, ξ0, η) =

ξ2
0
c
r/l
+ r

r/l (x, η)−

(
(∂x0ϕ

r/l )2

c
r/l

+ r
r/l (x, dyϕ

r/l )+ (∂xnϕ
r/l )2

)
,

q
r/l
1 (x, ξ0, η) =

ξ0∂x0ϕ
r/l

c
r/l
+ r̃

r/l (x; η, dyϕ
r/l ).

Recall that r̃
r/l (x, η, η′) stands for the symmetric bilinear form associated with the

quadratic principal symbol r
r/l (x, η). The principal symbol of P

r/l
ϕ is naturally

p
r/l
ϕ = q̃

r/l
2 + iq̃

r/l
1 = ξ

2
n + 2iξn∂xnϕ

r/l + q
r/l
2 + 2iq

r/l
1 . (3.10)

For concision we sometimes omit variable dependencies, e.g. writing ϕ
r/l in place

of ϕ
r/l (x).
Note also that the symbol of P sϕ is given by

psϕ =
ξ2

0
cs
+ r(x, η)−

(
(∂x0ϕ)

2

cs
+ r(x, dyϕ|xn=0)

)∣∣∣∣
xn=0

+ 2i
(
ξ0∂x0ϕ

cs
+ r̃(x; η, dyϕ|xn=0)

)∣∣∣∣
xn=0

. (3.11)

(Recall that r l and rr (resp. ϕl and ϕr ) coincide at xn = 0+.)
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3.4. Phase-space regions

Following [LR97, LR10] we introduce the quantity

µ
r/l (x, ξ0, η) = q

r/l
2 (x, ξ0, η)+

(q
r/l
1 (x, ξ0, η))

2

(∂xnϕ
r/l )2

, (3.12)

and the following sets in the (tangential) phase space:

E
r/l ,± = {(x0, y, xn; ξ0, η) ∈ [0, X0] × S × [0, 2ε] × R× T ∗y (S);

µ
r/l (x0, y, xn; ξ0, η) ≷ 0}, (3.13)

Z
r/l = {(x0, y, xn; ξ0, η) ∈ [0, X0] × S × [0, 2ε] × R× T ∗y (S);

µ
r/l (x0, y, xn; ξ0, η) = 0}. (3.14)

The analysis we carry out will specify the behavior of the roots of p
r/l
ϕ (viewing p

r/l
ϕ as

a second-order polynomial in the variable ξn, see (3.10)) as (x, ξ0, η) varies. In particular,
we prove that (x, ξ0, η) ∈ Z

r/l , i.e. µ
r/l (x, ξ0, η) = 0, if and only if there exists ξn ∈ R

such that (x, ξ0, η, ξn) ∈ Char(P
r/l
ϕ ).

With the symmetric bilinear forms

β̃
r/l (x; ξ0, η; ξ

′

0, η
′) =

1
c
r/l
ξ0ξ
′

0 + r̃
r/l (x, η, η′),

α̃
r/l (x; ξ0, η, ξn; ξ

′

0, η
′, ξ ′n) = β̃

r/l (x; ξ0, η; ξ
′

0, η
′)+ ξnξ

′
n,

and the associated quadratic forms, β
r/l (x; ξ0, η) and α

r/l (x; ξ0, η, ξn), we have

µ
r/l (x, ξ0, η) = β

r/l (x, ξ0, η)+
(β̃

r/l (x; ξ0, η; ∂x0ϕ
r/l , dyϕ

r/l ))2

(∂xnϕ
r/l )2

− α
r/l (x; ∂x0ϕ

r/l , dyϕ
r/l , ∂xnϕ

r/l ).

We also define the quadratic form

β
r/l
ϕ (x; ξ0, η) = (β̃

r/l (x; ξ0, η; ∂x0ϕ
r/l , dyϕ

r/l ))2.

The quadratic forms β
r/l are positive definite. With the function γ (x) on V +ε chosen in

Section 3.1 we have

β l(x; ξ0, η)− γ (x)β
r(x; ξ0, η) ≥ C|(ξ0, η)|

2 > 0. (3.15)

From the properties of the weight function listed in Section 3.1 we have

γ ′(∂xnϕ
r)2 − (∂xnϕ

l)2 ≥ C > 0, 0 < γ ′(x) ≤ γ (x)− ε, ε > 0, (3.16)

and
|∂x0ϕ

r/l | + |dyϕ
r/l |g ≤ ν inf(|∂xnϕ

l
|), (3.17)



Controllability of a parabolic system with a diffusive interface 1509

with ν>0 sufficiently small. Furthermore |∂x0ϕ
r/l |+|∇gϕ

r/l |+|∂xnϕ
r/l |>0 in [0, X0]×V

+
ε ,

and the following subellipticity property is satisfied:

∀x ∈ [0, X0] × V
+
ε , (ξ0, η, ξn) ∈ R× T ∗y (S)× R,

p
r/l
ϕ (x, ξ0, η, ξn) = 0 ⇒ {q̃

r/l
2 , q̃

r/l
1 }(x, ξ0, η, ξn) > 0. (3.18)

The subellipticity property (3.18) is necessary for the derivation of the Carleman
estimate and is geometrically invariant (see e.g. [Hör63, Section 8.1, p. 186]; see also
[LL12]).

Remark 3.3. A weight function ϕ with the properties of Section 3.1, or (3.16)–(3.18)
equivalently, can be obtained in the following classical way. Choose a continuous func-
tion ψ , smooth on both sides of S, such that ψ

r/l satisfies conditions (3.16), (3.17) and
|∂x0ψ

r/l | + |∇
sψ

r/l |g + |∂xnψ
r/l | > 0 on [0, X0] × V

+
ε . These conditions are then also

satisfied by ϕ = eλψ , λ ≥ 1. For the parameter λ sufficiently large, ϕ will also fulfill
the subellipticity condition (see e.g. Lemma 3 in [LR95, Section 3.B], Theorem 8.6.3 in
[Hör63, Chapter 8], or Proposition 28.3.3 in [Hör85b, Chapter 28]).

Using (3.15)–(3.17) for ν sufficiently small, we obtain

β l − γ (x)(βr + βrϕ/(∂xnϕ
r)2) ≥ C|(ξ0, η)|

2 > 0, (3.19)

and

γ (x)αr(x; ∂x0ϕ
r , dyϕ

r , ∂xnϕ
r)− αl(x; ∂x0ϕ

l, dyϕ
l, ∂xnϕ

l) ≥ C > 0, (3.20)

where we have used that γ ≥ γ ′ + ε.
The assumption we have formulated yields the following key property.

Proposition 3.4. There exists C0 > 0 such that in the neighborhood Vε we have

(µl − γ (x)µr)(x, ξ0, η) ≥ C0〈(ξ0, η)〉
2 > 0,

x = (x0, x) = (x0, y, xn), (ξ0, η) ∈ R× T ∗y (S).

In particular, Er,+ ∪ Zr ⊂ El,+.

Proof. From the properties of the weight function in Section 3.1, and more precisely
(3.19)–(3.20) that follow from them, we have

µl = β l(x; ξ0, η)− γ (x)(β
r(x; ξ0, η)+ β

r
ϕ(x; ξ0, η)/(∂xnϕ

r)2)+ β lϕ(x; ξ0, η)/(∂xnϕ
l)2

+ γ (x)αr(x;ϕr′)− αl(x;ϕl′)+ γ (x)µr

≥ C〈(ξ0, η)〉
2
+ γ (x)µr . ut

Proposition 3.5. For the weight function ϕ with the properties of Section 3.1 we have

Char(psϕ) ⊂ Char(Repsϕ) ⊂ E
l,−
∩ {xn = 0}.
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Proof. From (3.11) we see that Repsϕ = 0 implies

|η|g + |ξ0| ≤ C(|∂x0ϕ
r/l | + |dyϕ

r/l |g)xn=0, (3.21)

and we find

µl
|xn=0+

=

[
(ξ2

0−(∂x0ϕ)
2)

(
1
cl
−

1
cs

)
−(∂xnϕ

l)2+
1

(∂xnϕ)
2

(
ξ0∂x0ϕ

cl
+r̃(x; η, dyϕ|xn=0)

)2]∣∣∣∣
xn=0

.

Using (3.21) together with (3.17) in this expression gives

µl
|xn=0+ ≤

[
−(∂xnϕ

l)2 + Cν inf((∂xnϕ
l)2)

]∣∣
xn=0.

The result thus follows when taking ν sufficiently small. ut

3.5. Root properties

The following lemma describes the position of the roots of p
r/l
ϕ of (3.10) viewed as a

second-order polynomial in ξn. The proof is given in Appendix C.4.

Lemma 3.6. We have the following root properties:

1. In the region E
r/l ,+, the polynomial p

r/l
ϕ defined in (3.10) has two distinct roots that

satisfy Im ρ
r/l ,+ > 0 and Im ρ

r/l ,− < 0. Moreover,

µ
r/l ≥ C > 0 ⇔ Im ρ

r/l ,+ ≥ C′ > 0 and Im ρ
r/l ,− ≤ −C′ < 0.

2. In the region E
r/l ,−, the imaginary parts of the two roots have the sign of −∂xnϕ

r/l .
3. In the region Z

r/l , one of the roots is real.

Moreover, there existC > 0 andH > 0 such that |ρ
r/l ,+−ρ

r/l ,−| ≥ |Im ρ
r/l ,+−Im ρ

r/l ,−| ≥

C > 0 in the region {µ
r/l ≥ −H }.

Remark 3.7. Note that (x, ξ0, η) ∈ E
r/l ,+ for |ξ0| + |η|g sufficiently large, say |ξ0| +

|η|g ≥ R, uniformly in x ∈ [0, X0] × V
+
ε and for h bounded. Note also that in the region

{µ
r/l ≥ −H }, the roots ρ

r/l ,± are smooth since they do not cross.

For the polynomial prϕ , for |ξ0|+ |η|g small, i.e. in the region Er,−, the two roots ρr,+

and ρr,− both have negative imaginary parts. As the value of µr increases, the root ρr,+

moves towards the real axis, and crosses it in Zr . In Er,+ we have Im ρr,+ > 0 and
Im ρr,− < 0.

For the polynomial plϕ , for |ξ0| + |η|g small, i.e. in El,−, the two roots ρl,+ and ρl,−

both have positive imaginary parts. As the value of µl increases, the root ρl,− moves
towards the real axis, and crosses it in Zl . In El,+ we have Im ρl,+ > 0 and Im ρl,− < 0.
The “motion” of the roots of plϕ and prϕ is illustrated in Figure 3.
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ρl,−

Re ξn

Im ξn

Re ξn

Im ξn

ρr,−

ρl,+

ρr,+

P rϕ

P lϕ

(a) Root configuration in Er,−, µd < 0

ρr,+

Re ξn

Im ξn
P lϕ

Re ξn

Im ξn
P rϕ

ρr,−

ρl,−

ρl,+

(b) Root configuration in Zr , µr = 0

ρr,+

Re ξn

Im ξn

Re ξn

Im ξn
P rϕ

ρr,−

P lϕ

ρl,+

ρl,−

(c) Root configuration in Er,+, µr > 0

Fig. 3. The root ρr,+ crosses the real axis before the root ρl,− does, as µr decreases.

We now define
M+ = (0, X0)× S × [0, 2ε].

We also set

M∗
+ := {(x0, y, xn, ξ0, η) ∈ (0, X0)× S × [0, 2ε] × R× T ∗y (S)}
' T ∗ ((0, X0)× S)× [0, 2ε].

With the symbols defined in Section B.2 (see Definition B.4) we obtain the following
result.

Lemma 3.8. Let H be as given in Lemma 3.6. Let χ
r/l ∈ S0

T (M
∗
+) with support in

{µ
r/l ≥ −H }. Then χ

r/lρ
r/l ,± ∈ S1

T (M
∗
+). Let C0 > 0. There exists C > 0 such that

|Im ρ
r/l ,±| ≥ C(1+ |ξ0| + |η|g) in {µ

r/l ≥ C0}. It follows that for some C′ > 0 we have

|ρ
r/l ,+ − ρ

r/l ,−| ≥ |Im(ρ
r/l ,+ − ρ

r/l ,−)| ≥ C′(1+ |ξ0| + |η|g) in {µ
r/l ≥ C0}.

We refer to Appendix C.5 for a proof.
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3.6. Microlocalization operators

We define the following open sets in (tangential) phase space:

E = {(x, ξ0, η) ∈M∗
+; ε1 < µr(x, ξ0, η)},

Z = {(x, ξ0, η) ∈M∗
+; −2ε1 < µr(x, ξ0, η) < 2ε1},

F = {(x, ξ0, η) ∈M∗
+; ε2 < µl(x, ξ0, η) and µr(x, ξ0, η) < −ε1},

G = {(x, ξ0, η) ∈M∗
+; µ

l(x, ξ0, η) < 2ε2}.

(3.22)

The constants ε1 and ε2 are taken such that sup(γ )ε1+ ε2 < C0/2, with C0 as in Proposi-
tion 3.4. Our analysis in the region Z will require ε1 to be small (see Section 4.4 below).
Recall that γ is defined in Section 3.1. This yields G ∩ Z = ∅. As a consequence of
Propositions 3.4 and 3.5, the position of the different microlocal zones can be represented
as in Figure 4. In particular, Char(psϕ) ⊂ (G \F ) ∩ {xn = 0}.

µl = 0
µr = 0

G E

0

F

Zr

Z

µr = −2ε1 µr = 2ε1
µr = −ε1 µr = ε1Char(P sϕ )

Zl

µl = ε2

ν

µl = 2ε2

Fig. 4. Sketch of the relative position of the different phase-space regions. Here, (x, ξ0, η) is fixed
and we plot the different zones for (x, νξ0, νη) as ν increases from 0 to ∞, with ν representing
the norm of the tangential frequencies. This situation can be represented in this form since for x
fixed, the sets E

r/l ,− and {psϕ ≤ 0} are star-shaped with respect to 0 in the variables (ξ0, η) ∈
T ∗
(x0,y)

((0, X0)× S).

We introduce a C∞ partition of unity subordinated to the open covering of M∗
+ by

E , Z , F and G ,

χE + χZ + χF + χG = 1, 0 ≤ χ• ≤ 1, supp(χ•) ⊂ •, • = E ,Z ,F ,G .

The sets Z , F and G are relatively compact, which gives χZ , χF , χG ∈ S
−∞

T (M∗
+) and

consequently χE ∈ S
0
T (M

∗
+). Associated with these symbols, we now define tangential

pseudo-differential operators on M+.
Given 0 < α0 < X0/2, we choose a function ζ 1

∈ C∞c (0, X0) that satisfies ζ 1
= 1

on a neighborhood of (α0, X0 − α0) and 0 ≤ ζ 1
≤ 1. Setting

ζj (x0, y, xn) = ζ
1(x0)ψj (y) (3.23)

gives a partition of unity on (α0, X0−α0)×S×[0, 2ε]. Recall that (ψj )j∈J is a partition
of unity on S (see Section 1.4.3).

We define the following operators on M+:

4• =
∑
j∈J

4•,j with 4•,j = φ
∗

j OpT (χ•,j )(φ
−1
j )∗ζj , j ∈ J, • = E ,Z ,F ,G ,

(3.24)



Controllability of a parabolic system with a diffusive interface 1513

where φ∗j denotes the pullback by the function φj and

χ•,j = ζ̃j (φ
−1
j )∗χ•, (3.25)

and ζ̃j denotes a function in C∞c ((0, X0) × Ũj ) with ζ̃j = 1 in a neighborhood of
supp((φ−1

j )∗ζj ).
Proposition B.14 in Appendix B.3 shows that the operators 4• are zero-order tangen-

tial semiclassical operators on M+, with principal symbol ζ 1(x0)χ•(x, ξ0, η).

Remark 3.9. The role of the parameter α0 introduced here is to avoid considering bound-
ary problems on ({0} ∪ {X0})× S × [0, 2ε].

4. Proof of the Carleman estimate in a neighborhood of the interface

In this section, we prove Carleman estimates in the four microlocal regions described
above, that is, for functions 4•v

r/l , with v
r/l ∈ C∞c ((0, X0) × S × [0, 2ε)) and • =

E ,Z ,F ,G . It will be more convenient to do this in local coordinates,4 since we can
then use the techniques and some of the results of [LR10].

Our strategy in each microlocal region • (with • = E ,Z ,F ,G ) is hence the follow-
ing: We first produce Carleman estimates in each local chart (0, X0) × Ũj × [0, 2ε) for
the functions

u
r/l
•,j := OpT (χ•,j )v

r/l
j and us

•,j := OpT (χ•,j |xn=0+)v
s
j , (4.1)

where
v
r/l
j := (φ

−1
j )∗ζjv

r/l and vsj := (φ
−1
j )∗ζjv

s,

with ζj defined in (3.23). Then, we pull the local estimates back to the manifold and patch
them together to finally obtain a Carleman estimate for 4•v

r/l , as

4•v
r/l =

∑
j

φ∗j u
r/l
•,j . (4.2)

Note that the functions v
r/l
j (resp. vsj ) are defined in (0, X0) × Ũj × [0, 2ε) (resp.

(0, X0) × Ũj ). Yet, because of their compact support, we naturally extend them by zero
to R × Rn−1

× R+ (resp. R × Rn−1). In the following, functions with such a compact
support will be extended similarly.

We shall use the notation . for ≤ C, with a constant C independent of δ and h (but
depending on δ0 and h0).

4 However, note that it would be interesting to obtain the results of [LR10] directly in a global
setting.
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4.1. Preliminary observations

In the local chart Ũj , the differential operators P αϕ , α = r, l or s, are given by

P αϕ,j = (φ
−1
j )∗P αϕ φ

∗

j ,

with principal symbol pαϕ,j = (φ
−1
j )∗pαϕ .

Observe that the definition of µ
r/l in (3.12), and of the associated microlocal regions

Z
r/l , E

r/l ,± in (3.13)–(3.14), and E , Z , F and G in (3.22), are geometrically invariant.
In local coordinates, System (3.9) becomes

P
r/l
ϕ,jv

r/l
j = F̃

r/l
ϕ,j in (0, X0)× Ũj × [0, 2ε),

P sϕ,jv
s
j =

hi
csj δ

(
crj (Dxn + i∂xnϕ

r
j )v

r
j |xn=0+

+ clj (Dxn + i∂xnϕ
l
j )v

l
j |xn=0+

+ 2̃sϕ,j

)
in (0, X0)× Ũj ,

v
r/l
j |xn=0+

= vsj + θ
r/l
ϕ,j in (0, X0)× Ũj ,

(4.3)

where we have set

F̃
r/l
ϕ,j = (φ

−1
j )∗ζjF

r/l
ϕ + (φ

−1
j )∗[P

r/l
ϕ , ζj ]v

r/l ,

θ
r/l
ϕ,j = (φ

−1
j )∗ζj θ

r/l
ϕ ,

2sϕ,j = (φ
−1
j )∗ζj2

s
ϕ, 2̃sϕ,j = 2

s
ϕ,j +

csj δ

hi
(φ−1
j )∗[P sϕ , ζj ]v

s,

ϕ
r/l
j = (φ

−1
j )∗ϕ

r/l , c
r/l
j = (φ

−1
j )∗c

r/l , csj = (φ
−1
j )∗cs,

(4.4)

with [P
r/l
ϕ , ζj ] ∈ hD1(M+) and [P sϕ , ζj ] ∈ hD

1
T (M+).

We now formulate System (4.3) in terms of u•,j in preparation for the estimations in
the four different microlocal zones. First, we have

P
r/l
ϕ,ju

r/l
•,j = OpT (χ•,j )P

r/l
ϕ,jv

r/l
j + [P

r/l
ϕ,j ,OpT (χ•,j )]︸ ︷︷ ︸
∈h(90

T Dxn+9
1
T )

v
r/l
j .

In particular, this gives

‖P
r/l
ϕ,ju

r/l
•,j‖0 . ‖P

r/l
ϕ,jv

r/l
j ‖0 + h‖v

r/l
j ‖1. (4.5)

Second, as a consequence of (4.3), the transmission conditions satisfied by u
r/l
•,j and

us
•,j read
δcsj
hi
P sϕ,ju

s
•,j = (c

l
j (Dxn + i∂xnϕ

l
j )u

l
•,j )|xn=0+ + (c

r
j (Dxn + i∂xnϕ

r
j )u

r
•,j )|xn=0+ +G1,

u
r/l
•,j |xn=0+

= us
•,j + θ

r/l
•,j ,

(4.6)
with θ

r/l
•,j = OpT (χ•,j |xn=0+)θ

r/l
ϕ,j and



Controllability of a parabolic system with a diffusive interface 1515

G1 =
δcsj

hi
[P sϕ,j ,OpT (χ•,j |xn=0+)]︸ ︷︷ ︸

∈h91
T

vsj + [OpT (χ•,j |xn=0+), c
l
j (Dxn + i∂xnϕ

l
j )]︸ ︷︷ ︸

∈h90
T

vlj |xn=0+

+ [OpT (χ•,j |xn=0+), c
r
j (Dxn + i∂xnϕ

r
j )]︸ ︷︷ ︸

∈h90
T

vrj |xn=0+
+ OpT (χ•,j |xn=0+))2̃

s
ϕ,j .

We have the estimate

|G1|0 . δ|vsj |1 + h|v
l
j |xn=0+

|0 + h|v
r
j |xn=0+

|0 + |2̃
s
ϕ,j |0

. (δ + h)|vsj |1 + h|θ
l
ϕ,j |0 + h|θ

r
ϕ,j |0 + |2

s
ϕ,j |0, (4.7)

by (4.3) and (4.4). We set

γ0(u
r/l
•,j ) = u

r/l
•,j |xn=0+

, γ1(u
r/l
•,j ) = (Dxnu

r/l
•,j )|xn=0+ . (4.8)

In this local setting we also introduce

β = (crj /c
l
j )|xn=0+ , G̃1 = i∂xnϕ

l
j (θ

l
•,j − θ

r
•,j )+

1
clj |xn=0+

G1, (4.9)

k = −i(∂xnϕ
l
j |xn=0+

+ β ∂xnϕ
r
j |xn=0+

). (4.10)

Transmission conditions (4.6) can be written as
δcsj

hiclj

P sϕ,ju
s
•,j = γ1(u

l
•,j )+ βγ1(u

r
•,j )− kγ0(u

r
•,j )+ G̃1,

γ0(u
r/l
•,j ) = u

s
•,j + θ

r/l
•,j ,

(TC•,j )

where the remainder G̃1 can be estimated thanks to (4.7) by

|G̃1|0 . (δ + h)|vsj |1 + |2
s
ϕ,j |0 + |θ

l
ϕ,j |0 + |θ

r
ϕ,j |0. (4.11)

We are now prepared to prove the different Carleman estimates in the four microlocal
regions.

4.2. Estimate in the region G

Here, we prove a Carleman estimate for uG ,j , and consequently for 4G v.
We introduce a microlocal cut-off function χGF ∈ C∞c (M∗

+), 0 ≤ χGF ≤ 1, satis-
fying

χGF = 1 on a neighborhood of supp(χG ),

χG + χF = 1 on a neighborhood of supp(χGF ).
(4.12)

We choose ζ 2
∈ C∞c (0, X0) such that 0 ≤ ζ 2

≤ 1, ζ 2
= 1 on a neighborhood of

supp(ζ 1) (with ζ 1 defined in (3.23)), and such that ζ̃j = 1 on supp((φ−1
j )∗ζ 2

j ) where
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ζ 2
j (x0, y) = ζ

2(x0)ψj (y). As in (3.25) we set

χGF ,j = ζ̃j (φ
−1
j )∗χGF ,

and we define the associated tangential pseudo-differential operator 4GF by

4GF =
∑
j∈J

4GF ,j with 4GF ,j = φ
∗

j OpT (χGF ,j )(φ
−1
j )∗ζ 2

j , j ∈ J,

Note that the local symbol (see Proposition B.7) of 4GF in each chart is equal to 1 in the
support of the local symbol of 4G .

We recall that the function ζ = ζ(xn) ∈ C∞c ([0, 2ε)) satisfies ζ(0) = 1 on [0, ε).
Making use of the Calderón projector technique for P rϕ,j and of the standard Carleman

techniques for P lϕ,j , we obtain the following partial estimate.

Proposition 4.1. Suppose that the weight function ϕ satisfies the properties listed in Sec-
tion 3.1. Then, for all δ0 > 0, there exist C > 0 and h0 > 0 such that, for all 0 < δ ≤ δ0
and 0 < h ≤ h0, and for v

r/l ∈ C∞c ((0, X0) × S × [0, 2ε)) and vs ∈ C∞c ((0, X0) × S)

satisfying (3.9), we have

‖4G v
r
‖

2
1 + h|4G v

r
|xn=0+ |

2
1 + h|Dxn4G v

r
|xn=0+ |

2
0

≤ C
(
‖P rϕv

r
‖

2
0 + h

2
‖vr‖21 + h

4
|Dxnv

r
|xn=0+ |

2
0
)
, (4.13)

and

h‖4G v
l
‖

2
1 + h|4G v

l
|xn=0+ |

2
1 + h|Dxn4G v

l
|xn=0+ |

2
0

≤ C

(
1+

δ2

h2

)(
‖ζP rϕv

r
‖

2
0 + h

2
‖4GF v

r
‖

2
1 + h

4
|Dxnv

r
|xn=0+ |

2
0 + h

4
‖vr‖21 + h

3
|vs |21

)
+ C

(
‖P lϕv

l
‖

2
0 + h

2
‖vl‖21 + h|θ

l
ϕ |

2
1 +

δ2

h
|θ rϕ |

2
0 + h|θ

r
ϕ |

2
1 + h|2

s
ϕ |

2
0

)
. (4.14)

Proof. The function uG ,j , defined in (4.1), satisfies (TC•,j ), with • = G . On the “r”
side, the root configuration described in Lemma 3.6 (and represented in Figure 3) allows
us to apply the Calderón projector technique used in [LR97, LR10]. According to [LR10,
Remark 2.5] and using (2.59)–(2.61) therein, applied with vd replaced here by vrj , we
have

‖urG ,j‖1 + h
1/2
|γ0(u

r
G ,j )|1 + h

1/2
|γ1(u

r
G ,j )|0

. ‖P rϕ,jv
r
j ‖0 + h‖v

r
j ‖1 + h

2
|Dxnv

r
j |xn=0+

|0, (4.15)

which is a local version of (4.13).
Let us now explain how such local estimates can be patched together to yield (4.13).

Concerning the first term on the left-hand side of (4.15), and using the definition of
Sobolev norms given in (1.20)–(1.22), we have

‖4G v
r
‖1 .

∑
j∈J

‖urG ,j‖1, |4G v
r
|xn=0+ |1 .

∑
j∈J

|γ0(u
r
G ,j )|1 (4.16)
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by (4.2) and Lemma B.15. Similarly we have Dxn4G v
r
|xn=0+ =

∑
j φ
∗

j γ1(u
r
G ,j ) since φ∗j

does not depend on the xn variable. As a consequence, we obtain

|(Dxn4G v
r)|xn=0+ |0 ≤

∑
j∈J

|φ∗j γ1(u
r
G ,j )|0 .

∑
j∈J

|γ1(u
r
G ,j )|0, (4.17)

by Lemma 1.9.
Now concerning the right-hand side of (4.15), we directly have

‖vrj ‖1 = ‖(φ
−1
j )∗ζjv

r
‖1 = ‖ζ

1(φ−1
j )∗ψjv

r
‖1 . ‖(φ−1

j )∗ψjv
r
‖1 . ‖vr‖1, (4.18)

by the definition of ‖ · ‖1 on M+, as well as

|Dxnv
r
j |xn=0+

|0 . |Dxnv
r
|xn=0+ |0. (4.19)

Finally, we compute

P rϕ,jv
r
j = (φ

−1
j )∗P rϕφ

∗

j (φ
−1
j )∗ζjv

r
= (φ−1

j )∗ζjP
r
ϕv

r
+ (φ−1

j )∗[P rϕ , ζj ]v
r .

We have
‖(φ−1

j )∗ζjP
r
ϕv

r
‖0 = ‖ζ

1(φ−1
j )∗ψjP

r
ϕv

r
‖0 ≤ ‖P

r
ϕv

r
‖0, (4.20)

and, using Lemma 1.9,

‖(φ−1
j )∗[P rϕ , ζj ]v

r
‖0 . ‖[P rϕ , ζj ]v

r
‖0 . h‖vr‖1, (4.21)

since [P rϕ , ζj ] ∈ hD
1(M+). Finally combining all the estimates (4.16)–(4.21) with the

local inequalities (4.15) summed over j ∈ J , we obtain the desired global estimate (4.13)
on M+.

To obtain estimate (4.14) on the “l” side we first need a more precise estimate for
the “r” side. For this, we introduce another microlocal cut-off function χ̃GF satisfying
the same requirements (4.12) as χGF , and such that χGF = 1 on a neighborhood of
supp(χ̃GF ). We choose ζ 3

∈ C∞c (0, X0) such that 0 ≤ ζ 3
≤ 1, ζ 3

= 1 on a neighbor-
hood of supp(ζ 1), and such that ζ 2

= 1 on a neighborhood of supp(ζ 3). As in (3.25) we
set

χ̃GF ,j = ζ̃j (φ
−1
j )∗χ̃GF ,

and we define the associated tangential pseudo-differential operator 4̃GF by

4̃GF =
∑
j∈J

4̃GF ,j with 4̃GF ,j = φ
∗

j OpT (χ̃GF ,j )(φ
−1
j )∗ζ 3

j , ζ
3
j = ζ

3ψj , j ∈ J,

According to [LR10, Remark 2.5] and using (2.60) and (2.61) therein, applied with vd

replaced by ζ(xn)(φ−1
j )∗ζj 4̃GF v

r , we have

h1/2
|γ0(OpT (χG ,j )(φ

−1
j )∗ζj 4̃GF v

r)|1 + h
1/2
|γ1(OpT (χG ,j )(φ

−1
j )∗ζj 4̃GF v

r)|0

. ‖P rϕ,j ζ(φ
−1
j )∗ζj 4̃GF v

r
‖0 + h‖ζ(φ

−1
j )∗ζj 4̃GF v

r
‖1 + h

2
|γ1((φ

−1
j )∗ζj 4̃GF v

r)|0.

(4.22)
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We notice that the right-hand side of this inequality can be bounded directly by global
quantities. First, we have

‖ζ(φ−1
j )∗ζj 4̃GF v

r
‖1 . ‖4̃GF v

r
‖1. (4.23)

Second, we estimate∣∣γ1((φ
−1
j )∗ζj 4̃GF v

r)
∣∣
0 ≤ |(Dxn4̃GF v

r)|xn=0+ |0,

where

(Dxn4̃GF v
r)|xn=0+ = (4̃GFDxnv

r)|xn=0+ + ([Dxn , 4̃GF ]︸ ︷︷ ︸
∈h90

T (M+)

vr)|xn=0+ .

Using Proposition B.12 and the trace formula (1.23), we have the estimate

h2
|γ1((φ

−1
j )∗ζj 4̃GF v

r)|0 . h2
|Dxnv

r
|xn=0+ |0 + h

5/2
‖vr‖1. (4.24)

Concerning the term with P rϕ,j on the right-hand side of (4.22), we can proceed as
in (4.20)–(4.21) to obtain

‖P rϕ,j ζ(φ
−1
j )∗ζj 4̃GF v

r
‖0

= ‖(φ−1
j )∗P rϕ ζ ζj 4̃GF v

r
‖0 . ‖P rϕ ζ 4̃GF v

r
‖0 + h‖4̃GF v

r
‖1. (4.25)

Moreover, using Proposition B.10, we have 4̃GF (1 − 4GF ) ∈ h
∞9−∞T (M+), as their

local symbols in every chart have disjoint supports by Proposition B.14, because of the
supports of ζ 3 and χ̃GF . We then obtain, by Proposition B.12,

h‖4̃GF v
r
‖1 . h‖4̃GF4GF vr‖1+h‖4̃GF (1−4GF )v

r
‖1 . h‖4GF v

r
‖1+h

2
‖vr‖1.

(4.26)
We also have

‖P rϕ ζ 4̃GF v
r
‖0 . ‖4̃GF ζP

r
ϕv

r
‖0 + ‖[P

r
ϕ , 4̃GF ζ ]v

r
‖0. (4.27)

Arguing as above with the use of Propositions B.10 and B.14, and also Corollary B.11,
we have

[P rϕ , 4̃GF ζ ] = [P
r
ϕ , 4̃GF ζ ]︸ ︷︷ ︸
∈h91(M+)

4GF + [P
r
ϕ , 4̃GF ζ ](1−4GF )︸ ︷︷ ︸
∈h∞9−∞(M+)

so that (4.27) now reads, by Proposition B.12,

‖P rϕ ζ 4̃GF v
r
‖0 . ‖ζP rϕv

r
‖0 + h‖4GF v

r
‖1 + h

2
‖vr‖1. (4.28)

The three estimates (4.25), (4.26) and (4.28) give

‖P rϕ,j ζ(φ
−1
j )∗ζj 4̃GF v

r
‖0 . ‖ζP rϕv

r
‖0 + h‖4GF v

r
‖1 + h

2
‖vr‖1. (4.29)
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Combining (4.22) with (4.23)–(4.24), (4.26) and (4.29), we finally have

h1/2
|γ0(OpT (χG ,j )(φ

−1
j )∗ζj 4̃GF v

r)|1 + h
1/2
|γ1(OpT (χG ,j )(φ

−1
j )∗ζj 4̃GF v

r)|0

. ‖ζP rϕv
r
‖0 + h‖4GF v

r
‖1 + h

2
|Dxnv

r
|xn=0+ |0 + h

2
‖vr‖1. (4.30)

Then, we need the following lemma to come back to the variable urG ,j =

OpT (χG ,j )(φ
−1
j )∗ζjv

r on the left-hand side of (4.30).

Lemma 4.2. There exists R ∈ h∞9−∞T (M+) such that

OpT (χG ,j )(φ
−1
j )∗ζj 4̃GF v

r
= urG ,j + (φ

−1
j )∗Rvr .

This lemma is proven in Appendix C.6. As a consequence we have

h1/2
|γ0(u

r
G ,j )|1 . h1/2

|γ0(OpT (χG ,j )(φ
−1
j )∗ζj 4̃GF v

r)|1 + h
1/2
|γ0((φ

−1
j )∗Rvr)|0

. h1/2
|γ0(OpT (χG ,j )(φ

−1
j )∗ζj 4̃GF v

r)|1 + h
2
‖vr‖1

by the trace formula (1.23). This, together with estimate (4.30), gives

h1/2
|γ0(u

r
G ,j )|1 . ‖ζP rϕv

r
‖0 + h‖4GF v

r
‖1 + h

2
‖vr‖1 + h

2
|Dxnv

r
|xn=0+ |0. (4.31)

Lemma 4.2 also yields

h1/2
|γ1(u

r
G ,j )|0 . h1/2

|γ1(OpT (χG ,j )(φ
−1
j )∗ψj 4̃GF v

r)|0 + h
1/2
|γ1((φ

−1
j )∗Rvr)|0

. h1/2
|γ1(OpT (χG ,j )(φ

−1
j )∗ψj 4̃GF v

r)|0 + h
2
‖vr‖1 + h

2
|Dxnv

r
|xn=0+ |0. (4.32)

Combining (4.30) with (4.32), we finally obtain

h1/2
|γ1(u

r
G ,j )|0 . ‖ζP rϕv

r
‖0 + h‖4GF v

r
‖1 + h

2
‖vr‖1 + h

2
|Dxnv

r
|xn=0+ |0. (4.33)

On the “l” side, we apply the Carleman method. By the properties of the weight
function of Section 3.1 and in particular by (3.18), and by Lemma 2 in [LR95], we then
have

h‖ulG ,j‖
2
1 + Re

(
hBl(ulG ,j )+ h

2((DnulG ,j + Ll1ulG ,j )|xn=0+ , L
l
0u
l
G ,j |xn=0+

)
0

)
. ‖Pϕ,ju

l
G ,j‖

2
0, (4.34)

for 0 < h ≤ h0, h0 sufficiently small, where Ll1 ∈ D1
T and Ll0 ∈ 9

0
T . The quadratic form

Bl is given by

Bl(ψ)

=

((
2∂xnϕ

l
j |xn=0+

B l1

B l′1 B l2

)(
γ1(ψ)

γ0(ψ)

)
,

(
γ1(ψ)

γ0(ψ)

))
0

, supp(ψ) ⊂ (0, X0)× Ũj × [0, 2ε),

(4.35)

where B l1, B
l′
1 ∈ D1

T with principal symbols σ(B l1) = σ(B l′1 ) = 2(φ−1
j )∗q l1|xn=0+ , and

B l2 ∈ D2
T with σ(B l2) = −2∂xnϕ

l
j (φ
−1
j )∗q l2|xn=0+ .
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Observe that∣∣((DnulG ,j + Ll1ulG ,j )|xn=0+ , L
l
0u
l
G ,j |xn=0+

)
0

∣∣ . |γ1(u
l
G ,j )|

2
0 + |γ0(u

l
G ,j )|

2
1, (4.36)

|Bl(ulG ,j )| . |γ0(u
l
G ,j )|

2
1 + |γ1(u

l
G ,j )|

2
0. (4.37)

Now, using (4.34), together with the estimates (4.36) and (4.37), we have

h‖ulG ,j‖
2
1 . ‖P lϕ,ju

l
G ,j‖

2
0 + h|γ0(u

l
G ,j )|

2
1 + h|γ1(u

l
G ,j )|

2
0. (4.38)

It remains to estimate the traces on the “l” side by the traces on the “r” side, through the
transmission conditions (TC•,j ):

γ0(u
l
G ,j ) = γ0(u

r
G ,j )+ θ

l
G ,j − θ

r
G ,j ,

γ1(u
l
G ,j ) =

δcsj

hiclj

P sϕ,j (γ0(u
r
G ,j )− θ

r
G ,j )− βγ1(u

r
G ,j )+ kγ0(u

r
G ,j )− G̃1,

usG ,j = γ0(u
r
G ,j )− θ

r
G ,j .

As a consequence, γ0(u
l
G ,j ) and γ1(u

l
G ,j ) can be estimated as follows:|γ0(u

l
G ,j )|1 ≤ |γ0(u

r
G ,j )|1+ |θ

l
G ,j |1+ |θ

r
G ,j |1,

|γ1(u
l
G ,j )|0 . |γ1(u

r
G ,j )|0+

δ

h
|P sϕ,jγ0(u

r
G ,j )|0+

δ

h
|P sϕ,j θ

r
G ,j |0+ |γ0(u

r
G ,j )|0+ |G̃1|0.

(4.39)
We now prove that, on the support of χG ,j , the operator P sϕ,j is of order 0. For this, let
χ̃ ∈ C∞c (T

∗(Rn)) be equal to 1 on a neighborhood of supp(χG ,j |xn=0+). Then

γ0(u
r
G ,j ) = OpT (χG ,j )v

r
j |xn=0+

= OpT (χ̃)OpT (χG ,j )v
r
j |xn=0+

+ OpT (1− χ̃)OpT (χG ,j )︸ ︷︷ ︸
∈h∞9−∞T

vrj |xn=0+
,

which yields

P sϕ,jγ0(u
r
G ,j ) =

(
P sϕ,j OpT (χ̃)

)
︸ ︷︷ ︸

∈90
T

γ0(u
r
G ,j )+ P

s
ϕ,j OpT (1− χ̃)OpT (χG ,j )︸ ︷︷ ︸

∈h∞9−∞T

vrj |xn=0+
.

This, together with the trace formula (1.23), gives the estimate

δ

h
|P sϕ,jγ0(u

r
G ,j )|0 ≤ C

δ

h
|γ0(u

r
G ,j )|0 + CNδh

N
‖vrj ‖1, N ∈ N.

Similarly, we have the estimate

δ

h
|P sϕ,j θ

r
G ,j |0 ≤ C

δ

h
|θ rG ,j |0 + CNδh

N
|θ rϕ,j |0 .

δ

h
|θ rϕ,j |0.
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The last two estimates and the second estimate of (4.39) yield

|γ1(u
l
G ,j )|0 . |γ1(u

r
G ,j )|0 +

(
1+

δ

h

)
|γ0(u

r
G ,j )|0

+
δ

h
|θ rϕ,j |0 + |G̃1|0 + CNδh

N
‖vrj ‖1, N ∈ N.

Using estimates (4.31) and (4.33) to bound the traces on the “r” side, we obtain

h1/2
|γ1(u

l
G ,j )|0 .

(
1+

δ

h

)
(‖ζP rϕv

r
‖0 + h‖4GF v

r
‖1 + h

2
‖vr‖1 + h

2
|Dxnv

r
|xn=0+ |0)

+
δ

h1/2 |θ
r
ϕ,j |0 + h

1/2
|G̃1|0,

for 0 < h ≤ h0, and using (4.11) to estimate the remainder, we have

h1/2
|γ1(u

l
G ,j )|0 .

(
1+

δ

h

)(
‖ζP rϕv

r
‖0 + h‖4GF v

r
‖1 + h

2
‖vr‖1 + h

2
|Dxnv

r
|xn=0+ |0

+ h3/2
|vsj |1 + h

1/2
|θ rϕ,j |0

)
+ h1/2

|2sϕ,j |0 + h
1/2
|θ lϕ,j |0, (4.40)

We now observe that the first line of (4.39) together with (4.31) yields

h1/2
|γ0(u

l
G ,j )|1 . ‖ζP rϕv

r
‖0 + h‖4GF v

r
‖1 + h

2
‖vr‖1 + h

2
|Dxnv

r
|xn=0+ |0

+ h1/2
|θ lϕ,j |1 + h

1/2
|θ rϕ,j |1. (4.41)

Combining (4.5) with (4.38), (4.40) and (4.41) we obtain

h‖ulG ,j‖
2
1 + h|γ0(u

l
G ,j )|

2
1 + h|γ1(u

l
G ,j )|

2
0

.

(
1+

δ2

h2

)(
‖ζP rϕv

r
‖

2
0 + h

2
‖4GF v

r
‖

2
1 + h

4
‖vr‖21 + h

4
|Dxnv

r
|xn=0+ |

2
0 + h

3
|vsj |

2
1
)

+ h|θ lϕ,j |
2
1 +

δ2

h
|θ rϕ,j |

2
0 + h|θ

r
ϕ,j |

2
1 + h|2

s
ϕ,j |

2
0 + ‖P

l
ϕ,jv

l
j‖

2
0 + h

2
‖vlj‖

2
1. (4.42)

This is a local version of (4.14). Patching together on M+ the local Carleman estimates
(4.42) as we did in (4.16)–(4.21) yields (4.14). This concludes the proof of Proposi-
tion 4.1. ut

4.3. Estimate in the region F

Here, we prove a Carleman estimate for uF ,j , and consequently for4F v. Making use of
the Calderón projector technique for both P rϕ,j and P lϕ,j , we obtain the following partial
estimate.
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Proposition 4.3. Suppose that the weight function ϕ has the properties listed in Sec-
tion 3.1. Then, for all δ0 > 0, there exist C > 0 and h0 > 0 such that, for all 0 < δ ≤ δ0
and 0 < h ≤ h0, and for v

r/l ∈ C∞c ((0, X0) × S × [0, 2ε)) and vs ∈ C∞c ((0, X0) × S)

satisfying (3.9), we have

‖4F v
r
‖

2
1 + h|4F v

r
|xn=0+ |

2
1 + h|Dxn4F v

r
|xn=0+ |

2
0

≤ C
(
‖P rϕv

r
‖

2
0 + h

2
‖vr‖21 + h

4
|Dxnv

r
|xn=0+ |

2
0
)
, (4.43)

and

‖4F v
l
‖

2
1 + h|4F v

l
|xn=0+ |

2
1 + h|Dxn4F v

l
|xn=0+ |

2
0

≤ C(‖P lϕv
l
‖

2
0 + h

2
‖vl‖21 + h

4
|Dxnv

l
|xn=0+ |

2
0 + ‖P

r
ϕv

r
‖

2
0

+ h2
‖vr‖21 + h

4
|Dxnv

r
|xn=0+ |

2
0 + h|θ

l
ϕ |

2
1 + h|θ

r
ϕ |

2
1). (4.44)

Proof. Here, the functions u
r/l
F ,j

, j ∈ J satisfy (TC•,j ), with • = F . On both the “r”
and “l” sides, the root configuration described in Lemma 3.6 (and represented in Figure 5)

Re ξn

Im ξn
ρl,+

P lϕ

ρl,−
Re ξn

Im ξn

ρr,−
ρr,+

P rϕ

Fig. 5. Root configuration in the region F .

allows us to use the Calderón projector technique used in [LR97, LR10]. According to
[LR10, Remark 2.5] and using (2.59)–(2.61) therein, applied with vd replaced here by vrj ,
we have

‖urF ,j‖1 + h
1/2
|γ0(u

r
F ,j )|1 + h

1/2
|γ1(u

r
F ,j )|0

. ‖P rϕ,jv
r
j ‖0 + h‖v

r
j ‖1 + h

2
|Dxnv

r
j |xn=0+

|0. (4.45)

This is a local version of (4.43). Patching together on M+ the local Carleman estimates
(4.45) as we did in (4.16)–(4.21) yields (4.43).

On the “l” side, since both roots are separated by the real axis (see Figure 5) we
only obtain one relation between the two traces at the interface: according to [LR10, Eq.
(2.67)], we have

‖ulF ,j
‖1 . ‖P lϕ,jv

l
j‖0 + h‖v

l
j‖1 + h

1/2
|γ0(u

l
F ,j

)|1 + h
1/2
|γ1(u

l
F ,j

)|0

+ h2
|Dxnv

l
j |xn=0+

|0, (4.46)

together with the following relation between the two traces [LR10, Eq. (2.68)]:

(1− OpT (al))γ0(u
l
F ,j

) = OpT (bl)γ1(u
l
F ,j

)+Gl2, (4.47)
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where al ∈ S0
T and bl ∈ S−1

T have principal parts respectively

al0 = −

(
χ̃

ρ
l,−
j

ρ
l,+
j − ρ

l,−
j

)∣∣∣∣
xn=0+

and bl
−1 =

(
χ̃

1

ρ
l,+
j − ρ

l,−
j

)∣∣∣∣
xn=0+

,

where ρl,±j are the roots of plϕ,j (i.e. ρl,±j = (φ−1
j )∗ρl,± with ρl,± described in Lem-

ma 3.6) and χ̃ ∈ C∞c (T
∗(Rn)) is compactly supported and equal to 1 on a neighborhood

of the support of χF ,j |xn=0+ . The remainder Gl2 (coming from the Calderón projector
method) satisfies [LR10, Eq. (2.69)]

|Gl2|1 . h−1/2(
‖P lϕ,jv

l
j‖0 + h‖v

l
j‖1 + h

2
|Dxnv

l
j |xn=0+

|0
)
. (4.48)

Let χ̂ ∈ C∞(T ∗(Rn)) satisfy the same requirements as χ̃ with χ̃ equal to 1 in a neigh-
borhood of the support of χ̂ . Since bl

−1 does not vanish in a neighborhood of supp(χ̂),
one can introduce a parametrix for OpT (bl), say OpT (e), with e ∈ S1

T , satisfying

OpT (e)OpT (bl) = OpT (χ̂)+ R, R ∈ h∞9−∞T .

Applying this parametrix to (4.47) gives the estimate

|γ1(u
l
F ,j

)|0 . |γ0(u
l
F ,j

)|1+|G
l
2|1+CNh

N (‖vlj‖1+|Dxnv
l
j |xn=0+

|0), N ∈ N. (4.49)

Here, we have used the trace formula (1.23) together with

γ1(u
l
F ,j

) = OpT (χ̂)γ1(u
l
F ,j

)+
(
(1− OpT (χ̂))OpT (χF ,j )|xn=0+

)︸ ︷︷ ︸
∈h∞9−∞T

Dxnv
l
j |xn=0+

+
(
(1− OpT (χ̂))[Dxn ,OpT (χF ,j )]|xn=0+

)︸ ︷︷ ︸
∈h∞9−∞T

vlj |xn=0+
. (4.50)

We now use the second equation in the transmission conditions (TC•,j ), which by
(4.45), yields

h1/2
|γ0(u

l
F ,j

)|1 ≤ h
1/2
|γ0(u

r
F ,j )|1 + h

1/2
|θ lF ,j

|1 + h
1/2
|θ rF ,j |1

. ‖P rϕ,jv
r
j ‖0 + h‖v

r
j ‖1 + h

2
|Dxnv

r
j |xn=0+

|0 + h
1/2
|θ lF ,j

|1 + h
1/2
|θ rF ,j |1.

This estimate together with (4.48) and (4.49) provides an estimate for |γ1(u
l
F ,j

)|0, which,
summed with (4.46), yields

‖ulF ,j
‖1+h

1/2
|γ0(u

l
F ,j

)|1+h
1/2
|γ1(u

l
F ,j

)|0 . ‖P lϕ,jv
l
j‖0+h‖v

l
j‖1+h

2
|Dxnv

l
j |xn=0+

|0

+ ‖P rϕ,jv
r
j ‖0 + h‖v

r
j ‖1 + h

2
|Dxnv

r
j |xn=0+

|0 + h
1/2
|θ lF ,j

|1 + h
1/2
|θ rF ,j |1.

This is a local version of (4.44). Patching together on M+ such local estimates as we did
in (4.16)–(4.21) yields (4.44). This concludes the proof of Proposition 4.3. ut
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4.4. Estimate in the region Z

Here, we prove a Carleman estimate for uZ ,j , and consequently for 4Z v.
As a consequence of property (3.6) of the weight function (see also (3.16)) and the

compactness of [0, X0]×S×[0, 2ε], we remark that in the region Z , there existsK1 > 0
such that

(∂xnϕ
r)2 − µr ≥ min (∂xnϕ

r)2 − 2ε1 ≥ K1 > 0 (4.51)

for ε1 sufficiently small (the constant ε1 is used in the definition of the microlocal regions
in (3.22)).

Making use of the Calderón projector technique for P lϕ,j , and standard techniques to
prove Carleman estimates for P rϕ,j , we obtain the following partial estimate.

Proposition 4.4. Suppose that the weight function ϕ has the properties listed in Sec-
tion 3.1. Then, for all δ0 > 0, there exist C > 0 and h0 > 0 such that, for all 0 < δ ≤ δ0
and 0 < h ≤ h0, and for v

r/l ∈ C∞c ((0, X0) × S × [0, 2ε)) and vs ∈ C∞c ((0, X0) × S)

satisfying (3.9), we have

h‖4Z v
r
‖

2
1 + h

(
1+

δ2

h2

)
|4Z v

r
|xn=0+ |

2
1 + h|Dxn4Z v

r
|xn=0+ |

2
0

≤ C

(
‖P rϕv

r
‖

2
0 + h

2
‖vr‖21 + h(δ

2
+ h2)|vs |21 + ‖P

l
ϕv
l
‖

2
0 + h

2
‖vl‖21 + h

4
|Dxnv

l
|xn=0+ |

2
0

+
δ2

h
|θ rϕ |

2
0 + h|θ

l
ϕ |

2
1 + h|θ

r
ϕ |

2
1 + h|2

s
ϕ |

2
0

)
(4.52)

and

‖4Z v
l
‖

2
1 + h|4Z v

l
|xn=0+ |

2
1 + h|Dxn4Z v

l
|xn=0+ |

2
0

≤ C

(
‖P lϕv

l
‖

2
0+h

2
‖vl‖21+h

4
|Dxnv

l
|xn=0+ |

2
0+h

3
|vs |21+

h2

δ2+h2 (‖P
r
ϕv

r
‖

2
0+h

2
‖vr‖21)

+h|θ lϕ |
2
1+h|θ

r
ϕ |

2
1+

h3

δ2+h2 |2
s
ϕ |

2
0

)
. (4.53)

Proof. The function uZ ,j satisfies (TC•,j ), with • = Z . On the “l” side, the root con-
figuration described in Lemma 3.6 (and represented in Figure 3b) allows us to apply the
Calderón projector technique as in [LR97, LR10]. Since the two roots are separated by
the real axis we only obtain one relation between the two traces at the interface: according
to [LR10, Eq. (2.67)], we have

‖ulZ ,j
‖1 . ‖P lϕ,jv

l
j‖0 + h‖v

l
j‖1 + h

1/2
|γ0(u

l
Z ,j

)|1 + h
1/2
|γ1(u

l
Z ,j

)|0

+ h2
|Dxnv

l
j |xn=0+

|0, (4.54)

together with the following relation between the two traces [LR10, Eq. (2.68)]:

(1− OpT (al))γ0(u
l
Z ,j

) = OpT (bl)γ1(u
l
Z ,j

)+Gl2, (4.55)
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where al ∈ S0
T and bl ∈ S−1

T have principal parts respectively

al0 = −

(
χ̃

ρ
l,−
j

ρ
l,+
j − ρ

l,−
j

)∣∣∣∣
xn=0+

and bl
−1 =

(
χ̃

1

ρ
l,+
j − ρ

l,−
j

)∣∣∣∣
xn=0+

, (4.56)

where ρl,±j are the roots of plϕ,j (i.e. ρl,±j = (φ−1
j )∗ρl,± with ρl,± described in Lem-

ma 3.6) and χ̃ ∈ C∞c (T
∗(Rn)) is equal to 1 on a neighborhood of the support of

χZ ,j |xn=0+ and equal to zero in a neighborhood of

((φ−1
j )∗G ) ∩ {xn = 0} =

{
(x0, φj (y); ξ0,

tdφ−1
j (φj (y))η); (x0, y, 0; ξ0, η) ∈ G

}
.

The remainder Gl2 (coming from the Calderón projector method) satisfies [LR10, Eq.
(2.69)]:

|Gl2|1 . h−1/2(
‖P lϕ,jv

l
j‖0 + h‖v

l
j‖1 + h

2
|Dxnv

l
j |xn=0+

|0
)
. (4.57)

On the “r” side, we apply the Carleman method to the operators P rϕ,j . By the proper-
ties of the weight function of Section 3.1, and in particular by (3.18), and by Lemma 2 in
[LR95], we then have

h‖urZ ,j‖
2
1 + Re

(
hBr(urZ ,j )+ h

2((DnurZ ,j + L
r
1u
r
Z ,j )|xn=0+ , L

r
0u
r
Z ,j |xn=0+

)
0

)
. ‖Pϕ,ju

r
Z ,j‖

2
0 (4.58)

for h sufficiently small, where Lr1 ∈ D1
T , Lr0 ∈ 9

0
T . The quadratic form Br is given by

Br(ψ)

=

((
2∂xnϕ

r
j |xn=0+

Br1

Br′1 Br2

)(
γ1(ψ)

γ0(ψ)

)
,

(
γ1(ψ)

γ0(ψ)

))
0

, supp(ψ) ⊂ (0, X0)× Ũj × [0, 2ε),

(4.59)

where Br1, B
r′
1 ∈ D1

T , Br2 ∈ D2
T , with principal symbols σ(Br1) = σ(B

r′
1 ) = 2qr1,j |xn=0+

and σ(Br2) = −2∂xnϕ
r
j q

r
2,j |xn=0+

with qrk,j = (φ
−1
j )∗qrk , k = 1, 2.

Observe that∣∣((DnurZ ,j +L
r
1u
r
Z ,j )|xn=0+ , L

r
0u
r
Z ,j |xn=0+

)
0

∣∣ . |γ1(u
r
Z ,j )|

2
0+ |γ0(u

r
Z ,j )|

2
1. (4.60)

Thanks to the transmission conditions (TC•,j ) at the interface and the trace relation
(4.55) on the “l” side, we shall be able to express γ1(u

r
Z ,j

) through γ0(u
r
Z ,j

) on the “r”
side. This will allow us to turn Br into a quadratic form operating on γ0(u

r
Z ,j

) only. We
first formulate (TC•,j ) in the following manner:
γ0(u

l
Z ,j

) = γ0(u
r
Z ,j

)+ θ lZ ,j
− θ rZ ,j

γ1(u
l
Z ,j

) =
δcsj

hiclj

P sϕ,j (γ0(u
r
Z ,j )− θ

r
Z ,j )− βγ1(u

r
Z ,j )+ kγ0(u

r
Z ,j )− G̃1,

usZ ,j
= γ0(u

r
Z ,j

)− θ rZ ,j
.

(4.61)
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Let χ̂ ∈ C∞(T ∗(Rn)) satisfy the same requirements as χ̃ with χ̃ equal to 1 in a
neighborhood of the support of χ̂ . Since the principal part bl

−1 does not vanish in a neigh-
borhood of supp(χ̂) (see (4.56)) one can introduce a parametrix for OpT (bl), say OpT (e)
with e ∈ S1

T , satisfying

OpT (e)OpT (bl) = OpT (χ̂)+ R, R ∈ h∞9−∞T .

Note that the principal part of the parametrix e is given by σ(e) = χ̂(ρl,+j − ρ
l,−
j )|xn=0+ .

Applying this parametrix to (4.55) gives

OpT (e)(1− OpT (al))γ0(u
l
Z ,j

) = OpT (χ̂)γ1(u
l
Z ,j

)+ Rγ1(u
l
Z ,j

)+ OpT (e)Gl2

= γ1(u
l
Z ,j

)+ R1Dxnv
l
j |xn=0+

+ R0v
l
j |xn=0+

+ OpT (e)Gl2, (4.62)

with R1 ∈ h
∞9−∞T and R0 ∈ h

∞9−∞T , since

γ1(u
l
Z ,j

) = OpT (χ̂)γ1(u
l
Z ,j

)+ (1− OpT (χ̂))OpT (χZ ,j )︸ ︷︷ ︸
∈h∞9−∞T

Dxnv
l
j |xn=0+

+ (1− OpT (χ̂))[Dxn ,OpT (χZ ,j )]︸ ︷︷ ︸
∈h∞9−∞T

vlj |xn=0+

and

Rγ1(u
l
Z ,j

) = ROpT (χZ ,j )︸ ︷︷ ︸
∈h∞9−∞T

Dxnv
l
|xn=0+ + R[Dxn ,OpT (χZ ,j )]︸ ︷︷ ︸

∈h∞9−∞T

vl
|xn=0+ .

Using the first relation of (4.61) to replace γ0(u
l
Z ,j

) by γ0(u
r
Z ,j

) in (4.62), we obtain

OpT (e)(1− OpT (al))(γ0(u
r
Z ,j )+ θ

l
Z ,j
− θ rZ ,j )

= γ1(u
l
Z ,j

)+ R1Dxnv
l
j |xn=0+

+ R0v
l
j |xn=0+

+ OpT (e)Gl2. (4.63)

Now, applying (4.63) in the second equation of (4.61) yields the following relation be-
tween the two traces of urZ ,j

:

βγ1(u
r
Z ,j ) =

(
δcsj

hiclj

P sϕ,j − OpT (e)(1− OpT (al))+ k
)
γ0(u

r
Z ,j )−

δcsj

hiclj

P sϕ,j θ
r
Z ,j

− OpT (e)(1− OpT (al))(θ lZ ,j
− θ rZ ,j )− G̃1 + OpT (e)Gl2

+ R1Dxnv
l
j |xn=0+

+ R0v
l
j |xn=0+

.

This equation can be written in the form

γ1(u
r
Z ,j ) = 6δγ0(u

r
Z ,j )+G3, (4.64)

where

6δ =
1
β

(
δcsj

hiclj

P sϕ,j − OpT (e)(1− OpT (al))+ k
)
, (4.65)



Controllability of a parabolic system with a diffusive interface 1527

and by (4.11) and (4.57) the term G3 can be estimated as

|G3|0 .
δ

h
|θ rϕ,j |0 + |θ

l
ϕ,j |1 + |θ

r
ϕ,j |1 + (δ + h)|v

s
j |1 + |2

s
ϕ,j |0

+ h−1/2(
‖P lϕ,jv

l
j‖0 + h‖v

l
j‖1 + h

2
|Dxnv

l
j |xn=0+

|0
)
, (4.66)

where we have used the trace formula (1.23) and

P sϕ,j θ
r
Z ,j = P

s
ϕ,j OpT (χZ ,j )︸ ︷︷ ︸

∈90
T

θ rϕ,j .

In supp(χ̂), from (4.56) the symbol σδ of 6δ reads

σδ = β
−1
(
−i
δcsj

hclj

psϕ,j − ρ
l,+
j + k

)
+ r with r ∈ δS1

T + hS
0
T , (4.67)

where functions are evaluated at the interface, i.e. xn = 0+.
Using (4.64) in (4.59), we can now write Br(urZ ,j

) as

Br(urZ ,j ) =

((
2∂xnϕ

r
j |xn=0+

Br1

Br′1 Br2

)(
6δγ0(u

r
Z ,j

)+G3

γ0(u
r
Z ,j

)

)
,

(
6δγ0(u

r
Z ,j

)+G3

γ0(u
r
Z ,j

)

))
0

= (6̃δγ0(u
r
Z ,j ), γ0(u

r
Z ,j ))0 + 4 Re(∂xnϕ

r
j |xn=0+

6δγ0(u
r
Z ,j ),G3)0

+ (Br1γ0(u
r
Z ,j ),G3)0 + (B

r′
1 G3, γ0(u

r
Z ,j ))0 + 2(∂xnϕ

r
j |xn=0+

G3,G3)0, (4.68)

with
6̃δ = 26∗δ ∂xnϕ

r
j |xn=0+

6δ +6
∗
δB

r
1 + B

r′
1 6δ + B

r
2 . (4.69)

The following lemma makes use of condition (4.51) that describes the smallness of
the region Z .

Lemma 4.5. Let σ̃δ be the symbol of 6̃δ . We have χ̂ h2

h2+δ2 σ̃δ ∈ S
0
T . Moreover, in supp(χ̂),

for h0 > 0 sufficiently small, we have

h2

h2 + δ2 σ̃δ ≥ C0 > 0, 0 < h ≤ h0.

We refer to Appendix C.7 for a proof.
Let χ̌ ∈ C∞c (T

∗(Rn)) be equal to 1 on a neighborhood of supp(χZ ,j |xn=0+) and
such that χ̂ is equal to 1 on a neighborhood of supp(χ̌). We then write

h2

h2 + δ2 σ̃δ = sδ + rδ, sδ =
h2

h2 + δ2 σ̃δχ̌ + C0〈(ξ0, ξ
′)〉2(1− χ̌),

rδ =

(
h2

h2 + δ2 σ̃δ − C0〈(ξ0, ξ
′)〉2

)
(1− χ̌).
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By Lemma 4.5, we have sδ ≥ C0〈(ξ0, ξ
′)〉2 and observe that sδ ∈ S2

T . The Gårding
inequality yields, for h0 sufficiently small and 0 < h ≤ h0,

(6̃δγ0(u
r
Z ,j ), γ0(u

r
Z ,j ))0 ≥ C

(
1+

δ2

h2

)
|γ0(u

r
Z ,j )|

2
1 − CNh

N
|vrj |xn=0+

|
2
0, (4.70)

as supp(rδ) ∩ supp(χZ ,j ) = ∅.
We now estimate the other terms in the expression (4.68). Using the Young inequality,

we have, for all ε > 0,

|(Br1γ0(u
r
Z ,j ),G3)0| + |(B

r′
1 G3, γ0(u

r
Z ,j ))0| + 2|(∂xnϕ

r
j |xn=0+

G3,G3)0|

. ε

(
1+

δ2

h2

)
|γ0(u

r
Z ,j )|

2
1 +

(
1+

h2

ε(h2 + δ2)

)
|G3|

2
0. (4.71)

For the remaining term in (4.68), we have

4
∣∣Re

(
∂xnϕ

r
j |xn=0+

6δγ0(u
r
Z ,j ),G3

)
0

∣∣ . (
δ

h
|P sϕ,jγ0(u

r
Z ,j )|0 + |γ0(u

r
Z ,j )|1

)
|G3|0,

according to (4.65) and (4.67). Taking χ̌ as above, we can write

P sϕ,jγ0(u
r
Z ,j )

= P sϕ,j OpT (χ̌)︸ ︷︷ ︸
∈90

T

γ0(u
r
Z ,j )+ P

s
ϕ,j (1− OpT (χ̌))OpT (χZ ,j )︸ ︷︷ ︸

∈h∞9−∞T

vrj |xn=0+
. (4.72)

Using the Young inequality, for all ε > 0, N ∈ N we obtain

4
∣∣Re

(
∂xnϕ

r
j |xn=0+

6δγ0(u
r
Z ,j ),G3

)
0

∣∣
. ε

(
1+

δ2

h2

)
|γ0(u

r
Z ,j )|

2
1 +

1
ε
|G3|

2
0 + εCNδ

2hN |vrj |xn=0+
|
2
0. (4.73)

Combining (4.70) and (4.68) with (4.71) and (4.73) gives, for ε sufficiently small and
δ ≤ δ0, (

1+
δ2

h2

)
|γ0(u

r
Z ,j )|

2
1 . Br(urZ ,j )+ |G3|

2
0 + CNh

N
|vrj |xn=0+

|
2
0.

Finally, returning to the Carleman form at the boundary, (4.58), and using (4.60), we
obtain, for all N ∈ N, for h0 sufficiently small and 0 < h ≤ h0,

h‖urZ ,j‖
2
1 + h

(
1+

δ2

h2

)
|γ0(u

r
Z ,j )|

2
1

. ‖P rϕ,jv
r
j ‖

2
0 + h|G3|

2
0 + CNh

N
|vrj |xn=0+

|
2
0 + h

2
|γ1(u

r
Z ,j )|

2
0.
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Using (4.64), (4.65), (4.67) and (4.72) to estimate |γ1(u
r
Z ,j

)|0 in terms of |γ0(u
r
Z ,j

)|1,
we obtain

|γ1(u
r
Z ,j )|0 .

(
1+

δ

h

)
|γ0(u

r
Z ,j )|1 + |G3|0 + CNh

N
|vrj |xn=0+

|0.

Then, replacing |G3|0 by its estimate (4.66) gives, for h0 sufficiently small and 0 <

h ≤ h0,

h‖urZ ,j‖
2
1 + h|γ1(u

r
Z ,j )|

2
0 + h

(
1+

δ2

h2

)
|γ0(u

r
Z ,j )|

2
1

. ‖P rϕ,jv
r
j ‖

2
0 + h

2
‖vrj ‖

2
1 + h(δ

2
+ h2)|vsj |

2
1 + ‖P

l
ϕ,jv

l
j‖

2
0 + h

2
‖vlj‖

2
1

+ h4
|Dxnv

l
j |xn=0+

|
2
0 +

δ2

h
|θ rϕ,j |

2
0 + h|θ

l
ϕ,j |

2
1 + h|θ

r
ϕ,j |

2
1 + h|2

s
ϕ,j |

2
0, (4.74)

using the trace formula (1.23). This is a local version of (4.52). Patching together on M+

such local estimates as we did in (4.16)–(4.21) yields (4.52).
Let us now conclude the proof on the “l” side. The trace equation (4.62) yields

|γ1(u
l
Z ,j

)|0 ≤ |γ0(u
l
Z ,j

)|1 + |G
l
2|1 + CNh

N
(
|Dxnv

l
j |xn=0+

|0 + |v
l
j |xn=0+

|0
)

≤ |γ0(u
r
Z ,j )|1 + |θ

r
ϕ,j |1 + |θ

l
ϕ,j |1 + |G

l
2|1

+ CNh
N
(
|Dxnv

l
j |xn=0+

|0 + |v
l
j |xn=0+

|0
)
, N ∈ N,

after using the first relation of (4.61).
Using this last inequality, together with estimate (4.74) on |γ0(u

r
Z ,j

)|1, estimate

(4.57) on |Gl2|1, (4.54), and the first transmission condition in (4.61), we finally obtain,
for h0 sufficiently small and 0 < h ≤ h0,

‖ulZ ,j
‖

2
1 + h|γ0(u

l
Z ,j

)|21 + h|γ1(u
l
Z ,j

)|20

. ‖P lϕ,jv
l
j‖

2
0 + h

2
‖vlj‖

2
1 + h

4
|Dxnv

l
j |xn=0+

|
2
0 +

h2

δ2 + h2 (‖P
r
ϕ,jv

r
j ‖

2
0 + h

2
‖vrj ‖

2
1)

+ h3
|vsj |

2
1 +

hδ2

δ2 + h2 |θ
r
ϕ,j |

2
0 + h|θ

r
ϕ,j |

2
1 + h|θ

l
ϕ,j |

2
1 +

h3

δ2 + h2 |2
s
ϕ,j |

2
0.

This is a local version of (4.53). Patching together on M+ such local estimates as we did
in (4.16)–(4.21) yields (4.53). ut

4.5. Estimate in the region E

Here, in the region E (high frequencies), we prove a Carleman estimate for uE ,j , and con-
sequently for 4E v. Using in this region the ellipticity of P sϕ,j and the Calderón projector
technique for both P rϕ,j and P lϕ,j , we obtain the following partial estimate.
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Proposition 4.6. Suppose that the weight function ϕ has the properties listed in Sec-
tion 3.1. Then, for all δ0 > 0, there exist C > 0 and h0 > 0 such that, for all 0 < δ ≤ δ0
and 0 < h ≤ h0, and for v

r/l ∈ C∞c ((0, X0) × S × [0, 2ε)) and vs ∈ C∞c ((0, X0) × S)

satisfying (3.9), we have

‖4E v
r/l‖

2
1 + h|4E v

r/l

|xn=0+ |
2
1 + h|Dxn4E v

r/l

|xn=0+ |
2
0

≤ C
(
‖P rϕv

r
‖

2
0 + h

2
‖vr‖21 + h

4
|Dxnv

r
|xn=0+ |

2
0 + ‖P

l
ϕv
l
‖

2
0 + h

2
‖vl‖21

+ h4
|Dxnv

l
|xn=0+ |

2
0 + h

3
|vs |21 + h|2

s
ϕ |

2
0 + h|θ

r
ϕ |

2
1 + h|θ

l
ϕ |

2
1
)
. (4.75)

Proof. The function uE ,j satisfies (TC•,j ), with • = E . On each side, the root config-
uration described in Lemma 3.6 (and represented in Figure 3c) allows us to apply the
Calderón projector technique as in [LR97, LR10]. Since the two roots are separated by
the real axis we only obtain one relation between the two traces at the interface: according
to [LR10, Eq. (2.37)], we have

‖u
r/l
E ,j‖1 . ‖P

r/l
ϕ,jv

r/l
j ‖0 + h‖v

r/l
j ‖1 + h

1/2
|γ0(u

r/l
E ,j )|1 + h

1/2
|γ1(u

r/l
E ,j )|0

+ h2
|Dxnv

r/l
j |xn=0+

|0, (4.76)

together with one relation between the two traces [LR10, Eq. (2.38)]:

(1− OpT (a
r/l ))γ0(u

r/l
E ,j ) = OpT (b

r/l )γ1(u
r/l
E ,j )+G

r/l
2 . (4.77)

In this last expression, a
r/l ∈ S0

T and b
r/l ∈ S−1

T have principal parts respectively

a
r/l
0 = −

(
χ̃

ρ
r/l ,−

j

ρ
r/l ,+

j − ρ
r/l ,−

j

)∣∣∣∣
xn=0+

and b
r/l
−1 =

(
χ̃

1

ρ
r/l ,+

j − ρ
r/l ,−

j

)∣∣∣∣
xn=0+

, (4.78)

where ρl,±j are the roots of plϕ,j (i.e. ρl,±j = (φ−1
j )∗ρl,± with ρl,± described in Lem-

ma 3.6) and χ̃ ∈ C∞(T ∗(Rn)) is equal to 1 in the neighborhood of the support of
χE ,j |xn=0+ , with support in

((φ−1
j )∗E ) ∩ {xn = 0} = {(x0, φj (y); ξ0,

tdφ−1
j (φj (y))η); (x0, y, 0; ξ0, η) ∈ E }.

The remainder G
r/l
2 satisfies

|G
r/l
2 |1 . h−1/2(

‖P
r/l
ϕ,jv

r/l
j ‖0 + h‖v

r/l
j ‖1 + h

2
|Dxnv

r/l
j |xn=0+

|0
)
. (4.79)

The principal part of b
r/l satisfies

b
r/l
−1 ≥ C〈(ξ0, ξ

′)〉−1 in supp(χ̃),

as ρ
r/l ,+

j and ρ
r/l ,−

j are tangential symbols of order one such that ρ
r/l ,+

j − ρ
r/l ,−

j does not
vanish in a neighborhood of supp(χ̃). Let χ̂ ∈ C∞(T ∗(Rn)) satisfy the same require-
ments as χ̃ with χ̃ equal to 1 in a neighborhood of the support of χ̂ . We can introduce
parametrices for OpT (b

r/l ), say OpT (e
r/l ) with e

r/l ∈ S1
T , satisfying

OpT (e
r/l )OpT (b

r/l ) = OpT (χ̂)+ R
r/l , R

r/l ∈ h∞9−∞T .
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Note that the principal parts of the parametrices e
r/l are given by σ(e

r/l ) =

χ̂(ρ
r/l ,+

j − ρ
r/l ,−

j )|xn=0+ .
Applying these parametrices to (4.77) and arguing as in (4.50) gives

OpT (e
r/l )(1− OpT (a

r/l ))γ0(u
r/l
E ,j )

= γ1(u
r/l
E ,j )+ R

r/l
1 Dxnv

r/l
j |xn=0+

+ R
r/l
0 v

r/l
j |xn=0+

+ OpT (e
r/l )G

r/l
2 (4.80)

with R
r/l
0 , R

r/l
1 ∈ h

∞9−∞T . This yields the following estimate of γ1(u
r/l
E ,j ) in terms of

γ0(u
r/l
E ,j ):

|γ1(u
r/l
E ,j )|0

. |γ0(u
r/l
E ,j )|1 + |G

r/l
2 |1 + CNh

N
(
|Dxnv

r/l
j |xn=0+

|0 + |v
r/l
j |xn=0+

|0
)
, N ∈ N. (4.81)

On the other hand, replacing usE ,j in the first equation of (TC•,j ) by its expression in
the second equation of (TC•,j ) gives

δ
csj

iclj

P sϕ,j (γ0(u
r
E ,j )− θ

r
E ,j ) = h

(
γ1(u

l
E ,j )+ βγ1(u

r
E ,j )− kγ0(u

r
E ,j )+ G̃1

)
.

By using (4.80) and the first equation of (TC•,j ), this yields

�δγ0(u
r
E ,j ) = G3 (4.82)

with

�δ = δ
csj

iclj

P sϕ,j +h
(
k−β OpT (er)

(
1− OpT (ar)

)
−OpT (el)(1−OpT (al))

)
(4.83)

and

G3 = δ
csj

iclj

P sϕ,j θ
r
E ,j + hG̃1 − hβ

(
Rr1Dxnv

r
j |xn=0+

+ Rr0v
r
j |xn=0+

+ OpT (er)Gr2
)

−h
(
Rl1Dxnv

l
j |xn=0+

+Rl0v
l
j |xn=0+

+OpT (el)Gl2+OpT (el)(1−OpT (al))(θ rE ,j −θ
l
E ,j )

)
.

(4.84)

Here, we introduce a class of pseudo-differential operators adapted to the operator�δ
in order to perform uniform estimates in the singular limit δ → 0+. On the tangential
phase space W = T ∗(Rn), we define the order function

32
:=

δ

δ + h
〈(ξ0, ξ

′)〉2 +
h

δ + h
〈(ξ0, ξ

′)〉,

associated with the metric

gW = |d(x0, x
′)|2 +

|d(ξ0, ξ
′)|2

〈(ξ0, ξ ′)〉2
.
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Lemma 4.7. The order function 3 is admissible, i.e., slowly varying and temperate.

We refer to Appendix C.8 for a proof. For a review of these notions see [Hör79] or
[Hör85a, Sec. 18.4–5], or the recent monograph [Ler10, Def. 2.2.4 and 2.2.15]. Thanks
to the previous lemma, we can define a proper Hörmander-class calculus. We now prove
that �δ is elliptic in this class.

We set

ωδ = δ
csj

iclj

psϕ,j + h(k − βχ̂ρ
r,+
j − χ̂ρ

l,+
j ).

We have (δ + h)−1ωδ ∈ ST (32, gW ). By (4.78) we see that

�δ − OpT (ωδ) ∈ hδ91
T + h

290
T ⊂ (h+ δ)9T (h3

2/〈(ξ0, ξ
′)〉, gW ). (4.85)

From the definition of k in (4.10) this gives

Im(ωδ) = −δ
csj

clj

Re(psϕ,j )− h
(
∂xnϕ

l
j |xn=0+

+ β∂xnϕ
r
j |xn=0+

+ χ̂ Im(ρl,+j + βρ
r,+
j )

)
.

In this expression, we have

Re(psϕ,j ) ≥ C〈(ξ0, ξ
′)〉2 on supp χ̂ , (4.86)

by Proposition 3.5 (see also the position of Char(P sϕ,j ) in Figure 4). Next, in the region
where χ̂ = 1 we have

∂xnϕ
l
j |xn=0+

+ β∂xnϕ
r
j |xn=0+

+ Im(ρl,+j + βρ
r,+
j )

=
1
2 Im(ρl,+j − ρ

l,−
j )+ 1

2β Im(ρr,+j − ρ
r,−
j ) ≥ C〈(ξ0, ξ

′)〉, (4.87)

as ∂xnϕ
r/l
j = −

1
2 Im(ρl,+j + ρ

l,−
j ) and by Lemma 3.8. Estimates (4.86) and (4.87) yield

|ωδ| ≥ C(δ + h)3
2

in the region where χ̂ = 1. There, the symbol (δ + h)−1ωδ is elliptic in the class
ST (32, gW ). Hence, there exists l ∈ ST (3−2, gW ) (with principal part χ̌ω−1

δ ) such that

OpT (l)(δ + h)−1�δ = OpT (χ̌)+ R, R ∈ h∞9−∞T ,

by (4.85), for some χ̌ ∈ C∞(T ∗(Rn)) equal to 1 on a neighborhood of supp(χE ,j |xn=0+)

and such that χ̂ is equal to 1 on a neighborhood of supp(χ̌).
Applying this parametrix to (4.82) gives

γ0(u
r
E ,j )+ Rγ0(u

r
E ,j )+ R̃v

r
j |xn=0+

= OpT (l)(δ + h)−1G3 (4.88)

with R ∈ h∞9−∞T and R̃ = OpT (χ̌ − 1)OpT (χE ,j |xn=0+) ∈ h
∞9−∞T .
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We estimate

|OpT (l)(δ + h)−1G3|1 = |OpT (〈(ξ0, ξ
′)〉)OpT (l)(δ + h)−1G3|0

with

OpT (〈(ξ0, ξ
′)〉)OpT (l)(δ+h)−1

∈ 9T

(
〈(ξ0, ξ

′)〉

(δ+h)32 , gW

)
= 9T

(
1

δ〈(ξ0, ξ ′)〉+h
, gW

)
.

We thus obtain, as OpT
( 1
δ〈(ξ0,ξ ′)〉+h

)
is a Fourier multiplier,

|OpT (l)(δ + h)−1G3|1 .

∣∣∣∣OpT

(
1

δ〈(ξ0, ξ ′)〉 + h

)
G3

∣∣∣∣
0
.

In view of (4.84), this yields

|OpT (l)(δ + h)−1G3|1

. |P sϕ,j θ
r
E ,j |−1 +

∣∣∣∣OpT

(
h

δ〈(ξ0, ξ ′)〉 + h

)
G̃1

∣∣∣∣
0
+ |Rr1Dxnv

r
j |xn=0+

|0 + |R
r
0v
r
j |xn=0+

|0

+ |Rl1Dxnv
l
j |xn=0+

|0 + |R
l
0v
l
j |xn=0+

|0 + |G
r
2|1 + |G

l
2|1 + |θ

r
E ,j |1 + |θ

l
E ,j |1.

Since ∣∣∣∣OpT

(
h

δ〈(ξ0, ξ ′)〉 + h

)
G̃1

∣∣∣∣
0
≤

h

δ + h
|G̃1|0,

and by (4.11), (4.79), and the trace formula (1.23), using also P sϕ,j ∈ 9
2
T gives

|OpT (l)(δ + h)−1G3|1 . h|vsj |1 + h
−1/2(
‖P rϕ,jv

r
j ‖0 + h‖v

r
j ‖1 + h

2
|Dxnv

r
j |xn=0+

|0
)

+ h−1/2(
‖P lϕ,jv

l
j‖0 + h‖v

l
j‖1 + h

2
|Dxnv

l
j |xn=0+

|0
)

+ |θ rϕ,j |1 + |θ
l
ϕ,j |1 + |2

s
ϕ,j |0.

By (4.88), the transmission conditions (TC•,j ), and (4.80) that represents γ1(u
r/l
E ,j ) as a

function of γ0(u
r/l
E ,j ) (thanks to the Calderón projectors), we obtain

h1/2
|γ0(u

r/l
E ,j )|1+h

1/2
|γ1(u

r/l
E ,j )|0 . h3/2

|vsj |1+‖P
r
ϕ,jv

r
j ‖0+h‖v

r
j ‖1+h

2
|Dxnv

r
j |xn=0+

|0

+ ‖P lϕ,jv
l
j‖0 + h‖v

l
j‖1 + h

2
|Dxnv

l
j |xn=0+

|0 + h
1/2
|θ rϕ,j |1 + h

1/2
|θ lϕ,j |1 + h

1/2
|2sϕ,j |0.

Inserting these estimates in (4.76) we obtain a local version of (4.75). Patching together
on M+ such local estimates as we did in (4.16)–(4.21) yields the result. ut

4.6. A semiglobal Carleman estimate: proof of Theorem 1.2

In this section, we explain how we can patch together the four microlocal estimates of
Propositions 4.1, 4.3, 4.4 and 4.6 to obtain a global Carleman estimate in a neighborhood
of S, and prove Theorem 1.2.
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First, let us introduce some notation. We set

BT(w) := h|w|xn=0+ |
2
1 + h|Dxnw|xn=0+ |

2
0,

RHS
r/l (w) := ‖P

r/l
ϕ w‖

2
0 + h

2
‖w‖21 + h

4
|Dxnw|xn=0+ |

2
0,

Rθ := h|2
s
ϕ |

2
0 + h|θ

r
ϕ |

2
1 + h|θ

l
ϕ |

2
1.

This allows us to formulate concisely the four microlocal estimates of Propositions 4.1,
4.3, 4.4 and 4.6:

‖4G v
r
‖

2
1 + BT(4G v

r) . RHSr(vr), (4.89)

εh‖4G v
l
‖

2
1 + εBT(4G v

l) .

(
1+

δ2

h2

)(
ε‖ζP rϕv

r
‖

2
0 + εh

4
|Dxnv

r
|xn=0+ |

2
0 + εh

4
‖vr‖21

)
+εRHSl(vl)+ ε(h2

+ δ2)‖4GF v
r
‖

2
1 + εh(h2

+ δ2)|vs |21 + εRθ + ε
δ2

h
|θ rϕ |

2
0,

(4.90)
‖4F v

r
‖

2
1 + BT(4F v

r) . RHSr(vr), (4.91)

‖4F v
l
‖

2
1 + BT(4F v

l) . RHSl(vl)+ RHSr(vr)+ Rθ . (4.92)

εh‖4Z v
r
‖

2
1 + εBT(4Z v

r) . εRHSr(vr)+ εRHSl(vl)

+ εh(h2
+ δ2)|vs |21 + ε

δ2

h
|θ rϕ |

2
0 + εRθ , (4.93)

‖4Z v
l
‖

2
1 + BT(4Z v

l) . RHSl(vl)+ h3
|vs |21 +

h2

δ2 + h2 RHSr(vr)+ Rθ .

(4.94)

‖4E v
r/l‖

2
1 + BT(4E v

r/l ) . RHSl(vl)+ RHSr(vr)+ h3
|vs |21 + Rθ . (4.95)

To derive the final Carleman estimate we need to sum together these microlocal estimates
and many terms on the r.h.s. need to be absorbed by those on the l.h.s. This is a standard
procedure usually making use of the powers of the parameter h in front of these terms
and choosing h sufficiently small. Note, however, that some powers of h are critical here
so that the related (framed) terms on the right-hand sides cannot be absorbed directly.
To overcome this problem, we have multiplied the two relevant equations by a small
parameter ε > 0 whose value is independent of h and δ.

Note that these three atypical terms are the reason for the introduction of the microlo-
cal region F (cf. the microlocal regions used in [LR10]). In fact, the microlocal region
F acts as a buffer: as F is an elliptic region for both the operators P

r/l
ϕ , it provides terms

on the l.h.s. of the associated microlocal estimates of better quality than those obtained in
the regions G and Z (compare the powers of h in the l.h.s. terms of these estimates).

Observe that the property χE + χZ + χF + χG = 1 implies (see Section 3.6)

4G ,j +4F ,j +4Z ,j +4E ,j = ζj (x0, y).

As a consequence of the definition of the operators4•, • = E ,Z ,F ,G , given in (3.24)–
(3.25), this yields

4E +4Z +4F +4G = ζ
1(x0). (4.96)
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We now treat the three atypical terms and use the small parameter ε.
As supp(vs) ⊂ (α0, X0−α0)×S (see the statement of Theorem 1.2 and Section 3.3),

by (4.96), and using the transmission conditions (3.9), we have

vs = ζ 1vs = 4E v
s
+4Z v

s
+4F v

s
+4G v

s

= 4E v
l
−4E θ

l
ϕ+4Z v

l
−4Z θ

l
ϕ+4F v

l
−4F θ

l
ϕ+4G v

r
−4G θ

r
ϕ at xn = 0+.

Hence, for δ ≤ δ0 and h ≤ h0 we can estimate the two atypical terms involving vs

in (4.90) and (4.93) as

εhδ2
|vs |21 . εh|4E v

l
|
2
1 + εh|4Z v

l
|
2
1 + εh|4F v

l
|
2
1 + εh|4G v

r
|
2
1 + εRθ .

When summing all the estimates (4.89)–(4.95) together and taking ε sufficiently small,
the four terms εh|4E v

l
|
2
1, εh|4Z v

l
|
2
1, εh|4F v

l
|
2
1, εh|4G v

r
|
2
1 can be absorbed by the

l.h.s. of (4.95), (4.94), (4.92), and (4.89) respectively.
The remaining atypical term is in (4.90):

ε(h2
+ δ2)‖4GF v

r
‖

2
1 . ε‖4GF v

r
‖

2
1.

We choose ζ 4
∈ C∞c (0, X0) such that ζ 4

= 1 on a neighborhood of (α0, X0−α0), ζ 1
= 1

on a neighborhood of supp(ζ 4) and 0 ≤ ζ 4
≤ 1. Since supp(vr) ⊂ (α0, X0 − α0)× S ×

[0, 2ε), we have

4GF v
r
= 4GF (4G +4F )v

r
+4GF (1−4G −4F )ζ

4vr . (4.97)

From Proposition B.14 and Proposition B.10, the principal symbol of the operator
4GF (1−4G −4F )ζ

4 is

ζ 2χGF (1− ζ
1(χG + χF ))ζ

4
= ζ 2χGF (1− (χG + χF ))ζ

4
= 0

since χG + χF = 1 on supp(χGF ) by (4.12). We thus have 4GF (1 − 4G − 4F )ζ
4
∈

h9−1
T (M+), so that (4.97) gives

ε(h2
+ δ2)‖4GF v

r
‖

2
1 . ε‖4G v

r
‖

2
1 + ε‖4F v

r
‖

2
1 + εh

2
‖vr‖21.

When summing all the estimates (4.89)–(4.95) together and taking ε sufficiently small,
the two terms ε‖4G v

r
‖

2
1, ε‖4F v

r
‖

2
1 in this expression can be absorbed by the l.h.s. of

(4.89) and (4.91), respectively. This is possible since these two estimates are obtained in
elliptic regions yielding better powers in h.

Now, if we sum all the partial estimates (4.89)–(4.95), and handle the atypical terms
as explained above, we obtain

‖4G v
r
‖

2
1+BT(4G v

r)+h‖4G v
l
‖

2
1+BT(4G v

l)+‖4F v
r
‖

2
1+BT(4F v

r)+‖4F v
l
‖

2
1

+ BT(4F v
l)+ h‖4Z v

r
‖

2
1 + BT(4Z v

r)+ ‖4Z v
l
‖

2
1

+ BT(4Z v
l)+ ‖4E v

r/l‖
2
1 + BT(4E v

r/l )

. RHSr(vr)+ RHSl(vl)+
(

1+
δ2

h2

)
‖ζP rϕv

r
‖

2
0

+ h3
|vs |21 + h

2
|Dxnv

r
|xn=0+ |

2
0 + Rθ +

δ2

h
|θ rϕ |

2
0. (4.98)
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Using supp(v
r/l ) ⊂ (α0, X0 − α0)× S × [0, 2ε) and (4.96), we can write

‖v
r/l‖1 ≤ ‖4G v

r/l‖1 + ‖4F v
r/l‖1 + ‖4Z v

r/l‖1 + ‖4E v
r/l‖1,

together with

|v
r/l

|xn=0+ |1 ≤ |4G v
r/l

|xn=0+ |1 + |4F v
r/l

|xn=0+ |1 + |4Z v
r/l

|xn=0+ |1 + |4E v
r/l

|xn=0+ |1

and

|Dxnv
r/l

|xn=0+ |0

≤ |Dxn4G v
r/l

|xn=0+ |0 + |Dxn4F v
r/l

|xn=0+ |0 + |Dxn4Z v
r/l

|xn=0+ |0 + |Dxn4E v
r/l

|xn=0+ |0.

These three inequalities together with (4.98) give

h‖v
r/l‖

2
1 + h|v

r/l

|xn=0+ |
2
1 + h|Dxnv

r/l

|xn=0+ |
2
0

. ‖P lϕv
l
‖

2
0 + h

2
‖vl‖21 + h

4
|Dxnv

l
|xn=0+ |

2
0 +

(
1+

δ2

h2

)
‖ζP rϕv

r
‖

2
0 + ‖P

r
ϕv

r
‖

2
0

+ h2
‖vr‖21 + h

2
|Dxnv

r
|xn=0+ |

2
0 + h

3
|vs |21 + Rθ +

δ2

h
|θ rϕ |

2
0.

Taking 0 < h ≤ h0 with h0 sufficiently small in this expression gives

h‖v
r/l‖

2
1 + h|v

r/l

|xn=0+ |
2
1 + h|Dxnv

r/l

|xn=0+ |
2
0

. ‖P lϕv
l
‖

2
0 + ‖P

r
ϕv

r
‖

2
0 +

(
1+

δ2

h2

)
‖ζP rϕv

r
‖

2
0 + Rθ +

δ2

h
|θ rϕ |

2
0.

Recalling the definitions of v
r/l = eϕ

r/l /hw
r/l , F

r/l
ϕ , θ

r/l
ϕ , 2sϕ (see Section 3.3 and (3.3)), and

observing that

‖eϕ
r/l /hDxkw

r/l‖0 ≤ ‖Dxk (e
ϕ
r/l /hw

r/l )‖0 + ‖(∂xkϕ
r/l )eϕ

r/l /hw
r/l‖0,

and similar inequalities for the norms at the interface {xn = 0+}, we can absorb the zero-
order terms in (3.3), which concludes the proof of Theorem 1.2. ut

5. Interpolation and spectral inequalities

5.1. Interpolation inequality

Here, we prove Theorem 1.4. We start by proving a local version of the interpolation
inequality at the interface. In fact, the inequality we prove is local in (x0, xn) but global
on S. Here, we closely follow the geometrical setting of [LR10]. As in Section 3, we
use local coordinates where the interface is given by {xn = 0}, in a small neighborhood
[0, X0]×Vε. We choose a point z0 ∈ (α1, X0−α1). We also pick α0 such that 0 < α0 < α1
to be used when applying the Carleman estimate of Theorem 1.2.
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We define the following anisotropic distance in R2:

distα((a0, an), (b0, bn)) = (α|a0 − b0|
2
+ |an − bn|

2)1/2, α > 0.

We fix zn ∈ R∗+. Then, for (x0, xn) ∈ [0, X0] × R and κ > 0, we set

ψ(x0, xn) =

{
− distα((x0, xn), (z0, zn)) if xn ≥ 0,
− distα((x0, κxn), (z0, zn)) if xn < 0.

We shall also consider ψ as a function on Vz0 × S × R. We note that ψ is continuous
across the interface {xn = 0} and that

∂xnψ(x0, xn) =

{
(xn − zn)(ψ(x0, xn))

−1 if xn ≥ 0,
κ(κxn − zn)(ψ(x0, xn))

−1 if xn ≤ 0,

which yields ∂xnψ|xn=0− = κ∂xnψ|xn=0+ . We also have

∂x0ψ(x0, xn) = α(x0 − z0)(ψ(x0, xn))
−1. (5.1)

Let us check that the associated weight function ϕ = eλψ has the properties listed in
Section 3.1.

According to Remark 3.3, it suffices to check that ψ satisfies (3.6) and (3.7) possibly
with different constants. In fact, we work in a sufficiently small neighborhood V = Vz0 ×

Vε′ of {z0} × S × {0} which does not contain (z0, y, zn) for all y ∈ S, where Vz0 is a
neighborhood of z0 in (α0, X0 − α0) and 0 < ε′ < ε, so that ∇ψ does not vanish in V .
First fixing κ sufficiently small, we see that (3.6) is satisfied. Second, note that |x0 − z0|

is bounded. Hence, from (5.1), we can choose the parameter α sufficiently small to have
|∂x0ψ | small as compared to inf |∂xnψ |, so that (3.7) is satisfied. Level sets for the function
ψ are represented in Figure 6.

The Carleman estimate of Theorem 1.2 then follows, with the weight function ϕ.
We choose 0 < s1 < s′1 and 0 < σ < σ ′ such that

U ′ = {(x0, y, xn); |x0 − z0| < s′1, y ∈ S, |xn| < σ ′} ⊂ V.

We also set

U = {(x0, y, xn); |x0 − z0| < s1, y ∈ S, |xn| < σ } ⊂ U ′.

We now choose r1 < r ′1 < r2 < ψ(z0, 0) < r ′2 < r3 < r ′3 such that

C1 = {(x0, y, xn) ∈ R× S × R; ψ(x0, xn) = r1},

C′3 = {(x0, y, xn) ∈ R× S × R; ψ(x0, xn) = r
′

3}

satisfy C1 ∩ {xn < 0} ⊂ U , C1 ∩ {xn > 0} ∩ U 6= ∅, which is equivalent to

ψ(z0 ± s1, 0) = −(αs2
1 + z

2
n)

1/2 < r1,

and finally C′3∩U
′
⊂ {xn ≤ σ }. We illustrate these choices in Figure 7. We set Rj = eλrj ,

R′j = e
λr ′j , j = 1, 2, 3.



1538 Jérôme Le Rousseau et al.

x0

xn

V

(z0, y, 0) (z0, y, zn)

Fig. 6. Level sets for the weight functions ψ and ϕ = eλψ in (x0, xn) coordinates. The manifold
S 3 y can be represented normal to the drawing. The Carleman estimate of Theorem 1.2 can be
applied in a region V close to {z0} × S × {0} (represented by the dashed line).

V1

W2
V3

V2

W3

xn

σ ′

σ

U

U ′s1

s′1

x0

r1
r ′1 r2

r ′2 r3 r
′
3

Fig. 7. Neighborhoods of the point of interest for the proof of the interpolation inequality.

Following [LR95], we introduce

Vj := {(x0, y, xn) ∈ U ′; rj < ψ(x0, xn) < r ′j }, j = 1, 2, 3,
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and we further set

V1′→3 := {(x0, y, xn) ∈ U; r ′1 < ψ(x0, xn) < r3},

V ′1→3′ := {(x0, y, xn) ∈ U ′; r1 < ψ(x0, xn) < r ′3},

W3 := V3 ∪ (V
′

1→3′ \ U).

The region W3 is shaded and striped in Figure 7. With the choices we have made above,
W3 is contained in {xn > 0} and is finitely away from the interface Rx0 × S = {xn = 0}.
For s0 ∈ (0, s1) we also choose W2 = V2 ∩ {(x0, y, xn); |x0 − z0| < s0, y ∈ S} b U .
The region W2 contains {z0} × S × {0} and is shaded in Figure 7.

Now that the geometrical context is set, we can state a local interpolation inequality
in the neighborhood of {z0} × S × {0}.

Lemma 5.1. For all δ0 > 0, there exist C ≥ 0 and ν0 ∈ (0, 1) such that for all δ ∈
(0, δ0),

‖u‖H 1(W2)
+ δ1/2

|us |H 1(W2∩{xn=0})

≤ C‖U‖1−νK1
δ

(
‖u‖H 1(W3)

+ ‖(−∂2
x0
+ Aδ)U‖K0

δ

)ν (5.2)

for all 0 < ν ≤ ν0 and U = (u, us) ∈ K2
δ .

This inequality can be read as the “observation” of the local K1
δ norm of U in the neigh-

borhood W2 of any strip {z0} × S × {0} by the H 1 norm of u in a neighborhood away
from the interface and the K0

δ norm of (−∂2
x0
+ Aδ)U .

Proof. We choose χ ∈ C∞c (U ′) independent of y ∈ S such that χ is equal to 1 on V1′→3
and vanishes outside V ′1→3′ . Then ∇x0,xnχ vanishes outside V ′1→3′ \ V1′→3, which is the
striped region in Figure 7.

For U = (u, us) ∈ K2
δ , we set{

Bu := −(∂2
x0
+1c)u ∈ L

2((0, X0)×�1 ∪�2),

BsU := −(∂2
x0
+1cs )u

s
−

1
δ
((c∂xnu)|xn=0+ − (c∂xnu)|xn=0−) ∈ L

2((0, X0)× S),

and recall that u|xn=0− = u
s
= u|xn=0+ . Setting W = (w,ws) with w = χu and ws =

χ|xn=0u
s , we have 

Bw = χBu+ F, in U
BsW = 1

δ
(δχBsU +2) in U ∩ S,

w|xn=0− = w
s
= w|xn=0+ in U ∩ S,

where {
F = [−(∂2

x0
+1c), χ]u,

2 = δ[−(∂2
x0
+1cs ), χ]u

s
− (c|xn=0+ − c|xn=0−)∂xnχ|xn=0u

s .
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Using the density result of Corollary 2.6, the Carleman estimate of Theorem 1.2 can
be applied to W = (w,ws):

h‖eϕ/hw‖20 + h
3
‖eϕ/h∇x0,xw‖

2
0 + h|e

ϕ/hws |20 + h
3
|eϕ/h∇x0,Sw

s
|
2
0

. h2(h2
+ δ2)‖eϕ/hχBu‖20+h

2(h2
+ δ2)‖eϕ/hF‖20+h

3δ2
|eϕ/hχBsU |20+h

3
|eϕ/h2|20.

(5.3)

Note that 2 is supported in V1 ∩ {xn = 0} and in this set eϕ/h ≤ eR
′

1/h. Similarly, F
is supported in V ′1→3′ \ V1′→3 and in this set eϕ/h ≤ eR

′

3/h. Moreover, the operators
[−(∂2

x0
+1c), χ] and [−(∂2

x0
+1cs ), χ] are of order one. We thus have

‖eϕ/hF‖0 . eR
′

3/h‖u‖H 1(W3)
+ eR

′

1/h‖u‖H 1(V1)

. eR
′

3/h‖u‖H 1(W3)
+ eR

′

1/h‖U‖K1
δ
, (5.4)

|eϕ/h2|0 . eR
′

1/h(δ|us |H 1(V1∩{xn=0}) + |u
s
|L2(V1∩{xn=0})).

Using the trace formula together with δ ≤ δ1/2δ
1/2
0 in this last inequality, we obtain

|eϕ/h2|0 . eR
′

1/h(δ1/2
|us |H 1((0,X0)×S)

+ ‖u‖H 1(U ′)) . eR
′

1/h‖U‖K1
δ
. (5.5)

Moreover,

‖eϕ/hχBu‖0 . eR
′

3/h‖Bu‖L2(U ′) . eR
′

3/h‖(−∂2
x0
+ Aδ)U‖K0

δ
, (5.6)

δ1/2
|eϕ/hχBsU |0 . δ1/2eR

′

3/h|BsU |L2(U ′∩{xn=0}) . eR
′

3/h‖(−∂2
x0
+ Aδ)U‖K0

δ
. (5.7)

Concerning the l.h.s. of (5.3), we have eϕ/h ≥ eR2/h and χ = 1 on W2, so that, using
δ ≤ δ0,

h‖eϕ/hw‖20 + h
3
‖eϕ/h∇x0,y,xnw‖

2
0 + h|e

ϕ/hws |20 + h
3
|eϕ/h∇x0,yw

s
|
2
0

& h3e2R2/h‖u‖2
H 1(W2)

+ h3δe2R2/h|us |2
H 1(W2∩{xn=0}). (5.8)

Using (5.4)–(5.8) in (5.3), we thus obtain

h3/2eR2/h
(
‖u‖H 1(W2)

+ δ1/2
|us |H 1(W2∩{xn=0})

)
. h

(
eR
′

1/h‖U‖K1
δ
+ eR

′

3/h(‖(−∂2
x0
+ Aδ)U‖K0

δ
+ ‖u‖H 1(W3)

)
)
. (5.9)

Fixing some R̃2 ∈ (R
′

1, R2), we have h1/2eR2/h & eR̃2/h for all 0 < h < h0. Thus, (5.9)
becomes

eR̃2/h
(
‖u‖H 1(W2)

+ δ1/2
|us |H 1(W2∩{xn=0})

)
. eR

′

1/h‖U‖K1
δ
+ eR

′

3/h
(
‖(−∂2

x0
+ Aδ)U‖K0

δ
+ ‖u‖H 1(W3)

)
.

Finally, optimizing with respect to h as in [Rob95] we obtain the desired local interpola-
tion inequality. ut
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Away from the interface, the Ksδ norms, s = 0, 1, coincide with the usual H s norm, and
local interpolation inequalities similar to (5.2) are proven in [LR95, Lemme 3, p. 352].
Now that we have obtained the interpolation inequality (5.2) at the interface, we can
apply the procedure described in [LR95, pp. 353–356] (propagation of smallness) and
prove the desired global interpolation inequality (1.13). See [LZ98, proof of Theorem 3]
to obtain the term ‖∂x0u(0, x)‖L2(ω) on the r.h.s. of (1.13). This concludes the proof of
Theorem 1.4. ut

5.2. Spectral inequality

From the interpolation inequality proven in Theorem 1.4, we now deduce the uniform
spectral inequality of Theorem 1.5. Recall that Eδ,j = (eδ,j , e

s
δ,j ), j ∈ N, denotes a

Hilbert basis of H0
δ composed of eigenfunctions of the operator Aδ associated with the

positive eigenvalues µδ,j ∈ R, j ∈ N, sorted in an increasing sequence. We denote by
5δ,µ the spectral projector over the eigenfunctions associated with eigenvalues lower
than µ, i.e.,

5δ,µY =
∑
µδ,j≤µ

(Y,Eδ,j )H0
δ
Eδ,j , Y ∈ H0

δ .

The proof of Theorem 1.5 is classical. Yet, we have to make sure that all the constants
involved are independent of the parameter δ.

First we take some Yδ = (yδ, ysδ ) ∈ 5δ,µH
0
δ , and apply the interpolation inequality

(1.13) of Theorem 1.4 to

Uδ = (uδ, u
s
δ) = A

−1/2
δ sinh(x0A

1/2
δ )Yδ,

defined by using the classical functional calculus for self-adjoint operators.5

We notice that (−∂2
x0
+Aδ)Uδ = 0,Uδ(0, x) = 0 and ‖∂x0uδ(0, x)‖L2(ω) = ‖yδ‖L2(ω).

Concerning the l.h.s. of the interpolation inequality (1.13), we have

‖Uδ‖
2
K1
δ (α1)
≥ ‖Uδ‖

2
K0
δ (α1)
= ‖Uδ‖

2
L2(α1,X0−α1;H0

δ )

=

∫ X0−α1

α1

‖A
−1/2
δ sinh(x0A

1/2
δ )Yδ‖

2
H0
δ

dx0

≥

∫ X0−α1

α1

‖[A
−1/2
δ sinh(x0A

1/2
δ )5δ,µ]

−1
‖
−2
L(H0

δ )
‖Yδ‖

2
H0
δ

dx0

≥

∫ X0−α1

α1

x2
0 dx0 ‖Yδ‖

2
H0
δ

≥ C(X0, α1)‖Yδ‖
2
H0
δ

, (5.10)

5 Note that if Aδ is not invertible, i.e. 0 ∈ Sp(Aδ) (this occurs if � has no boundary), the follow-
ing analysis can be done with Aδ + Id in place of Aδ . Theorems 1.2 and 1.4 remain valid for this
operator. The spectral inequality proven for Aδ + Id implies the same inequality for Aδ .
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since t−1/2 sinh(x0t
1/2) ≥ x0 for t > 0. Now, concerning the r.h.s. of (1.13) we have

‖Uδ‖
2
K1
δ

= ‖Uδ‖
2
K0
δ

+ ‖A
1/2
δ Uδ‖

2
K0
δ

+ ‖∂x0Uδ‖
2
K0
δ

=

∫ X0

0

(
‖Uδ‖

2
H0
δ

+ ‖A
1/2
δ Uδ‖

2
H0
δ

+ ‖∂x0Uδ‖
2
H0
δ

)
dx0. (5.11)

Let us estimate the three terms in this expression. First, we have∫ X0

0
‖Uδ‖

2
H0
δ

dx0 ≤

∫ X0

0
‖A
−1/2
δ sinh(x0A

1/2
δ )5δ,µ‖

2
L(H0

δ )
‖Yδ‖

2
H0
δ

dx0

≤

∫ X0

0
(x0e

x0
√
µ)2 dx0‖Yδ‖

2
H0
δ

≤ X3
0e

2X0
√
µ
‖Yδ‖

2
H0
δ

,

since t−1/2 sinh(x0t
1/2) ≤ x0e

x0
√
µ for 0 ≤ t ≤ µ. Second, we have∫ X0

0
‖A

1/2
δ Uδ‖

2
H0
δ

dx0 ≤

∫ X0

0
‖ sinh(x0A

1/2
δ )5δ,µ‖

2
L(H0

δ )
‖Yδ‖

2
H0
δ

dx0

≤

∫ X0

0
e2x0
√
µ dx0 ‖Yδ‖

2
H0
δ

≤ X0e
2X0
√
µ
‖Yδ‖

2
H0
δ

,

together with∫ X0

0
‖∂x0Uδ‖

2
H0
δ

dx0 =

∫ X0

0
‖ cosh(x0A

1/2
δ )Yδ‖

2
H0
δ

dx0 ≤

∫ X0

0
e2x0
√
µ dx0 ‖Yδ‖

2
H0
δ

≤ X0e
2X0
√
µ
‖Yδ‖

2
H0
δ

.

By using the last three estimates in (5.11), together with (5.10), the interpolation inequal-
ity (1.13) yields

‖Yδ‖H0
δ
≤ C(X0, α1)(e

X0
√
µ
‖Yδ‖H0

δ
)1−ν0‖yδ‖

ν0
L2(ω)

.

Finally, for δ0 > 0, there exists C > 0 such that for all 0 < δ ≤ δ0 and µ ∈ R, we have

‖Yδ‖H0
δ
≤ Ce

X0
1−ν0
ν0

√
µ
‖yδ‖L2(ω), Yδ = (yδ, y

s
δ ) ∈ 5δ,µH

0
δ .

This concludes the proof of Theorem 1.5. ut

Appendix A. Derivation of the model

Here, we (formally) derive the model (1.4) studied in the main part of this article. We use
the notation of the beginning of Section 3. In a small neighborhood of the interface S we
use normal geodesic coordinates

F : S × [−2ε, 2ε] → Vε, (y, xn) 7→ F(y, xn).
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S

V0 V2V1

−
δ
2

xn0 δ
2

2ε−2ε

Fig. 8. Local geometry of a three-layer model near the interface S = {xn = 0}. The inner layer,
V0, shrinks to zero as δ goes to zero.

In such coordinates the metric reads

g =

(
g|T (S) 0

0 1

)
,

and the elliptic operators we consider,− divg c∇g , take the form −∂xnc∂xn − divs c∇s .
The interface S is given by {xn = 0}.

Let δ ∈ (0, 4ε). We consider three regions in Vε as represented in Figure 8:

V1 = {−2ε ≤ xn ≤ −δ/2}, V0 = {−δ/2 ≤ xn ≤ δ/2}, V2 = {δ/2 ≤ xn ≤ 2ε}.

With three coefficients c0, c1, c2 we consider the following parabolic problem:

∂tz
j
− divg(cj∇gzj ) = f j in (0, T )× Vj , j = 1, 0, 2, (A.1)

along with the natural transmission conditions at xn = δ/2 and xn = −δ/2, given by the
continuity of the solution and the continuity of the flux:

z1
|xn=−δ/2 = z

0
|xn=−δ/2, z0

|xn=δ/2 = z
2
|xn=δ/2, (A.2)

and

(c1∂xnz
1)|xn=−δ/2 = (c

0∂xnz
0)|xn=−δ/2, (c0∂xnz

0)|xn=δ/2 = (c
2∂xnz

2)|xn=δ/2. (A.3)

We now wish to describe the present three-region model as the thickness δ of the inner
region, V0, becomes asymptotically small. This implies some approximation. Resulting
approximate models can be very useful in practice as one is in need of effective models.

We introduce the mean values of z0 and f 0 in the normal direction xn,

zs(y) :=
1
δ

∫ δ/2

−δ/2
z0(y, xn) dxn and f s(y) :=

1
δ

∫ δ/2

−δ/2
f 0(y, xn) dxn, y ∈ S.

Keeping in mind that δ is meant to be asymptotically small, we first make the following
approximation.

Assumption A.1. The diffusion coefficient c0 does not depend on the normal variable xn.
We set cs(y) = c0(y, xn).
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Under this assumption, using the transmission conditions (A.3), we have

f s(y) =
1
δ

∫ δ/2

−δ/2
(∂tz

0
− divg(c0

∇gz
0)) dxn

= ∂tz
s
− divs(cs∇szs)−

1
δ

∫ δ/2

−δ/2
∂xnc

0∂xnz
0 dxn

= ∂tz
s
− divs(cs∇szs)−

1
δ

(
(c0∂xnz

0)|xn=δ/2 − (c
0∂xnz

0)|xn=−δ/2
)

= ∂tz
s
− divs(cs∇szs)−

1
δ

(
(c2∂xnz

2)|xn=δ/2 − (c
1∂xnz

1)|xn=−δ/2
)
. (A.4)

This provides a first transmission condition between z1 and z2 that involves the func-
tion zs . For the problem to be closed, we need two additional transmission conditions.

We begin with a first-order approximation of the system. Yet we show that it cannot
be used for the purpose of modeling controllability properties of the original system. We
then lower the degree of our approximations and obtain the model studied in the main
part of this article.

A.1. A first-order model

Using the transmission conditions (A.2)–(A.3) we write

z2(y, δ/2)− z1(y,−δ/2) = z0(y, δ/2)− z0(y,−δ/2) =
∫ δ/2

−δ/2
∂xnz

0(y, xn) dxn

= [xn∂xnz
0(y, xn)]

δ/2
−δ/2 + R1 = δ/2(∂xnz

0(y, δ/2)+ ∂xnz
0(y,−δ/2))+ R1

=
δ

2cs(y)

(
c2(y, δ/2)∂xnz

2(y, δ/2)+ c1(y,−δ/2)∂xnz
1(y,−δ/2)

)
+ R1,

with R1 = −
∫ δ/2
−δ/2 xn∂

2
xn
z0(y, xn) dxn.

A second set of transmission conditions is needed. With two integrations by parts we
write

zs(y) =
1
δ

∫ δ/2

−δ/2
z0(y, xn) dxn

=
1
δ
[xnz

0(y, xn)]
δ/2
−δ/2 −

1
δ

[
x2
n

2
∂xnz

0(y, xn)

]δ/2
−δ/2
+

1
δ

∫ δ/2

−δ/2

x2
n

2
∂2
xn
z0(y, xn) dxn

=
1
2
(z0(y, δ/2)+ z0(y,−δ/2))−

δ

8
(∂xnz

0(y, δ/2)− ∂xnz
0(y,−δ/2))

+
1
δ

∫ δ/2

−δ/2

x2
n

2
∂2
xn
z0(y, xn) dxn

=
1
2
(z2(y, δ/2)+ z1(y,−δ/2))+ R2



Controllability of a parabolic system with a diffusive interface 1545

with

R2 = −
δ

8
(∂xnz

0(y, δ/2)− ∂xnz
0(y,−δ/2))+

1
δ

∫ δ/2

−δ/2

x2
n

2
∂2
xn
z0(y, xn) dxn.

We now make the following assumption on the variations of z0 with respect to xn.

Assumption A.2. We have |∂2
xn
z0(y, xn)| ≤ C uniformly in δ (and xn, and y ∈ S).

We then find that R1 = O(δ
2). Observe that

∂xnz
0(y, δ/2)− ∂xnz

0(y,−δ/2) =
∫ δ/2

−δ/2
∂2
xn
z0(y, xn) dxn = O(δ).

It follows that R2 = O(δ
2).

To first order in δ we thus obtain
z2(y, δ/2)− z1(y,−δ/2)

=
δ

2cs (y)

(
c2(y, δ/2)∂xnz

2(y, δ/2)+ c1(y,−δ/2)∂xnz
1(y,−δ/2)

)
zs(y) = 1

2 (z
2(y, δ/2)+ z1(y,−δ/2)).

(A.5)

As δ is small we assume that z1 and z2 are defined on {xn < 0} and {xn > 0} respec-
tively. We thus write z2

|xn=0+ and c2∂xnz
2
|xn=0+ in place of z2(y, δ/2) and (c2∂xnz

2)(y, δ/2)

and similarly z1
|xn=0− and c1∂xnz

1
|xn=0− in place of z1(y,−δ/2) and (c2∂xnz

2)(y,−δ/2).
We obtain the following model:

∂tz
j
− divg cj∇gzj = f j in (0, T )×�j , j = 1, 2, (A.6)

and 
∂tz

s
− divs(cs∇szs) = f s + 1

δ
((c2∂xnz

2)|xn=0+ − (c
1∂xnz

1)|xn=0−),

zs = 1
2 (z

2
|xn=0+ + z

1
|xn=0−),

z2
|xn=0+ − z

1
|xn=0− =

δ
2cs ((c

2∂xnz
2)|xn=0+ + (c

1∂xnz
1)|xn=0−),

(A.7)

in (0, T )× S.
For the study of the controllability of such a parabolic model we wish to investigate

the unique continuation properties of the associated elliptic problem:

− divg cj∇gzj = f j in (0, T )×�j , j = 1, 2, (A.8)

and 
− divs(cs∇szs) = f s + 1

δ
((c2∂xnz

2)|xn=0+ − (c
1∂xnz

1)|xn=0−),

zs = 1
2 (z

2
|xn=0+ + z

1
|xn=0−),

z2
|xn=0+ − z

1
|xn=0− =

δ
2cs ((c

2∂xnz
2)|xn=0+ + (c

1∂xnz
1)|xn=0−),

(A.9)

in (0, T )× S.
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Note that unique continuation holds for the original problem. This is an important
property that we wish to see preserved in this approximation process. Here, we show that
there are instances for which eigenfunctions of the elliptic operator in the approximate
model (A.8)–(A.9) vanish on one side of the interface. These eigenmodes are then invis-
ible when considering the observability of the parabolic system (A.6)–(A.7), ruining any
hope of controllability. This is similar to the situation described in Section 1.3.3.

Let us consider the following two-dimensional example: � = R/(2πZ)× (−π, π) is
the cylinder endowed with a flat metric. For consistency with the notation of Section 3 we
use (y, xn) as the coordinates in �, with periodic conditions in y. We define the interface
as S = {xn = 0} = R/(2πZ)× {0}, so that �1 = {xn < 0} and �2 = {xn > 0}.

Proposition A.3. Let cs and c1 be constant functions such that cs = rc1 with r > 1. For
any δ0 > 0, there exist 0 < δ ≤ δ0, e1

∈ C∞(�1), es ∈ C∞(S), λ > 0 such that

− divg c1
∇ge

1
= λe1 in �1, − divs(cs∇ses)+

1
δ
(c1∂xne

1)|xn=0− = λe
s in S,

(A.10)
and

es =
1
2
e1
|xn=0− , −e1

|xn=0− =
δ

2cs
(c1∂xne

1)|xn=0− , in S, (A.11)

and e1
|xn=−π

= 0. Hence (e1, es, 0) is an eigenfunction of the elliptic operator in (A.8)–
(A.9) associated with the eigenvalue λ, for Dirichlet boundary conditions (in xn).

Proof. We choose k ∈ N such that (r − 1)k > 1. For µ ∈ (0, 1) we set

g(µ) =

(
1

r((r − 1)k2 − µ2)

)1/2
µ cos(µπ)

sin(µπ)
.

As g vanishes for µ = 1/2 and limµ→1− g(µ) = −∞, there exists µ0 ∈ (1/2, 1) such
that g(µ0) = −1. We then set

δ = 2
(

r

((r − 1)k2 − µ2
0)

)1/2

, α =
2

sin(µ0π)
.

For any given δ0 we can have 0 < δ ≤ δ0 by choosing k sufficiently large. We have

δµ0 cos(µ0π)

2r sin(µ0π)
= −1. (A.12)

We now set

es(y) = eiky, e1(y, xn) = α sin(µ0(xn + π))e
s(y), −π ≤ xn ≤ 0.

We have e1
|xn=−π

= 0. Hence the Dirichlet boundary condition is satisfied at xn = −π .
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We have −c1(∂2
y + ∂

2
xn
)e1
= λe1 with λ = c1(k2

+µ2
0). Observing that ∂xne

1
|xn=0− =

αµ0 cos(µ0π)e
s we find

−cs∂2
ye
s
+

1
δ
c∂xne

1
|xn=0− = c

1
(
rk2
+
αµ0

δ
cos(µ0π)

)
es

= c1
(
rk2
+

2µ0

δ sin(µ0π)
cos(µ0π)

)
es = c1

(
rk2
−

4r
δ2

)
es

= c1(rk2
− ((r − 1)k2

− µ0))e
s
= λes,

by (A.12) and the value we have assigned to δ. We have thus obtained (A.10).
We now compute, using (A.12) and the value we have assigned to α,

1
2
e1
|xn=0− =

α

2
sin(µ0π)e

s
= es .

Using (A.12) we also compute

e1
|xn=0− +

δ

2cs
(c1∂xne

1)|xn=0− = α sin(µ0π)

(
1+

δ

2r
µ0

cos(µ0π)

sin(µ0π)

)
es = 0.

We have thus obtained (A.11). ut

A.2. A zero-order model

The lack of unique continuation of the previous (elliptic) model makes us consider a
simpler model. We make a lower-order approximation and we show how to formally
obtain the model studied in the main text of this article.

Neglecting the first-order terms in δ in (A.5) we find

z2(y, δ/2) = z1(y,−δ/2) = zs(y).

As δ−1(∂xnz
0(y, δ/2) − ∂xnz

0(y,−δ/2)) = O(1) we cannot neglect this term in (A.4).
Proceeding as above we thus obtain the model

∂tz
j
− divg cj∇gzj = f j in (0, T )×�j , j = 1, 2,

and {
∂tz

s
− divs(cs∇szs) = f s + 1

δ
((c2∂xnz

2)|xn=0+ − (c
1∂xnz

1)|xn=0−),

z2
|xn=0+ = z

s
= z1
|xn=0− ,

in (0, T )× S.

Appendix B. Facts on semiclassical operators

B.1. Results for tangential semiclassical operators on Rd , d ≥ 2

Semiclassical operators are defined in Section 1.4. Here, we provide the properties that
we need in the main text.
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The composition formula for tangential symbols b ∈ SmT , b′ ∈ Sm
′

T is given by

(b # b′)(z, ζ ′) = (2πh)−(d−1)
∫∫

e−i〈t
′,τ ′〉/hb(z, ζ ′ + τ ′, h) b′(z′ + t ′, zd , ζ

′, h) dt ′ dτ ′

=

∑
|α|<N

(−ih)|α|

α!
∂αζ ′b(z, ζ

′, h) ∂αz′b
′(z, ζ ′, h)+ rN , rN ∈ h

NSm+m
′
−N

T , (B.1)

where

rN =
(−ih)N

(2πh)(d−1)

∑
|α|=N

1∫
0

N(1− s)N−1

α!

×

∫∫
e−i〈t

′,τ ′〉/h∂αζ ′b(z, ζ
′
+ τ ′, h) ∂αz′b

′(z′ + st ′, zd , ζ
′, h) dt ′ dτ ′ ds,

and yields a tangential symbol in Sm+m
′

T .
If s,m ∈ R and b ∈ SmT we have the following regularity result:

‖3sT OpT (b)u‖L2(Rd ) ≤ C‖3
s+m
T u‖L2(Rd ), u ∈ S (Rd).

We now consider the effect of change of variables.

Theorem B.1. Let Z′ and Z′κ be open subsets of Rd−1 and let κ : Z′ → Z′κ be a
diffeomorphism. If b(z, ζ ′, h) ∈ SmT and the kernel of OpT (b) has support contained
in K × R×K × R, with K compact and contained in Z′, then the function

bκ(ẑ
′, zd , ζ

′, h) =

{
e−i〈κ(z

′),ζ ′〉/h OpT (b)ei〈κ(z
′),ζ ′〉/h if ẑ′ = κ(z′) ∈ Z′κ ,

0 if ẑ′ /∈ Z′κ ,
(B.2)

is in SmT , and the kernel of OpT (bκ) has support contained in κ(K)×R×κ(K)×R, and

(κ ⊗ Id)∗ OpT (bκ)u = OpT (b)((κ ⊗ Id)∗u), u ∈ S ′(Rd). (B.3)

For bκ we have the asymptotic expansion

bκ(κ(z
′), zd , ζ

′, h)− Tκ,N (b)(κ(z
′), zd , ζ

′, h) ∈ hN/2S
m−N/2
T (B.4)

with

Tκ,N (b)(κ(z
′), zd , ζ

′, h) =
∑
α<N

(−ih)|α|

α!
∂αζ ′b(z

′, zd ,
tκ(z′)′ζ ′, h)∂αt ′ e

i〈ρz′ (t
′),ζ ′〉/h

∣∣
t ′=z′

(B.5)
where ρz′(t ′) = κ(t ′)− κ(z′)− κ ′(z′)(t ′ − z′).
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A proof is provided in Appendix C.9. In particular we find that

bκ(κ(z
′), zd , ζ, h) = b(z

′, zd ,
tκ(z′)′ζ ′, h)+ hr(z′, zd , ζ

′, h) with r ∈ hSm−1
T . (B.6)

The principal symbol thus transforms as the regular pullback of a function defined in
phase space (see Section 1.4.3).

Lemma B.2. Let a ∈ SmT be such that the kernel Kh(z, t) = Kh,zd (z′, t ′) ⊗ δ(zd − td)
of OpT (a) is such that Kh,zd (z′, t ′) vanishes if |z′ − t ′| ≤ η for some η > 0. Then
a ∈ h∞S−∞T .

Proof. We write, as an oscillatory integral,

Kh,zd (z
′, t ′) =

1
(2πh)d−1

∫
ei〈z

′
−t ′,ζ ′〉/ha(z, ζ ′, h) dζ ′.

Let χ ∈ C∞(Rd−1) be such that χ(z′) = 0 if |z′| ≤ η/2 and χ(z′) = 1 if |z′| ≥ η.
Then Kh,zd (z′, t ′) = χ(z′ − t ′)Kh,zd (z′, t ′). Hence, χ(z′ − t ′)a(z, ζ ′, h) is an ampli-
tude for OpT (a). The asymptotic series providing the associated symbol, which is in fact
a(z, ζ ′, h), is (by [GS94])

a(z, ζ ′, h) ∼
∑
α

(−i)|α|hα

α!
∂αt ′ ∂

α
ζ ′(χ(z

′
− t ′)a(z, ζ ′, h))

∣∣
t ′=z′

.

Because of the support of χ the result follows. ut

B.2. Semiclassical (tangential) operators on a manifold

In the present article, we consider semiclassical operators that act on both the x0 and y
variables, x0 ∈ (0, X0) and y ∈ S.

Let X be a manifold of the form (0, X0)× S × R. We denote by (x0, y, xn) a typical
element. We also set X ′ = (0, X0)× S. By abuse of notation we shall also denote by φj
the map Id ⊗ φj ⊗ Id (resp. Id ⊗ φj ) on R × Uj × R (resp. R × Uj ); see Section 1.4.3
where the diffeomorphisms φj , j ∈ J , are defined.

We recall the definition of a tangential semiclassical symbol in an open set O ⊂ Rd .

Definition B.3. We say that a(z, ζ ′, h) ∈ SmT (O × Rd−1) if, for any χ ∈ C∞c (O), χa ∈
SmT (R

d
× Rd−1).

We also recall the definition of tangential semiclassical symbols and operators on a
manifold.

Definition B.4. 1. Let m ∈ R, j ∈ J , and a ∈ C∞(T ∗((0, X0)×Uj )×R). We say that
a ∈ SmT (T

∗((0, X0)× Uj )× R) if (φ−1
j )∗a ∈ SmT ((0, X0)× Ũj × R× Rn).

2. Let a ∈ C∞(T ∗(X ′) × R). We say that a ∈ SmT (T
∗(X ′) × R) if, for all j ∈ J ,

a|T ∗((0,X0)×Uj )×R ∈ S
m
T (T

∗((0, X0)× Uj )× R).
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Definition B.5. An operator A : C∞c (X )→ C∞(X ) is said to be tangential semiclassi-
cal on X of order m ∈ R if:

1. Its kernel is of the form

Kh(x0, y, xn; x̂0, ŷ, x̂n) = Kh,xn(x0, y; x̂0, ŷ)⊗ δ(xn − x̂n).

2. Its kernel is regularizing outside diag(X ×X ) in the semiclassical sense: for all χ, χ̂ ∈
C∞c (X ′) such that supp(χ) ∩ supp(χ̂) = ∅ we have

χ(x0, y)χ̂(x̂0, ŷ)Kh,xn(x0, y; x̂0, ŷ) ∈ C∞(X ′ × X ′),

and for all N, α ∈ N, and for any seminorm q on C∞(X ′ × X ′) there exists C =
Cχ,χ̂,N,α,q > 0 such that

sup
xn∈R

q
(
χ(x0, y)χ̂(x̂0, ŷ)∂

α
xn
Kh,xn(x0, y; x̂0, ŷ)

)
≤ ChN . (B.7)

3. For all j ∈ J and all λ ∈ C∞c ((0, X0)× Uj ), λ̃ ∈ C∞c ((0, X0)× Ũj ), we have

S ′(Rn+1) 3 u 7→ (φ−1
j )∗(λ⊗ Id)Aφ∗j (λ̃⊗ Id)u

in 9mT (R
n+1).

In this case, we write A ∈ 9mT (X ).

Note that we shall often write λ and λ̃ in place of λ⊗ Id and λ̃⊗ Id respectively.
We set

h∞S−∞T ((0, X0)× Ũj × R× Rn) =
⋂
N∈N

hNS−NT ((0, X0)× Ũj × R× Rn),

h∞9−∞T ((0, X0)× Ũj × R) =
⋂
N∈N

hN9−NT ((0, X0)× Ũj × R),

Remark B.6. The first two points of Definition B.5 in fact state that the semiclassical
wave front set of the kernel of the operator is confined to the conormal bundle of the
diagonal of X . As a consequence, A maps E ′(X ) into D ′(X ) [Hör90, Theorem 8.2.13].
We also note that the same properties hold for the transpose (resp. adjoint) operator. If
moreover A is properly supported then A maps

C∞c (X )→ C∞c (X ), C∞(X )→ C∞(X ), E ′(X )→ E ′(X ), D ′(X )→ D ′(X ),
(B.8)

continuously, and the same holds for tA.

Observe that tangential semiclassical differential operators naturally have all the prop-
erties listed above.
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Proposition B.7. If A ∈ 9mT (X ), then for all j ∈ J , there exists aj (x0, x
′, xn; ξ0, ξ

′) ∈

SmT ((0, X0)×Ũj×R×Rn) such that for all λ ∈ C∞c ((0, X0)×Uj ), λ̃ ∈ C∞c ((0, X0)×Ũj ),

(φ−1
j )∗λAφ∗j λ̃− OpT

(
((φ−1

j )∗λ)aj
)
λ̃ ∈ h∞9−∞T (Rn × R).

Moreover, aj is uniquely defined up to h∞S−∞T ((0, X0)× Ũj × R× Rn).

We refer to Appendix C.10 for a proof. We say that aj is the (representative of the) local
symbol of A (modulo h∞S−∞T ) in the chart (0, X0) × Ũj × R. We find that the symbol
of (φ−1

j )∗λAφ∗j λ̃ is given by ((φ−1
j )∗λ)aj # λ̃ modulo h∞S−∞T (Rn × R× Rn), from the

previous proposition. The symbols (aj )j∈J follow the natural transformations when going
from one chart to another.

Proposition B.8. If Uj ∩ Uk 6= ∅, we introduce

Ũj,k = φj (Uj ∩ Uk) ⊂ Ũj and Ũk,j = φk(Uj ∩ Uk) ⊂ Ũk.

Let A ∈ 9mT (X ) with aj as given in Proposition B.7. Then

ak |(0,X0)×Ũk,j×R − Tφjk,N (aj |(0,X0)×Ũj,k×R) ∈ h
NS

m−N/2
T ((0, X0)× Ũk,j × R× Rn).

We refer to Appendix C.11 for a proof. The notation Tφjk,N is defined in (B.5). The open
sets Ũj,k and Ũk,j are represented in Figure 2.

As a consequence, only considering the first term in the sum defining Tφjk,N (aj ), we
observe that the principal part of aj defined on (0, X0) × Ũj × R × Rn transforms as a
function on T ∗(X ′)× R through a change of variables.

LetA ∈ 9mT (X ) and let aj , j ∈ J , be representatives of the local symbol (class) given
in the local chart by Proposition B.7. We set a =

∑
j∈J ψjφ

∗

j aj and find

a − φ∗j aj ∈ h9
m−1
T (T ∗((0, X0)× Uj )× R).

This defines a modulo hSm−1
T (T ∗(X ′)× R).

Definition B.9. We define the principal symbol of A as the class of a in SmT (T
∗(X ′) ×

R)/hSm−1
T (T ∗(X ′)× R) and we denote it by σ(A).

Proposition B.10. Let A ∈ 9mT (X ), B ∈ 9
m′

T (X ) both be properly supported. Then
AB ∈ 9m+m

′

T (X ) and (a representative of ) its local symbol in any chart (Uj , φj ) is
given by aj # bj with the notation of Proposition B.7. In particular, σ(AB) = σ(A)σ(B).

We refer to Appendix C.12 for a proof.
The following natural result is a consequence of what precedes.

Corollary B.11. If A ∈ 9mT (X ) and B ∈ 9m
′

T (X ) are both properly supported then the
commutator [A,B] ∈ h9m+m

′
−1

T (X ) and (h/i){σ(A), σ (B)} is (a representative of ) its
principal symbol.
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With the Sobolev norms defined in Section 1.4.3 we have the following result.

Proposition B.12. Let A ∈ 9`T (X ) be properly supported, ` = 0, 1. LetK be a compact
subset of X ′. Then there exist L, a compact subset of X ′, and C > 0 such that for all
u ∈ C∞c (X ′) with supp(u) ⊂ K ,

supp((Au)|xn=0) ⊂ L and |(Au)|xn=0|k ≤ C|u|`+k with k =

{
0 or 1 if ` = 0,
0 if ` = 1.

We refer to Appendix C.13 for a proof. The norms in the proposition are those defined
in (1.21).

B.3. A particular class of semiclassical operators on M+

In this section, we prove that the operators 4• defined in (3.24), • = E ,F ,G ,Z , are
tangential semiclassical pseudo-differential operators on M+. We also establish some
properties of their symbols.

Let ζ 0
∈ C∞c (0, X0) that satisfies ζ 0

= 1 on a neighborhood of (α0, X0 − α0) and
0 ≤ ζ 0

≤ 1. We set
ζ 0
j (x0, y, xn) = ζ

0(x0)ψj (y).

For all j ∈ J , we choose ζ̃ 0
j ∈ C∞c ((0, X0)× Ũj ) with ζ̃ 0

j = 1 in a neighborhood of

supp((φ−1
j )∗ζ 0

j ).
Let p ∈ SmT (M

∗
+). We define, for some j ∈ J ,

pj = ζ̃
0
j (φ
−1
j )∗p and Q = φ∗j OpT (pj )(φ

−1
j )∗ζ 0

j .

Lemma B.13. We have Q ∈ 9mT (M+). Moreover, denoting by qk (a representative of )
the local symbol of Q in the chart Ũk , we have

1. qj = pj # ((φ−1
j )∗ζ 0

j ) modh∞S−∞T (Rn × [0, 2ε] × Rn) and qj can be chosen such

that supp(qj ) ⊂ supp(ζ̃ 0
j )× Rn × [0, 2ε] ⊂ Ũj × Rn × [0, 2ε];

2. qk = 0 if Uj ∩ Uk = ∅;
3. qk = Tφjk,N (qj )modhN/2Sm−N/2T (Rn×[0, 2ε]×Rn) for all N ∈ N, and supp(qk) ⊂
φk(Uj ∩ Uk)× Rn × R if k 6= j and Uj ∩ Uk 6= ∅.

Proof. Let us first check thatQ ∈ 9mT (M+). The definition ofQ first yields supp(KQ,h)
⊂ ((0, X0)× Uj × [0, 2ε])2. Then, for λ ∈ C∞c ((0, X0)× Uj ), λ̃ ∈ C∞c ((0, X0)× Ũj ),
we have

(φ−1
j )∗λQφ∗j λ̃ = ((φ

−1
j )∗λ)OpT (pj )((φ

−1
j )∗ζ 0

j )λ̃ ∈ 9
m
T (R

n
× [0, 2ε]),

and the symbol of this operator is ((φ−1
j )∗λ) # pj # ((φ−1

j )∗ζ 0
j )λ̃. According to Propo-

sition B.7, this yields qj = pj # (φ−1
j )∗ζ 0

j modh∞S−∞T (Rn × [0, 2ε] × Rn). The local
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representation qj can be chosen with compact support in Ũj since pj = ζ̃ 0
j (φ
−1
j )∗p and

supp(ζ̃ 0
j ) ⊂ Ũj . As a consequence, the first point is satisfied.

Taking now λ and λ̃ such that supp(λ) ∩ supp(φ∗j λ̃) = ∅, we find (φ−1
j )∗λQφ∗j λ̃ ∈

h∞9−∞T (Rn×[0, 2ε]), so that the kernel ofQ satisfies (B.7). Next, we take k ∈ J , k 6= j
and λ ∈ C∞c ((0, X0)× Uk), λ̃ ∈ C∞c ((0, X0)× Ũk) and compute (φ−1

k )∗λQφ∗k λ̃.
If Uj ∩ Uk = ∅, this is the null operator and the second point is satisfied. If

Uj ∩ Uk 6= ∅, we take

• λ̂j ∈ C∞c ((0, X0)× (Uj ∩ Uk)) such that λ̂j = 1 on supp(φ∗j ζ̃
0
j ) ∩ supp(λ),

• λ
(1)
j , λ

(2)
j ∈ C∞c ((0, X0) × (Uj ∩ Uk)) such that λ(1)j = λ

(2)
j = 1 on supp(ζ 0

j ) ∩

supp(φ∗k λ̃).

We have
(φ−1
k )∗λQφ∗k λ̃ = ((φ

−1
k )∗λ)(φ−1

jk )
∗Q̃(φjk)

∗((φ−1
k )∗λ

(1)
j )λ̃

where
Q̃ = ((φ−1

j )∗λ̂j )OpT (pj )((φ
−1
j )∗ζ 0

j λ
(2)
j ).

The kernel of the operator Q̃ has a compact support and we can hence apply Theo-
rem B.1. According to the change of variables formula (B.4) the symbol of the operator
(φ−1
k )∗λQφ∗k λ̃ is given by

(φ−1
k )∗λ # Tφjk,N

(
((φ−1

j )∗λ̂j ) # pj # ((φ−1
j )∗ζ 0

j λ
(2)
j )

)
# ((φ−1

k )∗λ
(1)
j )λ̃

modhN/2Sm−N/2T (Rn × [0, 2ε] × Rn).

Combining the definition of Tφjk,N , the composition formula, and the definition of qj we
find this symbol to be

(φ−1
k )∗λ # Tφjk,N (pj # (φ−1

j )∗ζ 0
j ) # λ̃ modhN/2Sm−N/2T (Rn × [0, 2ε] × Rn)

= (φ−1
k )∗λ # Tφjk,N (qj ) # λ̃ modhN/2Sm−N/2T (Rn × [0, 2ε] × Rn),

because of the supports of λ̂j , λ(1)j and λ(2)j . This proves the third point. Finally, we obtain
Q ∈ 9mT (M+), which concludes the proof of the lemma. ut

Proposition B.14. Let P =
∑
j∈J φ

∗

j OpT (pj )(φ
−1
j )∗ζ 0

j with pj = ζ̃ 0
j (φ
−1
j )∗p. Then

P ∈ 9mT (M+) and its principal symbol is σ(P )(x, ξ0, η) = ζ
0(x0)p(x, ξ0, η). Moreover,

in each chart Ũk , there exists a (representative of the) local symbol of P supported in
supp(ζ 0φ∗kp).

Proof. According to Lemma B.13, in the chart Ũk , the local symbol of P is

pk #(φ−1
k )∗ζ 0

k +

∑
j 6=k

Tφjk,N (pj #(φ−1
j )∗ζ 0

j )modhN/2Sm−N/2T (Rn×[0, 2ε]×Rn) (B.9)
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for all N ∈ N. According to the composition formula (B.1) and the definition of Tφjk,N
(B.5), the principal part of this local representation is

pk(φ
−1
k )∗ζ 0

k +

∑
j 6=k

(φ−1
jk )
∗(pj (φ

−1
j )∗ζ 0

j ) = ζ̃
0
k (φ
−1
k )∗pζ 0

k +

∑
j 6=k

(φ−1
jk )
∗ζ̃ 0
j (φ
−1
j )∗pζ 0

j

= ((φ−1
k )∗p)

∑
j∈J

(φ−1
k )∗ζ 0

j = ζ
0(φ−1

k )∗p,

since
∑
j∈J ζ

0
j = ζ 0, defined in Section 3.6. Moreover, for every N ∈ N, the expres-

sion (B.9) is supported in the support of (φ−1
k )∗p. This property can be preserved by a

representative of the asymptotic series as N →∞. This concludes the proof. ut

For the Sobolev norms introduced in Section 1.4.3 we have the following natural result.

Lemma B.15. Let P be as in Proposition B.14, let v ∈ C∞(M+) and set uj =
OpT (pj )(φ

−1
j )∗ζ 0

j v. Then

‖Pv‖` .
∑
j∈J

‖uj‖`, |(P v)|xn=0+ |` .
∑
j∈J

|uj |xn=0+ |`, ` = 0, 1.

Proof. We treat the case of norms in all dimensions. We have Pv =
∑
j∈J φ

∗

j uj . Then

‖Pv‖` ≤
∑
j∈J

‖φ∗j uj‖`.

We then conclude with the use of Lemma 1.9. ut

Appendix C. Proofs of some technical results

C.1. Proof of Lemma 1.8

Let (gj )j be a family of smooth functions on S with supp(gj ) ⊂ Uj and
∑
j gj = g ≥

C > 0 in S. We set Mr(u) =
∑
j |(φ

−1
j )∗gju|H r (Rn−1). It is sufficient to prove that

|(φ−1
j )∗fju|H r (Rn−1) ≤ CMr(u) for some constant C > 0.
We set g̃j = gj/g, which forms a partition of unity. We have

|(φ−1
j )∗fju|H r (Rn−1) ≤

∑
k

|(φ−1
j )∗fj g̃ku|H r (Rn−1).

Next
|(φ−1

j )∗fj g̃ku|H r (Rn−1) ≤ C|(φ
−1
k )∗fj g̃ku|H r (Rn−1)

as φjk is a C∞ diffeomorphism between φj (Uj ∩ Uk) and φk(Uj ∩ Uk). Introducing
ĝk ∈ C∞c (Uk) such that ĝk = 1 on supp(gk) we find

|(φ−1
j )∗fj g̃ku|H r (Rn−1) ≤ C|(φ

−1
k )∗fj ĝk gk/g u|H r (Rn−1)

= C|(φ−1
k )∗(fj ĝk/g) (φ

−1
k )∗(gku)|H r (Rn−1) ≤ C

′
|(φ−1

k )∗(gku)|H r (Rn−1) ≤ C
′′Mr(u),

as v 7→ v(φ−1
k )∗(fj ĝk/g) is continuous in H r(Rn−1). The proof is complete. ut
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C.2. Proof of Proposition 2.2

First we note that in the proof it suffices to consider the operatorAδ+λ Id for λ sufficiently
large, in place of Aδ + λ Id. An inspection of the proof that follows also shows that
piecewise C 1 regularity of the coefficient c and C 1 regularity of cs are sufficient to prove
the result.

We consider a finite open covering (Oj )j of � together with a subordinated partition
of unity

∑
j θj = 1 that satisfies moreover, if Oj ∩ S 6= ∅:

1. we can choose local coordinates in Oj such that S is given by {xn = 0}.
2. ∂ηθj |S = 0, i.e. θj is flat at S in the normal direction to S.

The result of Proposition 2.2 is clear away from S by standard elliptic regularity the-
ory. We thus consider O = Oj such that Oj ∩ S 6= ∅. With θ = θj we set v = θz and
vs = θzs and V = (v, vs). From (2.3) we have

‖V ‖H1
δ
. ‖F‖H0

δ
. (C.1)

The result will be achieved if we prove∑
i=1,2

|v|�i |H 2(O∩�i )
+ δ1/2

|vs |H 2(O∩S) . ‖F‖H0
δ

(C.2)

uniformly in δ.
We write c∇gv = c(∇gθ)z+ cθ(∇gz). If ψ ∈ H 1

0 (O) we have

(c∇gv,∇gψ)L2(O) = (c(∇gθ)z,∇gψ)L2(O) + (c(∇gz)θ,∇gψ)L2(O)

= −

∑
i=1,2

(∇g(c(∇gθ)z), ψ)L2(O∩�i )
+ (c∇gz,∇g(θψ))L2(O) − (c(∇gz∇gθ), ψ)L2(O),

with an integration by parts using that ∂ηθ|S = 0.
Similarly for ψ s ∈ H 1

0 (O ∩ S) we have

(cs∇svs,∇sψ s)L2(O∩S) = −(∇
s(cs(∇sθ)zs), ψ s)L2(O∩S) + (c

s
∇
szs,∇s(θψ s))L2(O∩S)

− (cs(∇szs∇sθ), ψ s)L2(O∩S).

Considering the weak problem (2.2) satisfied by Z we thus obtain

(c∇gv,∇gψ)L2(O) + δ(c
s
∇
svs,∇sψ s)L2(O∩S) + λ(v, ψ)L2(O) + δλ(v

s, ψ s)L2(O∩S)

= (φ, ψ)L2(O) + δ(φ
s, ψ s)L2(O∩S) (C.3)

for 9 = (ψ,ψ s) ∈ H1
δ , where 8 = (φ, φs) ∈ L2

× L2 with

φ|�i =
(
−∇g(c(∇gθ)z)− c(∇gz∇gθ)+ θf

)
|�i
, i = 1, 2,

φs = −∇s(cs(∇sθ)zs)− cs(∇szs∇sθ)+ θf s,

and by (2.3) we have
‖8‖H0

δ
. ‖F‖H0

δ
.
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We now make a local change of variable in O such that S becomes {xn = 0}. The
weak problem that (v, vs) satisfies takes the form

∑
k,l

∫
O

ck,l∂xkv∂xlψ dx + δ
∑
′

k,l

∫
O∩S

csk,l∂xkv
s∂xlψ

s
dx + λ

∫
O

αvψ dx

+ λδ

∫
O∩S

βvsψ
s
dx

=

∫
O

αφψ dx + δ

∫
O∩S

βφsψ
s
dx, 9 = (ψ,ψ s) ∈ H1

δ , (C.4)

where
∑
k,l is a sum with k, l running over {1, . . . , n} and

∑
′

k,l is a sum with k, l running
over {1, . . . , n − 1}. The functions α and β come from Jacobians. The functions ck,l are
piecewise C 1 with a discontinuity across the interface S, and the functions csk,l are C 1.
Note that v ∈ H 1(O) and vs ∈ H 1(O ∩ S) with supports finitely away from ∂O.

We now use the Nirenberg translation method. Let h be parallel to S. Define Dh by
Dh(ρ) = (ρ(x + h) − ρ(x))/|h|. Observe that D−h(Dhv) ∈ H 1

0 (O) and D−h(Dhvs) ∈
H 1

0 (O ∩ S) for |h| sufficiently small and set ψ = D−h(Dhv) and ψ s = D−h(Dhvs). As
(Dhf1f2) = f1(x + h)Dhf2 + (Dhf1)f2 this yields

∑
k,l

∫
O

ck,l(x + h)∂xkDhv∂xlDhv dx + δ
∑
′

k,l

∫
O∩S

csk,l(x + h)∂xkDhv
s∂xlDhv

s dx

+ λ

∫
O

α(x + h)|Dhv|
2 dx + λδ

∫
O∩S

β(x + h)|Dhv
s
|
2 dx

+

∑
k,l

∫
O

(Dhck,l)∂xkv∂xlDhv dx + δ
∑
′

k,l

∫
O∩S

(Dhc
s
k,l)∂xkv

s∂xlDhv
s dx

+ λ

∫
O

(Dhα)vDhv dx + δλ

∫
O∩S

(Dhβ)v
sDhv

s dx

=

∫
O

αφD−h(Dhv) dx + δ

∫
O∩S

βφsD−h(Dhv
s) dx.

We note that∣∣∣∣∑
k,l

∫
O

(Dhck,l)∂xkv∂xlDhv dx + δ
∑
′

k,l

∫
O∩S

(Dhc
s
k,l)∂xkv

s∂xlDhv
s dx

+ λ

∫
O

(Dhα)vDhv dx + δλ

∫
O∩S

(Dhβ)v
sDhv

s dx

∣∣∣∣ . ‖V ‖H1
δ
‖DhV ‖H1

δ
.

If ρ ∈ H 1
0 (O) with support finitely away from the boundary ∂O then |Dh(ρ)|L2(O)

≤ |∇ρ|L2(O) for |h| sufficiently small [Bre83, Proposition IX.3]. We thus have∣∣∣∣∫
O

αφD−h(Dhv) dx + δ

∫
O∩S

βφsD−h(Dhv
s) dx

∣∣∣∣ . ‖8‖H0
δ
‖DhV ‖H1

δ
.
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We thus find

|aλ(Dhv,Dhv)| . (‖V ‖H1
δ
+ ‖8‖H0

δ
)‖DhV ‖H1

δ
. ‖8‖H0

δ
‖DhV ‖H1

δ

uniformly in δ, using (C.1). The coercivity of aλ gives

‖DhV ‖H1
δ
. ‖F‖H0

δ
.

For k ∈ {1, . . . , n} and ψ ∈ C∞c (O), we choose h in the direction of the xl coordinate,
l ∈ {1, . . . , n− 1}. Then

|(∂xkv,D−hψ)L2(O)| = |(Dh∂xkv, ψ)L2(O)| ≤ ‖DhV ‖H1
δ
‖ψ‖L2 . ‖F‖H0

δ
‖ψ‖L2 .

As the l.h.s. converges to
∣∣(∂xkv, ∂xlψ)L2(O)| we see that ∂2

xkxl
v ∈ L2 and

‖∂2
xkxl

v‖L2 . ‖F‖H0
δ
, (k, l) 6= (n, n).

Similarly for k ∈ {1, . . . , n − 1} and ψ s ∈ C∞c (O ∩ S), we choose h in the direction of
the xl coordinate, l ∈ {1, . . . , n− 1}. We have

δ1/2
|(∂xkv

s,D−hψ
s)L2(O∩S)| = δ

1/2
|(Dh∂xkv

s, ψ s)L2(O∩S)| ≤ ‖DhV ‖H1
δ
‖ψ s‖L2

. ‖F‖H0
δ
‖ψ s‖L2 ,

and we obtain ∂2
xkxl

vs ∈ L2(O) and moreover

δ1/2
‖∂2
xkxl

vs‖L2(O) . ‖F‖H0
δ
, k, l ∈ {1, . . . , n− 1}.

From (C.4) observe now that (in a weak sense) we have in �i ∩O, i = 1, 2,

∂2
xn
v = −

1
cnn

( ∑
(k,l) 6=(n,n)

∂xkckl∂xlv + αφ + (∂xncnn)∂xnv − λαv
)
.

It follows that ∂2
xn
v|�i ∈ L

2(�i) and

‖∂2
xn
v|�i‖L2(�i )

. ‖F‖H0
δ
, i = 1, 2,

which concludes the proof. ut

C.3. Proof of Proposition 2.3

An inspection of the proof shows that is sufficient to assume that c is piecewise Cm+1,
cs is Cm+1 and S is of class Cm+2. We proceed by induction. The case m = 0 is treated
in Proposition 2.2. Let m0 > 0. Assume the result is true for 0 ≤ m ≤ m0 − 1 and
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f|�i ∈ H
m0(�i), i = 0, 1, and f s ∈ Hm0(S). We thus have Z = (z, zs) ∈ Hm0+1(�1 ∪

�2)×H
m0+1(S) with∑

i=1,2

‖z|�i‖Hm0+1(�i )
+ δ1/2

|zs |Hm0+1(S)

.
∑
i=1,2

‖f|�i‖Hm0 (�i ) + δ
1/2
|f s |Hm0 (S) = Nm0(F ).

We use the same partition of unity θj , j = 1, . . . , N , as in the proof of Proposition 2.2.
Since the result is known away from S by standard elliptic regularity theory, we consider
O = Oj such that Oj ∩ S 6= ∅. With θ = θj we set v = θz and vs = θzs and V =
(v, vs). With the notation of the proof of Proposition 2.2 we obtain, after a local change
of variables,

∑
k,l

∫
O

ck,l∂xkv∂xlψ dx + δ
∑
′

k,l

∫
O∩S

csk,l∂xkv
s∂xlψ

s
dx + λ

∫
O

αvψ dx

+ δλ

∫
O∩S

βvsψ
s
dx =

∫
O

αφψ dx + δ

∫
O∩S

βφsψ
s
dx (C.5)

for 9 = (ψ,ψ s) ∈ H1
δ , where

∑
k,l is a sum with k, l running over {1, . . . , n} and∑

′

k,l is a sum with k, l running over {1, . . . , n − 1}. We have v ∈ Hm0+1(O) and vs ∈
Hm0+1(O ∩ S) with supports finitely away from ∂O, and 8 = (φ, φs) is such that∑

i=1,2

‖φ|�i‖Hm0 (�i ) + δ
1/2
|φs |Hm0 (S) . Nm0(F ).

The functions ck,l are piecewise Cm+1 with a discontinuity across the interface S, and the
functions csk,l are Cm+1.

For j = 1, . . . , n− 1, if 9 is chosen such that

ψ = ∂xj ψ̃, ψ s = ∂xj ψ̃
s, with (ψ̃, ψ̃ s) ∈ (C∞c (O)× C∞c (S ∩O)) ∩H1

δ ,

since ∂xj v|�i ∈ H
1(�i) and ∂xj v

s
∈ H 1(S), we find

∑
k,l

∫
O

ck,l∂
2
xkxj

v∂xl ψ̃ dx + δ
∑
′

k,l

∫
O∩S

csk,l∂
2
xkxj

vs∂xl ψ̃
s dx + λ

∫
O

α∂xj vψ dx

+ δλ

∫
O∩S

β∂xj v
sψ

s
dx =

∫
O

φ̃ψ̃ dx + δ

∫
O∩S

φ̃sψ̃ s dx,

with ∑
i=1,2

‖φ̃|�i‖Hm0−1(�i )
+ δ1/2

|φ̃s |Hm0−1(S) . Nm0(F ).
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The induction assumption then yields6∑
i=1,2

‖∂xj v|�i‖Hm0+1(�i∩O)
+ δ1/2

|∂xj v
s
|Hm0+1(S∩O) . Nm0(F ). (C.6)

From (C.5) we have in �i ∩O, i = 1, 2, in a weak sense,

∂2
xn
v = −

1
cnn

(
∑

(k,l) 6=(n,n)

∂xkckl∂xlv + αφ + (∂xncnn)∂xnv − λαv).

As v|�i ∈ H
2(�i), this also holds in L2(�i). Thus ∂2

xn
v|�i ∈ H

m0(�i ∩O) and

‖∂2
xn
v|�i‖Hm0 (�i ) . Nm0(F ),

by (C.6). This concludes the proof. ut

C.4. Proof of Lemma 3.6

The proof we give extends that of Lemma 3, p. 480 in [LR97]. We drop the “r/l” notation
here since the same argument holds for both cases. We have pϕ = ξ2

n + 2i(∂xnϕ)ξn +
q2 + 2iq1. We pick α ∈ C such that α2

= (∂xnϕ)
2
+ q2 + 2iq1. Then the imaginary

parts of the two roots of pϕ are −∂xnϕ ± Re(α) and have opposite signs if and only if
|Re(α)| > |∂xnϕ|. We note that

|Re(z)| > A ⇔ Re(z2) > A2
−
(Im(z2))2

4A2 , z ∈ C, (C.7)

with a similar equivalence in the case of equalities on both sides. Substituting α for z, and
|∂xnϕ| for A, we thus find that the imaginary parts of the roots have opposite signs if and
only if µ > 0, as µ = q2 + q

2
1/(∂xnϕ)

2. In the case µ = 0 only one of the roots is real
and the imaginary part of the second one has the opposite sign to ∂xnϕ. In the case µ < 0
both imaginary parts of the roots have the same sign, opposite to the sign of ∂xnϕ.

If Im(ρ+) ≥ C0 > 0 and Im(ρ−) ≤ −C0 then |Re(α)| ≥ |∂xnϕ| + C0 and by (C.7)
we obtain

(∂xnϕ)
2
+ q2 = Re(α2) ≥ (|∂xnϕ| + C0)

2
−

q2
1

(|∂xnϕ| + C0)2
,

which gives

µ ≥ C2
0 + 2C0|∂xnϕ| + q

2
1 (

1
(∂xnϕ)

2 −
1

(|∂xnϕ| + C0)2
) ≥ C > 0.

Conversely, assume that µ ≥ C1 > 0. Note that for all M > 0, there exists R > 0 such
that |ξ0| + |η|g ≥ R ⇒ |Re(α)| ≥ M . Actually, we have

Re(α2)−M2
+

Im(α2)2

4M2 > 0

6 The induction assumption is applied to the local form of the elliptic problem here, i.e., (C.5).
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for |ξ0| + |η|g ≥ R sufficiently large, which yields |Re(α)| ≥ M by (C.7). Taking now
M = |∂xnϕ| + C, we obtain |Im(ρ±)| ≥ C.

It suffices to take |ξ0| + |η|g ≤ R, x0 ∈ [0, X0], xn ∈ [−2ε, 2ε]. The variables
(x0, y, xn, ξ0, η) such that µ ≥ C1 are in a compact set K . Thus, minK |Im(ρ±)| is
reached. Finally, µ ≥ C1 implies |Im(ρ±)| ≥ C > 0 as Im(ρ±) does not vanish if
µ > 0. This concludes the proof of the first part of the lemma.

We now address the last point of the lemma. Let 0 < l < L < inf
V+ε
|∂xnϕ| and let

H = L2
− l2. In the region {µ ≥ −H } we have

µ ≥ l2−(∂xnϕ)
2
≥ (l2−(∂xnϕ)

2)

(
1+

q2
1

l2(∂xnϕ)
2

)
= l2−(∂xnϕ)

2
+q2

1

(
1

(∂xnϕ)
2 −

1
l2

)
.

Sinceµ = q2+q
2
1/(∂xnϕ)

2 we then have q2+(∂xnϕ)
2
≥ l2−q2

1/l
2, which by (C.7) yields

|Re(α)| ≥ l. We conclude by observing that |ρ+ − ρ−| ≥ |Im ρ+ − Im ρ−| = 2|Re(α)|.
ut

C.5. Proof of Lemma 3.8

We follow the notation of the proof of Lemma 3.6 above and again we drop the “r/l”
notation since the same argument holds for both cases. We choose α ∈ C such that
α2
= (∂xnϕ)

2
+ q2 + 2iq1 = r(x, ξ0, η) − r(x, ∂x0ϕ, dyϕ) + 2ir̃(x, ξ0, η, ∂x0ϕ, dyϕ),

which implies the roots are −i∂xnϕ ± iα. We set λT = (1 + ξ2
0 + |η|

2
g)

1/2
∈ S1

T (M
∗
+)

and write (α/λT )2 = ν1 + ν2 with

ν1 =
r(x, ξ0, η)

λ2
T

and ν2 =
1
λ2
T

(
−r(x, ∂x0ϕ, dyϕ)+ 2ir̃(x, ξ0, η, ∂x0ϕ, dyϕ)

)
.

To prove the first result, i.e., χρ± ∈ S1
T (M

∗
+), it suffices to consider λT large, as we

already know that the two roots are smooth in supp( χ). Note that there exists L > 0
such that |ν1| ≥ 2L, and |ν2| ≤ L for λT large, say λT ≥ R1. In this region we have
Re(α2/λ2

T ) ≥ ν1 − |Re(ν2)| ≥ L. In particular,

Re(α/λT ) ≥ C > 0. (C.8)

If λT ≥ R1, we have thus shown that (α/λT )2 remains away from a neighborhood of the
branch R− for the complex square root and we may thus choose α/λT = F((α/λT )2)
with F = C∞(C). Since (α/λT )2 ∈ S0

T (M
∗
+), it follows from Theorem 18.1.10 in

[Hör85a] that α/λT ∈ S0
T (M

∗
+) for λT ≥ R1, which yields the first conclusion.

Let C0 > 0 and consider the region {µ ≥ C0}. By Lemma 3.6 we have Im(ρ+) ≥ C
> 0 and Im(ρ−) ≤ −C. By (C.8), we obtain |Im(ρ±)| ≥ CλT . Since Im(ρ+)− Im(ρ−)
= 2 Re(α), and since |Im(ρ+)− Im(ρ−)| ≥ C, we obtain the final result from (C.8). ut

C.6. Proof of Lemma 4.2

Using (3.24) we have

OpT (χG ,j )(φ
−1
j )∗ζj 4̃GF v

r
= (φ−1

j )∗4G ,j 4̃GF v
r .
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We then write

OpT (χG ,j )(φ
−1
j )∗ζj 4̃GF v

r
= (φ−1

j )∗4G ,jv
r
− (φ−1

j )∗4G ,j (1− 4̃GF )v
r .

Note that uG ,j = (φ
−1
j )∗4G ,jv

r by (4.1). We have 4G ,j (1 − 4̃GF ) ∈ h
∞9−∞T (M+),

as their local symbols in every chart have disjoint supports by Proposition B.14, because
of the supports of ζ 3 and χ̃GF . This concludes the proof. ut

C.7. Proof of Lemma 4.5

Here, all functions are evaluated at the interface, i.e. xn = 0+. From (4.67) we have

σ̃δ = σ̃
(0)
δ + r̃

with
σ̃
(0)
δ = 2∂xnϕ

r
j |σδ|

2
+ 4qr1,j Re(σδ)− 2(∂xnϕ

r
j )q

r
2,j

and r̃ ∈ (δ2/h)S3
T +δS

2
T +hS

1
T , according to the definitions of 6̃δ in (4.69), σδ in (4.67),

and Br1 , Br′1 , Br2 in (4.59). Observe that χ̂ h2

δ2+h2 σ̃
(0)
δ ∈ S

0
T and the remainder satisfies

χ̂
h2

δ2 + h2 r̃ ∈ hS
0
T , (C.9)

since 〈(ξ0, ξ
′)〉 ≤ C in supp(χ̂).

Now, let us produce a lower bound for the symbol σ̃ (0)δ . Recalling the definition of µr

in (3.12), denoting µrj = (φ
−1
j )∗µr and ϑ = −i

δcsj

hclj
psϕ,j , we find

σ̃
(0)
δ =

2
β2 (∂xnϕ

r
j )|ϑ − ρ

l,+
j + k|2 +

4
β

Re(ϑ − ρl,+j + k)qr1,j − 2(∂xnϕ
r
j )q

r
2,j

= 2∂xnϕ
r
j

(∣∣(ϑ − ρl,+j + k)/β + qr1,j/∂xnϕ
r
j

∣∣2 − µrj )
≥ 2∂xnϕ

r
j

(
(Im(−ϑ + ρl,+j − k)/β)2 − µrj

)
,

since ∂xnϕ
r
j ≥ C > 0 and qr1,j is real. Hence

Im(−ϑ + ρl,+j − k) =
δcsj

hclj

Repsϕ + (Im ρ
l,+
j − Im ρ

l,−
j )/2+ β∂xnϕ

r
j ,

as (4.10) gives− Im k = ∂xnϕ
l
j +β∂xnϕ

r
j and the properties of the roots of the polynomial

p
r/l
ϕ given in (3.10) yield ∂xnϕ

l
j = −(Im ρ

l,+
j + Im ρ

l,−
j )/2. The first point of Lemma 3.6

gives Im ρ
l,+
j − Im ρ

l,−
j ≥ 0, and thus

Im(−ϑ + ρl,+j − k) ≥ K2δ/h+ β∂xnϕ
r
j ,
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since in the present region, Re(psϕ,j ) is positive elliptic by Proposition 3.5 and (3.11).
Using condition (4.51), i.e., (∂xnϕ

r
j )

2
− µrj ≥ K1 > 0 we find

σ̃
(0)
δ ≥ 2∂xnϕ

r
j

(
δ2K2

2
h2β2 +K1

)
.

This together with (C.9) concludes the proof. ut

C.8. Proof of Lemma 4.7

Let X = (x0, x
′, ξ0, ξ

′) ∈ W and X̃ = (x̃0, x̃
′, ξ̃0, ξ̃

′) ∈ W . If

gW,X(X − X̃) = |(x0, x
′)− (x̃0, x̃

′)|2 +
|(ξ0, ξ

′)− (ξ̃0, ξ̃
′)|2

〈(ξ0, ξ ′)〉2
< r2,

then, for r sufficiently small, we have C−1
≤ 〈(ξ̃0, ξ̃

′)〉/〈(ξ0, ξ
′)〉 ≤ C for some C > 0.

As a consequence, C−1
≤ 3(X̃)/3(X) ≤ C with h, δ > 0 arbitrary. Hence 3 is slowly

varying.
Next,

〈(ξ̃0, ξ̃
′)〉2 . 〈(ξ0, ξ

′)〉2(1+ |(ξ0, ξ
′)− (ξ̃0, ξ̃

′)|2)

so that

3(X̃)2/3(X)2 . (1+ |(ξ0, ξ
′)− (ξ̃0, ξ̃

′)|2) . 1+ gσW,X(X − X̃)

for h, δ>0 arbitrary. Here gσW denotes the dual metric on W , gσW =〈(ξ0, ξ
′)〉2|d(x0, x

′)|2

+ |d(ξ0, ξ
′)|2. Hence, the order function 3 is temperate, which concludes the proof. ut

C.9. Proof of Theorem B.1: change of variables for semiclassical operators

Here we consider operators on the whole space Rn of the form

a(x,Dx, τ ) = u(x) =

∫∫
ei〈x−y,ξ〉a(x, ξ, τ )u(y) dy d−ξ, d−ξ = (2π)−ndξ, (C.10)

where a(x, ξ, τ ) is smooth in x and ξ and satisfies, for some m ∈ R,

|∂αx ∂
β
ξ a(x, ξ, τ )| ≤ Cα,βµ

m−|β|, µ2
= τ 2

+ |ξ |2, τ ≥ 1. (C.11)

We say that a ∈ S(µm). We shall prove a change of variables formula for this kind
of operator. We choose this form of operator to make use of parts of existing proofs.
Operators of the form (C.10) are also called semiclassical.



Controllability of a parabolic system with a diffusive interface 1563

We recall that the semiclassical operators we consider in the main part of the article,
i.e., with a small parameter h, can be put in the form (C.10). In fact, with a(x, ξ, h) ∈ Sm,
we write

Op(a)u(x) = (2πh)−n
∫∫

ei〈x−y,ξ〉/ha(x, ξ, h)u(y) dy dξ

=

∫∫
ei〈x−y,ξ〉a(x, hξ, h)u(y) dy d−ξ,

and we have |∂αx ∂
β
ξ a(x, hξ, h)| . h|β|〈hξ〉m−|β|. With τ = 1/h we find

|∂αx ∂
β
ξ τ

ma(x, hξ, h)| . τm−|β|(1+ |ξ |/τ)m−|β| . µm−|β|.

Hence, the symbol h−ma(x, hξ, h) satisfies (C.11).
Theorem B.1 is the translation for semiclassical tangential operators with a small

parameter h of the following theorem.

Theorem C.1. Let X and Xκ be open subsets of Rn and let κ : X→ Xκ be a diffeomor-
phism. If a ∈ S(µm) and the kernel of a(x,Dx, τ ) has compact support in X × X then
the function

aκ(y, η, τ ) =

{
e−i〈κ(x),η〉a(x,Dx, τ )e

i〈κ(x),η〉 if y = κ(x) ∈ Xκ ,
0 if y /∈ Xκ ,

(C.12)

is in S(µm), the kernel of aκ(x,Dx, τ ) has compact support in Xκ ×Xκ , and

(aκ(x,Dx, τ )u) ◦ κ = a(x,Dx, τ )(u ◦ κ), u ∈ S ′(Rn). (C.13)

For aκ we have the asymptotic expansion

aκ(κ(x), η, τ )−
∑
α<N

(−i)|α|

α!
∂αξ a(x,

tκ(x)′η, τ)∂αy e
i〈ρx (y),η〉

|y=x ∈ S(µ
m−N/2), (C.14)

where ρx(y) = κ(y)− κ(x)− κ ′(x)(y − x).

Note that ρx(y) vanishes to second order at x and the terms in the series are in
S(µm−|α|/2). In fact the order of each term in the asymptotic series (C.14) is explained by
the following result that we shall use below.

Lemma C.2. We can write ∂αy e
i〈ρx (y),η〉 as a linear combination of terms∏

j∈I
〈x − y, ρx,j (y)η〉

∏
j∈J
〈∂
αj
y ρx(y), η〉e

i〈ρx (y),η〉,

for some matrix-valued function ρx,j , j ∈ I∪J , with |αj | ≥ 2 if j ∈ J , k = |I| and ` =
|I| + |J | such that k ≤ ` ≤ |α| and ` ≤ (|α| + k)/2. In particular,

∣∣∂αy ei〈ρx (y),η〉|x=y∣∣ ≤
Cα〈η〉

α/2.
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Proof. We note that ∂αy (e
i〈ρx (y),η〉) can be written as a linear combination of terms of the

form

ei〈ρx (y),η〉
∏

1≤j≤p

〈∂
αj
y ρx(y), η〉 with

∑
1≤j≤p

|αj | = |α|, p ≤ |α|, |αj | ≥ 1.

We set I = {1 ≤ j ≤ p; |αj | = 1} and J = {1 ≤ j ≤ p; |αj | ≥ 2}. We have
|I|+|J | = p ≤ |α| and moreover |α| ≥ |I|+2|J |, which gives |I|+|J | ≤ (|α|+|I|)/2.
As ρx(y) vanishes to second order at y = x we obtain 〈∂

αj
y ρx(y), η〉 = 〈x− y, ρx,j (y)η〉

for some function ρx,j if j ∈ I. ut

Proof of Theorem C.1. Let the kernel of a(x,Dx, τ ) be supported in K × K , K ⊂ X,
compact. In particular a(x, ξ, τ ) = 0 if x /∈ K . Let φ ∈ C∞c (X) be such that φ = 1 in a
neighborhood of K , and φ̃ ∈ C∞c (X) be such that φ̃ = 1 in a neighborhood of supp(φ).
Here, we follow the proof of Theorem 18.1.17 in [Hör85a], and we first find that for τ
fixed formula (C.13) holds for aκ given by (C.12). Moreover aκ is smooth with respect to
x and ξ and we have

aκ(κ(x), ξ) = φ(x)

∫∫
ei〈x−y,ξ〉+i〈κ(y)−κ(x),η〉a(x, ξ, τ )φ̃(y) dy d−ξ, x ∈ X. (C.15)

It thus remains to prove that aκ ∈ S(µm) and the asymptotic representation (C.14) holds.
For the proof we shall distinguish two regimes: τ . |η| and τ & |η|. We thus intro-

duce w ∈ C∞c (R) such that w = 1 in a neighborhood of 0 and set

γ1(x, η, τ ) = w(τ/〈η〉)aκ(κ(x), η, τ ), γ2(x, η, τ ) = (1− w)(τ/〈η〉)aκ(κ(x), η, τ ).

We shall prove the two propositions below.

Proposition C.3. We have γ1(x, η, τ ) ∈ S(µ
m) and

γ1(x, η, τ )− w(τ/〈η〉)
∑
α<N

(−i)|α|

α!
∂αξ a(x,

tκ(x)′η)∂αy e
i〈ρx (y),η〉

|y=x ∈ S(µ
m−N/2).

(C.16)

Proposition C.4. We have γ2(x, η, τ ) ∈ S(µ
m) and

γ2(x, η, τ )−(1−w)(τ/〈η〉)
∑
α<N

(−i)|α|

α!
∂αξ a(x,

tκ(x)′η)∂αy e
i〈ρx (y),η〉

|y=x ∈ S(µ
m−N/2).

(C.17)

With these two results, Theorem C.1 clearly follows as κ is a diffeomorphism. ut

We shall need the following result in the course of the proofs, which is the counterpart of
Proposition 18.1.4 in [Hör85a] for semiclassical symbols.
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Lemma C.5. Let aj (x, ξ, τ ) ∈ S(µmj ), j ∈ N, with mj → −∞ as j → ∞. Let
a(x, ξ, τ ) be smooth with respect to x and ξ such that for all α, β, for some C > 0
and ν depending on α and β,

|∂αx ∂
β
ξ a(x, ξ, τ )| ≤ Cµ

ν, x, ξ ∈ Rn, τ ≥ 1. (C.18)

Assume there is a sequence νk →−∞ such that∣∣∣a(x, ξ, τ )−∑
j<k

aj (x, ξ, τ )

∣∣∣ ≤ Ckµνk , x, ξ ∈ Rn, τ ≥ 1. (C.19)

Then a ∈ S(µm), m = supmj , and a(x, ξ, τ ) −
∑
j<k aj (x, ξ, τ ) ∈ S(µ

m′k ) with m′k =
maxj≥k mj .

The proof of Lemma C.5 is similar to that of Proposition 18.1.4 in [Hör85a]. It is left to
the reader.

Proof of Proposition C.3. We have

γ1(x, η, τ ) = w(τ/〈η〉)aκ(κ(x), ξ)

= w(τ/〈η〉)φ(x)

∫∫
ei〈x−y,ξ〉+i〈κ(y)−κ(x),η〉a(x, ξ, τ )φ̃(y) dy d−ξ, x ∈ X. (C.20)

Let max(|κ ′(y)|, |κ ′(y)−1
|) ≤ C0. Setting 8(ξ, η) =

∫
ei〈κ(y),η〉−i〈y,ξ〉φ̃(y) dy, one ob-

tains, by a nonstationary phase argument [Hör85a, p. 82],

|8(ξ, η)| ≤ CN (1+ |ξ | + |η|)−N if |ξ | ≤
|η|

2C0
or |ξ | ≥ 2C0|η|. (C.21)

Let then χ(ξ) ∈ C∞c (Rn) be equal to 1 if (2C0)
−1 < |ξ | < 2C0, and equal to 0 if

|ξ | < (4C0)
−1, and set γ1 = I1 + I2 with

I1(x, η, τ )

= w(τ/〈η〉)φ(x)

∫∫
ei〈x−y,ξ〉+i〈κ(y)−κ(x),η〉a(x, ξ, τ )φ̃(y)(1− χ)(ξ/|η|) dy d−ξ

= w(τ/〈η〉)φ(x)e−i〈κ(x),η〉
∫
ei〈x,ξ〉a(x, ξ, τ )8(ξ, η)(1− χ)(ξ/|η|) d−ξ

and

I2 = w(τ/〈η〉)φ(x)

∫∫
ei〈x−y,ξ〉+i〈κ(y)−κ(x),η〉a(x, ξ, τ )φ̃(y)χ(ξ/|η|)dy d−ξ

= w(τ/〈η〉)φ(x)ωne−i〈κ(x),η〉

×

∫∫
eiω〈x−y,ξ〉+iω〈κ(y),η/ω〉a(x, ωξ, τ )φ̃(y)χ(ξ)dy d−ξ, ω = |η|.
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From (C.21) and as τ . |η| here we find

|I1(x, η, τ )| ≤ CN |w(τ/〈η〉)|

∫
(τ + |ξ |)m(1+ |ξ | + |η|)−(N+n+1+m)dξ, N ∈ N,

which gives

|I1(x, η, τ )| ≤

{
CN |w(τ/〈η〉)|

∫
(|η| + |ξ |)m(1+ |ξ | + |η|)−(N+n+1+m)dξ if m ≥ 0,

CN |w(τ/〈η〉)|
∫
(1+ |ξ |)m(1+ |ξ | + |η|)−(N+n+1+m)dξ if m < 0.

In any case we find

|I1(x, η, τ )| ≤ C
′

N

|w(τ/〈η〉)|

(1+ |η|)N
≤ C′N

1
(τ + |η|)N

, N ∈ N. (C.22)

For the term I2 we first write

I2 = w(τ/〈η〉)φ(x)ω
ne−i〈κ(x),η〉

×

∫∫
eiω(〈κ(x+y),η/ω〉−〈y,ξ〉)a(x, ωξ, τ )φ̃(x + y)χ(ξ) dy d−ξ, ω = |η|,

to apply the stationary-phase result of Theorem 7.7.7 in [Hör90], which yields, for k ≥ n,∣∣∣∣I2(x, η, τ )− w(τ/〈η〉)φ(x)

×

k−n∑
ν=0

(−i)ν

ν!
〈∂y, ∂ξ/ω〉

ν
(
eiω〈ρx (x+y),η/ω〉a(x, ωξ, τ )φ̃(x + y)χ(ξ)|y=0,ξ=tκ ′(x)η/ω

)∣∣∣∣
≤ Cω(n−k)/2w(τ/〈η〉)

∑
|α|≤2k

sup
y,ξ

|Dαy,ξ (φ̃(x + y)χ(ξ)a(x, ωξ, τ ))|.

As τ . ω, and ξ is bounded, we observe that

|ωα(Dαξ a)(x, ωξ)| . ω|α|(τ + ω|ξ |)m−|α| . (τ + ω)m.

We also have χ(ξ) = 1 in a neighborhood of tκ ′(x)η/ω. As φ = 1 and φ̃ = 1 in a
neighborhood of K we thus obtain∣∣∣∣I2(x, η, τ )− w(τ/〈η〉)

k−n∑
ν=0

(−i)ν

ν!
〈∂y, ∂ξ 〉

ν
(
ei〈ρx (y),η〉a(x, ξ, τ )|y=x,ξ=tκ ′(x)η/ω

)∣∣∣∣
≤ Cω(n−k)/2(τ + ω)mw(τ/〈η〉) . (τ + |η|)m+n/2−k/2, x ∈ K.

We have thus obtained an asymptotic development in the form of (C.19). As each term in
the series is also a semiclassical symbol, by (C.22) we find that an estimate of the form
(C.18) is achieved when no derivation is applied to γ1. Applying partial derivatives with
respect to x and η to γ1(x, η, τ ) results in a sum of terms with the same form as (C.20)
with additional expressions with at most polynomial growth in η. The analysis carried out
above also yields an estimate of the form (C.18). Together with Lemma C.5 this completes
the proof. ut
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Proof of Proposition C.4. We have

γ2(x, η, τ ) = (1− w)(τ/〈η〉)aκ(κ(x), ξ)

= (1− w)(τ/〈η〉)φ(x)
∫∫

ei〈x−y,ξ〉+i〈κ(y)−κ(x),η〉a(x, ξ, τ )φ̃(y) dy d−ξ, x ∈ X.

(C.23)

This representation is to be understood in the sense of oscillatory integrals, which justifies
the manipulations we perform below.

In the support of (1 − w)(τ/〈η〉) we have τ & |η|. As ρx(y) = κ(y) − κ(x) −

κ ′(x)(y − x) we write

γ2(x, η, τ ) = (1− w)(τ/〈η〉)φ(x)
∫∫

ei〈x−y,ξ−
tκ ′(x)η〉+i〈ρx (y),η〉a(x, ξ, τ )φ̃(y) dy d−ξ

= (1− w)(τ/〈η〉)φ(x)
∫∫

ei〈x−y,ξ〉+i〈ρx (y),η〉a(x, ξ + tκ ′(x)η, τ )φ̃(y) dy d−ξ,

which by the Taylor formula gives γ2 = γ2,N + rN with

γ2,N (x, η, τ )

=

∑
|α|<N

1
α!
(1− w)(τ/〈η〉)φ(x)

∫∫
ei〈x−y,ξ〉+i〈ρx (y),η〉ξα∂αξ a(x,

tκ ′(x)η, τ )φ̃(y) dy d−ξ

and

rN =

N
∑
|α|=N

∫ 1

0

(1−σ)N−1

α!

∫∫
ei〈x−y,ξ〉+i〈ρx (y),η〉ξα∂αξ a(x, σξ+

tκ ′(x)η, τ )φ̃(y) dy d−ξ dσ.

Observing that ξαei〈x−y,ξ〉 = i|α|∂αy e
i〈x−y,ξ〉 we find

γ2(x, η, τ ) = (1− w)(τ/〈η〉)φ(x)

×

∑
|α|<N

(−i)|α|

α!

∫∫
ei〈x−y,ξ〉∂αy (φ̃(y)e

i〈ρx (y),η〉)∂αξ a(x,
tκ ′(x)η, τ ) dy d−ξ

= (1− w)(τ/〈η〉)φ(x)
∑
|α|<N

(−i)|α|

α!
∂αy (φ̃(y)e

i〈ρx (y),η〉)|y=x∂
α
ξ a(x,

tκ ′(x)η, τ )

= (1− w)(τ/〈η〉)
∑
|α|<N

(−i)|α|

α!
∂αy (e

i〈ρx (y),η〉)|y=x∂
α
ξ a(x,

tκ ′(x)η, τ )



1568 Jérôme Le Rousseau et al.

for x ∈ K , because of the supports of φ and φ̃. From the properties of ρy(x) given in
Lemma C.2 each term in the sum is in S(µm−|α|/2). Similarly we have

rN (x, η, τ ) = (1− w)(τ/〈η〉)φ(x)N(−i)N
∑
|α|=N

∑
β≤α

(
α

β

)∫ 1

0

(1− σ)N−1

α!

×

∫∫
ei〈x−y,ξ〉(∂β−αy φ̃(y))(∂βy e

i〈ρx (y),η〉)∂αξ a(x, σξ +
tκ ′(x)η, τ ) dy d−ξ dσ. (C.24)

If we prove that rN . (τ + |η|)m+n+1−N/2 if N ≥ m, we will obtain an estimate of the
form (C.19). In particular this yields |γ2| . µν for some ν ∈ R.

Applying partial derivatives with respect to x and η to γ2(x, η, τ ) results in a sum of
terms with the same form as (C.23) with additional expressions with at most polynomial
growth in η. Computing ∂αx ∂

β
η γ2 we may apply a similar analysis and find |∂αx ∂

β
η γ2| . µν

for some ν ∈ R. We thus have an estimate of the form (C.18). In view of Lemma C.5 this
will complete the proof.

By Lemma C.2 the remainder term rN in (C.24) is a linear combination of terms of
the form

r ′N (x, η, τ )

= (1− w)(τ/〈η〉)φ(x)
∫ 1

0
(1− σ)N−1

∫∫
ei〈x−y,ξ〉φ̂(y)

∏
j∈J
〈∂
αj
y ρx(y), η〉e

i〈ρx (y),η〉

×

∏
j∈I
〈x − y, ρx,j (y)η〉∂

α
ξ a(x, σξ +

tκ ′(x)η, τ ) dy d−ξ dσ

with |αj | ≥ 2 if j ∈ J and k = |I| and ` = |I| + |J | such that

k ≤ ` ≤ |β| ≤ |α| = N, ` ≤ (|β| + k)/2. (C.25)

Here the function φ̂ has support in K and is constant on supp(φ).
As 〈x − y, ρx,j (y)η〉ei〈x−y,ξ〉 = −i〈∂ξ , ρx,j (y)η〉ei〈x−y,ξ〉 we obtain

r ′N (x, η, τ )

= ik(1− w)(τ/〈η〉)φ(x)
∫ 1

0
(1− σ)N−1

∫∫
ei〈x−y,ξ〉φ̂(y)

∏
j∈J
〈∂
αj
y ρx(y), η〉e

i〈ρx (y),η〉

×

∏
j∈I
〈∂ξ , ρx,j (y)η〉∂

α
ξ a(x, σξ +

tκ ′(x)η, τ ) dy d−ξ dσ,

and we may thus write rN as a linear combination of terms of the form

r ′′N (x, η, τ )

= (1− w)(τ/〈η〉)φ(x)
∫ 1

0
σ |γ |(1− σ)N−1

∫∫
ei〈x−y,ξ〉φ̂(y)p(x, y, η)ei〈ρx (y),η〉

× ∂
α+γ
ξ a(x, σξ + tκ ′(x)η, τ ) dy d−ξ dσ,

where |γ | = k and p(x, y, η) is a polynomial in η of order ` with smooth coefficients.
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We note that 〈ξ〉−2(1+ i〈ξ, ∂y〉)ei〈x−y,ξ〉 = ei〈x−y,ξ〉. This yields, for q ∈ N,

r ′′N (x, η, τ ) = (1− w)(τ/〈η〉)φ(x)
∫ 1

0
σ |γ |(1− σ)N−1

×

∫∫
ei〈x−y,ξ〉(1− i〈ξ, ∂y〉)q

(
φ̂(y)p(x, y, η)ei〈ρx (y),η〉

)
× 〈ξ〉−2q∂

α+γ
ξ a(x, σξ + tκ ′(x)η, τ ) dy d−ξdσ.

We choose |α| = N ≥ m and q = n+ 1. Then

|∂
α+γ
ξ a(x, σξ + tκ ′(x)η, τ )| ≤ (τ + |σξ + tκ ′(x)η|)m−N−|γ | . τm−N−|γ |.

We thus obtain

|r ′′N (x, η, τ )| ≤ |(1− w)(τ/〈η〉)| |η|
`+n+1τm−N−|γ | . τm+`+n+1−N−|γ |,

as m−N − |γ | ≤ 0 and |η| . τ . Since ` ≤ (N + k)/2 = (N + |γ |)/2 this yields

|r ′′N (x, η, τ )| . τm+n+1−(N+|γ |)/2 . (τ + |η|)m+n+1−N/2,

as claimed above. This concludes the proof. ut

C.10. Proof of Proposition B.7

The proof partly follows the lines of that of [Hör85a, Proposition 18.1.19]. We fix j ∈ J .
Let λ̃l , l ∈ L, be a locally finite partition of unity on (0, X0) × Ũj . For all k, l ∈ L, we
define σkl ∈ SmT (R

n
× R× Rn) as

OpT (σkl) = (φ
−1
j )∗λkAφ

∗

j λ̃l, where λk = φ
∗

j λ̃k.

Note that supp(σkl) ⊂ (0, X0) × Ũj × R × Rn. We define aj :=
∑
′

k,l σkl where
∑
′

denotes the sum over the pairs k, l such that supp(λl)∩ supp(λk) 6= ∅. This sum is locally
finite, which gives aj ∈ SmT ((0, X0)× Ũj × R× Rn).

For λ ∈ C∞c ((0, X0)× Uj ) and λ̃ ∈ C∞c ((0, X0)× Ũj ) we consider

R = (φ−1
j )∗λAφ∗j λ̃− ((φ

−1
j )∗λ)OpT (aj )λ̃

=

∑
k,l

(φ−1
j )∗λλkAφ

∗

j λ̃l λ̃− ((φ
−1
j )∗λ)OpT (aj )λ̃.

Note that the sum only involves k, l such that supp(λk) ∩ supp(λ) 6= ∅ and supp(λ̃l) ∩
supp(λ̃) 6= ∅. Hence, the sum is finite. We find

R =
∑
′

k,l

(φ−1
j )∗λλkAφ

∗

j λ̃l λ̃− ((φ
−1
j )∗λ)OpT (aj )λ̃+ R1,
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where R1 is a finite sum of operators in9mT (R
n
×R) (and also in9mT ((0, X0)× Ũj ×R))

with kernels vanishing in a neighborhood of the diagonal. By Lemma B.2, we have R1 ∈

h∞9−∞T (Rn × R). Moreover,

(φ−1
j )∗λλkAφ

∗

j λ̃l λ̃ = ((φ
−1
j )∗λ)OpT (σkl)λ̃.

Thus R = R1 from the definition of aj .
We now prove uniqueness. Let ãj have the same properties as aj . Introducing b =

aj − ãj , for all λ ∈ C∞c ((0, X0)× Uj ) and λ̃ ∈ C∞c ((0, X0)× Ũj ) we have

((φ−1
j )∗λ)OpT (b)λ̃ ∈ h∞9

−∞

T (Rn × R).

Let K be a compact set in (0, X0)× Ũj and choose λ, λ̃ such that (φ−1
j )∗λ = 1 on K and

λ̃ = 1 on supp((φ−1
j )∗λ). The symbol of ((φ−1

j )∗λ)OpT (b)λ̃ is in h∞S−∞T (Rn×R×Rn)
and is given by

((φ−1
j )∗λ)b # λ̃ ∈ (φ−1

j )∗λb + h∞S−∞T (Rn × R× Rn)

by the composition formula (B.1). As a consequence, according to Definition B.3,

b ∈ h∞S−∞T ((0, X0)× Ũj × R× Rn). ut

C.11. Proof of Proposition B.8

Let K be a compact set in (0, X0) × (Uj ∩ Uk). Let λ, λ̂ ∈ C∞c ((0, X0) × (Uj ∩ Uk))

be equal to 1 on K . We set λ̃` = (φ−1
` )∗λ̂, ` = j, k. We also introduce A

λ,λ̂,`
=

(φ−1
` )∗λAφ∗` λ̃` and find

A
λ,λ̂,`
= OpT (ã`) modh∞9−∞T (Rn × R) with ã` = ((φ

−1
` )∗λ)a` # λ̃`, ` = j, k.

The kernel of A
λ,λ̂,j

(resp. A
λ,λ̂,k

) has compact support in ((0, X0) × Ũj,k)
2 (resp.

((0, X0)× Ũk,j )
2.) Observe that

A
λ,λ̂,k
= (φ−1

jk )
∗A

λ,λ̂,j
φ∗jk.

From Theorem B.1, we have, for all N ∈ N,

ãk − Tφjk,N (ãj ) ∈ h
NS

m−N/2
T (Rn × R× Rn).

Set Kk = φk(K) and pick χ ∈ C∞c (Kk). Since λ = λ̂ = 1 on K , we have

χak = χãk modh∞S−∞T (Rn × R× Rn).

We also have

χãk = χTφjk,N (ãj ) modhNSm−N/2T (Rn × R× Rn)

= χTφjk,N (aj ) modhNSm−N/2T (Rn × R× Rn),
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because of the form of Tφjk,N in (B.5). We thus obtain

χ(ak − Tφjk,N (aj )) ∈ h
NS

m−N/2
T (Rn × R× Rn). (C.26)

As K is arbitrary, (C.26) holds for any χ ∈ C∞c (Ũk,j ). This gives the conclusion accord-
ing to Definition B.3. ut

C.12. Proof of Proposition B.10

LetKA,h andKB,h be the kernels ofA and B. We shall use the notation of Definition B.5.
As the two operators are properly supported, the composition makes sense and AB :

C∞c (X ) → C∞c (X ). We denote its distribution kernel by KAB,h. (Note that we use the
Riemannian structure here to identify functions, densities, and half-densities on X .) We
have

KAB,h(x0, y; x̂0, ŷ) =

∫∫
X ′

KA,h(x0, y; x̌0, y̌)KB,h(x̌0, y̌; x̂0, ŷ) dx̌0 dy̌

in the sense given at the end of Section 8.2 in [Hör90]. We choose χ, χ̂ ∈ C∞c (X ′) such
that supp(χ)∩supp(χ̂) = ∅. In addition we introduce χ̌ such that supp(χ)∩supp(χ̌) = ∅
and χ̌ = 1 on supp(χ̂). We then write

χ(x0, y)χ̂(x̂0, ŷ)KAB,h(x0, y; x̂0, ŷ)

= χ̂(x̂0, ŷ)

∫∫
X ′
χ(x0, y)χ̌(x̌0, y̌)KA,h(x0, y; x̌0, y̌)KB,h(x̌0, y̌; x̂0, ŷ) dx̌0 dy̌

+ χ(x0, y)

∫∫
X ′
χ̂(x̂0, ŷ)(1− χ̌(x̌0, y̌))KA,h(x0, y; x̌0, y̌)KB,h(x̌0, y̌; x̂0, ŷ) dx̌0 dy̌.

In the first term, χ(x0, y)χ̌(x̌0, y̌)KA,h(x0, y; x̌0, y̌) is smooth and compactly supported
because of the disjoint supports of the cut-off functions and the regularity of the kernel
KA,h off the diagonal. In the second term, χ̂(x̂0, ŷ)(1 − χ̌(x̌0, y̌))KB,h(x̌0, y̌; x̂0, ŷ) is
also smooth as supp(χ̂)∩ supp(1− χ̌) = ∅, and compactly supported as KB,h is properly
supported. Because of (B.8) both terms then yield a smooth function in the variables
x0, y, x̂0, ŷ and estimating derivatives then yields a proper estimate of the form of (B.7).

We now consider j ∈ J and λ ∈ C∞c ((0, X0)× Uj ), λ̃ ∈ C∞c ((0, X0)× Ũj ). We set

α = (φ−1
j )∗λABφ∗j (λ̃).

We then introduce χ, χ̂ ∈ C∞c ((0, X0) × Uj ) such that χ = χ̂ = 1 on supp(φ∗j λ̃). We
write α = β + R with

β = (φ−1
j )∗λAχχ̂Bφ∗j (λ̃), R = (φ−1

j )∗λA(1− χχ̂)Bφ∗j (λ̃).

Arguing as above we find that the kernel KR of R is a smooth function and it satisfies
an estimate of the form supxn q(KR) ≤ ChN for any N ∈ N and any seminorm q on
C∞((Rn × R)2). Moreover its support is compact. Hence R ∈ h∞9−∞T (Rn × R).

Next, with χ̃ = (φ−1
j )∗χ we write

β = (φ−1
j )∗λAφ∗j χ̃(φ

−1
j )∗χ̂Bφ∗j (λ̃).
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By Proposition B.7 we obtain a semiclassical tangential operator on Rn×R with symbol

βj =
(
((φ−1

j )∗λ)aj
)

#
(
χ̃((φ−1

j )∗χ̂)bj
)

# λ̃ modh∞S−∞T (Rn × R),

which belongs to Sm+m
′

T (Rn × R). The operator AB is thus in 9m+m
′

T (Rn × R).
From the composition formula B.1, because of the supports of χ̃ and (φ−1

j )∗χ̂ we
further obtain

βj = ((φ
−1
j )∗λ(aj # bj )) # λ̃ modh∞S−∞T (Rn × R).

Hence by Proposition B.7, aj # bj is a representative of the local symbol of AB in this
chart. ut

C.13. Proof of Proposition B.12

The existence of L is only related to the proper support of the kernel of A. We have

|(Au)|xn=0|k =
∑
j

|(φ−1
j )∗ψj (Au)|xn=0|k.

Let j ∈ J . It suffices to prove that

|(φ−1
j )∗ψj (Au)|xn=0|k ≤ CK |u|k+`.

We choose a partition of unity
∑
k ψ̂k = 1, subordinated to the open covering (Uk)k∈J

such that ψ̂j = 1 in a neighborhood of supp(ψj ). Then supp(ψ̂k) ∩ supp(ψj ) = ∅ for
k 6= j . We then have

ψjAu =
∑
k 6=j

ψjAψ̂ku+ ψjAψ̂ju.

The terms in the sum are then associated with properly supported operators with smooth
kernels for which the operator continuity (after restriction to xn = 0) is clear. To treat the
last term we choose λ ∈ C∞c ((0, X0)×Uj ) such that λ = 1 on L∩ ((0, X0)× supp(ψj )),
and λ̂ ∈ C∞c ((0, X0)× Ũj ) such that λ̂ = 1 on K ∩ ((0, X0)× supp((φ−1

j )∗ψj ))). Then

(φ−1
j )∗ψjAψ̂ju = (φ

−1
j )∗λψjAφ

∗

j λ̂(φ
−1
j )∗ψ̂ju = B(φ

−1
j )∗ψ̂ju at xn = 0,

with B ∈ 9`T (R
n+1) by Definition B.5. Hence

|(φ−1
j )∗ψj (Aψ̂ju)|xn=0|k . |(φ

−1
j )∗ψ̂ju|k+` . |u|k+`

by (1.22). ut
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