J. Eur. Math. Soc. 16, 1-30 © European Mathematical Society 2014
DOI 10.4171/JEMS/426

JEMS

Nicolas Burq - Nikolay Tzvetkov
Probabilistic well-posedness for the cubic wave equation

Received May 2, 2011 and in revised form December 15, 2011

Abstract. The purpose of this article is to introduce for dispersive partial differential equations
with random initial data, the notion of well-posedness (in the Hadamard-probabilistic sense). We
restrict the study to one of the simplest examples of such equations: the periodic cubic semi-linear
wave equation. Our contributions in this work are twofold: first, we break the algebraic rigidity in-
volved in our previous works and allow much more general randomizations (general infinite product
measures vs. Gibbs measures), and second, we show that the flow that we are able to construct en-
joys very nice dynamical properties, including a new notion of probabilistic continuity.

1. Introduction

In [10], we developed a general method for obtaining local existence and uniqueness of
semi-linear wave equations with data of supercritical regularity. In addition, in [11] we
gave a very particular example (based on invariant measures considerations) of global
existence with data of supercritical regularity. Our goal here is to make a significant ex-
tension of [10, 11] by presenting a quite general scheme to get global well-posedness for
semi-linear dispersive equations with random data. More importantly, we propose a natu-
ral notion of probabilistic Hadamard well-posedness in this setting. We decided to restrict
our attention to a very simple example. A further development of the ideas we introduce
here will appear in a forthcoming work.

Let (M, g) be a 3d boundaryless Riemannian manifold with associated Laplace—
Beltrami operator Ag. Consider the cubic defocusing wave equation

(alz—Ag)u+u3=0, u:Rx M — R,

) ] ) (1.1)
uli—o = o, Juli—o = u1, (uo,u1) € H (M) x H* ' (M) = H* (M),

where H* (M) denotes the classical Sobolev spaces on M. By using simple scaling con-
siderations one finds that s = 1/2 is the critical Sobolev regularity associated to (1.1).
It turns out that this regularity is the border line of the deterministic theory, in the sense
of local well-posedness in the Hadamard sense (existence, uniqueness and continuous
dependence on the data). More precisely, we have the following statement.
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Theorem 1. The Cauchy problem (1.1) is locally well-posed for data in H*, s > 1/2 (and
even globally for s > 3/4). In the opposite direction, for s € (0, 1/2), the Cauchy problem
(1.1) is not locally well-posed in H?*. For instance one can contradict the continuous
dependence by showing that there exists a sequence (u,) of global smooth solutions of
(1.1) such that

im ]Gy (0), 3y (0)ll3g = 0

and
Hm || (un (2), Oren (£)) | oo o, 71 15) = 00, VT > 0.
n—>0oo

Moreover, one can also contradict the existence by showing that there exists an initial
datum (ug, u1) € H* such that for every T > 0 the problem (1.1) has no solution in
L*([0, T]; H"), if we suppose that in addition the flow satisfies a suitable finite speed of
propagation. Such a property is natural in the context of wave equations.

One may wish to compare the result of Theorem 1 with the classical Hadamard coun-
terexample in the context of the Laplace equation

24+ =0, v:R xS =R (1.2)
The equation (1.2) has the explicit solution
v, (t, x) = eiﬁsh(nt) cos(nx).
Then for every s, v, satisfies
(v (0), 0 v (ON llgys (s1) < e VS 50 asn— oo,
but for r # 0,
I n (£), 3 vn () llggs 51y 2 Me Vs 5 400 asn — oo.

Consequently, (1.2) is not well-posed in H* for every s € R, which is the analogue of
the H*, s < 1/2, result of Theorem 1. On the other hand, (1.2) is well-posed in analytic
spaces, which is the analogue of the s > 1/2 result in Theorem 1. Let us also observe that
one may show the ill-posedness of (1.2) in Sobolev spaces by an indirect argument based
on elliptic regularity. We are not aware of a similar indirect argument in the context of the
wave equation (1.1) for s < 1/2.

The well-posedness part of Theorem 1 can be proved as in the works by Ginibre—
Velo [16] and Lindblad—Sogge [23], by invoking the Strichartz estimates for the wave
equation on a Riemannian manifold due to Kapitanskii [18]. For s > 1/2 the well-
posedness holds in a stronger sense since the time existence can be chosen the same
for all data in a fixed bounded set of #* and moreover the flow map is uniformly con-
tinuous on bounded sets of 7{*. In the case s = 1/2 the situation is more delicate since
the existence time depends in a more subtle way on the data. The global well-posedness
part of Theorem 1 can be obtained (following ideas by Bourgain [4]) by adapting the
proofs of Kenig—Ponce—Vega [19], Gallagher—Planchon [15] and Bahouri—Chemin [1] to
the compact setting. We also refer to the works by Roy [24] for further investigations in
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the direction of deterministic global well-posedness for (1.1) with rough data. The ill-
posedness statement of Theorem 1 is proved in our previous article [10], by using the
approaches of Christ—Colliander-Tao [12] and Lebeau [22].

One may however ask whether some sort of well-posedness for (1.1) survives for
s < 1/2.In [10] we have shown that the answer is positive, at least locally in time, if
one accepts to randomize the initial data. Moreover, the method of [10] works for a quite
general class of randomizations. As already mentioned, the approach of [11] to get global
in time results is restricted only to very particular randomizations. More precisely, it is
based on a global control on the flow given by an invariant Gibbs measure (see also [4]).
In [10, Remark 1.5] we asked whether the globalization argument can be performed by
using other global controls on the flow such as conservation laws. In the present work we
give a positive answer to this question. We also refer to [14] for a recent related work.

Let us now describe the initial data randomization we use. We suppose that M = T>
with the flat metric. Starting from (ug, u1) € H* given by their Fourier series

uj(x) =aj+ Y _ (ba,jcos(n - x) + cu jsin(n - x)), j=0,1, 23 =7°\(0)

neZ%

we define u;” by

uf(x) = aj(w)aj + Z (ﬁn,j(a))bn,j cos(7 - x) + ¥, j(@)cy, j sin(n ~x)), (1.3)

nEZE

where (aj(w), Bu,j(®), yu,j(®)), n € Zf, j = 0,1, is a sequence of real ran-
dom variables on a probability space (€2, p, F). We assume that the random variables
(@), Bn.j» Yn.j)pez3, j=o,1 are independent identically distributed real random variables
with a joint distribution € satisfying

o0
Jc>0,Vy R, f ¥ do(x) < e’ (1.4)

—00

(notice that under the assumption (1.4) the random variables are necessarily of mean
zero). Typical examples of random variables satisfying (1.4) are the standard Gaussians,
ie. do(x) = 2m)~ /2 exp(—x?/2)dx (with equality in (1.4)) or any family of random
variables having compactly supported distribution function 6, e.g. the Bernoulli variables
do(x) = %(871 + &81). An advantage of the Bernoulli randomization is that it keeps
the H® norm of the original function. The Gaussian randomization has the advantage to
“generate” a dense set in H* via the map

we Q- (ug,uf) et (1.5)
for many (ug,u;) € H® (see Proposition 1.2). Notice finally that we could relax the

“identical distribution” assumption provided (1.4) is uniformly satisfied by the family of
random variables.



4 Nicolas Burq, Nikolay Tzvetkov

Definition 1.1. For fixed (ug, u1) € H*, the map (1.5) is a measurable map from (2, F)
to H° endowed with the Borel o -algebra since the partial sums from a Cauchy sequence
in L2($2; H°). Thus (1.5) endows the space HO(T3) with a probability measure which is
the direct image of p. Denote this measure by (,,.4,)- Then

VA CH®,  Rugun(A) = plo € Q: @l uf) € A)).

Denote by M? the set of measures obtained by means of this construction:

M = U {l@ug,un -
(uo,u)eH*

Let us recall some basic properties of these measures.

Proposition 1.2. For any (ug, u1) € H*, the measure (L, u,) is supported by H’. Fur-
thermore, for any s’ > s, if (ug, uy) ¢ H¥, then ;L(MO,MI)(HS/) = 0. In other words,
the randomization (1.5) does not regularize in the scale of the L*-based Sobolev spaces
(this fact is obvious for the Bernoulli randomization). Finally, if (ug, u1) have all their
Fourier coefficients different from zero and if the measure 0 charges all open sets of R
then the support of [Lug,u,) is H* (recall that the support of g, u,) is the complement
of the largest open set U C H’ such that pL(yy,u,)(U) = 0). In other words, under these
assumptions, for any (wo, wi) € H* and any € > 0,

M(ug,up) ({(vo, v1) € H' : [[(wo, w1) — (vo, v1)ll3ys < €}) > 0, (1.6)

or in yet other words, “the intersection of any set of (uy,u,)-measure 1 with any (non-
trivial) ball in H® is non-empty”.

We refer to [10] for the proof of the first part of this result and will only prove in Ap-
pendix B.2 the density of the support (1.6).

As mentioned above, for fixed (uq,u1) the measure (i, ,,) depends heavily on
the choice of the random variables (o (w), By, j (@), ¥u, j(w)). On the other hand for a
fixed randomization (o (@), By, j (@), ¥, j(w)) the measure 14(,,,4,) depends largely on
the choice of (ug, u). For instance, let us consider a Gaussian randomization, i.e. we
suppose that (cj (@), By, j (@), v, j(w)) are independent centered Gaussian random vari-
ables. Then if (ug, u1) and (o, #1) are given by the Fourier expansions

uj(x) =aj + Z (bn,j cos(n - x) + ¢y, j sin(n -x)), j=0,1,

neZi
W) =a+ Y (bujcos(n-x)+3, sin(n-x)), j=0,1,
neZi

then, following Kakutani [17], when the random variables are normalized Gaussians, it is
possible (see Appendix B.1) to prove that the associated measures 4(y,,u;) and Lo, 7))
are mutually singular if

~ 2
g _ 1‘ ) = +o0. (1.7)

Cn,j

e 2
Z( bui | 4
buj

n
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In other words, if (1.7) is satisfied then there exists a set A such that pt,, ,,)(A) = 1 and
Mo, (A) = 0. On the other hand, if (1.7) is not satisfied and all the coefficients are
non-zero (or vanish pairwise simultaneously) then () < U@, 7)) <K Huguy)- Ve
refer to the Appendix for more general statements concerning the dependence of (4, u;)
on (ug, u1) and the randomization «, 3, y.

We can now state our first result.

Theorem 2. Let M = T2 with the flat metric and fix p € M*®, 0 < s < 1. Then there
exists a full p-measure set ¥ C H°(T3) such that for every (vo, v1) € X, there exists a
unique global solution v of the non-linear wave equation

(32 — Ap)v+1°> =0,  ((0), 8v(0)) = (vo, v1), (1.8)
satisfying
(), Jv(®)) € (SE) (o, 1), ¥ SE)(vo, v1)) + CRy; H'(T?) x LA(T?))
(S(t) denotes the free evolution defined by (2.2) below). Furthermore, if we denote by
(1) (vo, v1) = (v(1), dv(1))
the flow thus defined, the set X is invariant under the map ®(t), that is,
o()(X)=2%2, VreR

Finally, for any ¢ > 0 there exist C,§ > 0 such that for p-almost every (vg, vi) €
HS(T3), there exists M > 0 such that the global solution to (1.8) previously constructed
satisfies

v(t) = SO’ (vo, v1) + w ()

(Mg is the orthogonal projector on constants and T1° = Id — T1g) with
I (@), dwO)llagr sy < CM + [tI95Fifs >0, (1.9)
1w (@), dw(t)llpgrqs, < CeCOHM if's =0, (1.10)

and )
w{(vo,v1) € HS : M > 1)) < Ce™.

Remark 1.3. In the context of the one-dimensional Schrodinger equation (or rather the
Wick-ordered renormalization), an analog of the first part of the result (global exis-
tence) was previously proved, in the particular case of Gaussian random variables and
for very special choices of sequences (b,, c¢;) (i.e. some particular powers of |n|), by
Colliander—Oh [14] who implemented in this context Bourgain’s High/Low decomposi-
tion method [6] which requires a careful control with respect to the truncation parameter.
Notice still that in the range studied by Colliander—Oh, the (Wick-ordered) NLS appears
not to be ill-posed in the sense of Theorem 1 (see the estimates by Koch—Tataru [20] on
the line and the work announced by Christ—-Holmer—Tataru [13] on the torus) and it might
very well happen that a deterministic approach applies in this context, suppressing the
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need for any probabilistic tool. On this particular point, taking benefit from our differ-
ent model, our approach is much simpler and more direct than Bourgain’s [5] (for local
existence) and Colliander—Oh’s (for global existence) in the sense that the local Cauchy
theory does not require delicate X* space analysis while the globalization argument
does not require any High/Low decomposition and relies on an elementary Gronwall type
inequality (see Section 2). However, we do follow Bourgain’s High/Low decomposition
approach (or rather the converse of his approach [15, 2]) when proving the large time es-
timates (1.9) in Section 4. Finally, let us notice that the analysis of the critical case, s = 0
(including (1.10)) contains a completely different ingredient with respect to these previ-
ous works and relies on an implementation in this probabilistic setting of the ideas devel-
oped by Yudovich [26] to prove the global existence of solutions of the two-dimensional
Euler equations (see Section 5).

Beyond this very simple global existence result, we want to emphasize that what we think
is our main contribution in this work is the understanding of the notion of a probabilistic
global well-posedness, i.e. with a form of continuity of the flow, as opposed to the mere
global existence results as developed in our previous works [11, 9] or in [5, 14] (notice
however that the existence of Gibbs measures [5, 11, 9] in itself is an interesting dynam-
ical property of the flow). Indeed, having established a large time (unique) dynamics on
an invariant set of full measure on 7 (T?), the very first crucial and central question to
address is precisely the continuity of the flow (a discontinuous dynamics would clearly
lead to suspicions about the relevance of any model). Let us recall that for any event
B (of non-null probability) the conditioned probability P(-|B) is the natural probability
measure supported by B, defined by

P(AN B)
P(B)

Notice (see the last part in Theorem 3) that the sequences constructed following the ap-
proach by Lebeau and Christ—Colliander—Tao give an obstruction to the (deterministic)
continuity of our flow. However, we are able to prove that it is still continuous in proba-
bility and consequently the supercritical Cauchy problem (1.1) is globally well-posed in
the following Hadamard-probabilistic sense:

Theorem 3. Fixs € (0,1), let A > 0, let By ={V € H® : |V s < A} be the closed
ball of radius A centered at the origin of H® and let T > 0. Let © € M?® and suppose
that 6 (the law of our random variables) is symmetric. Let ®(t) be the flow of the cubic

wave equations defined p-almost everywhere in Theorem 2. Then for €, n > 0, we have
the bound

P(A|B) =

p@u({(V,Vvh e H xH :|o0)(V)— eV )x, > ¢ |
IV = V'llgs <mand (V,V') € By x Ba}) < g(e,n), (1.11)
where X7 = (C([0, T]; H5) N L4([O, T] x ']I‘3)) x C([0, T]; Hs’l) and g(e, n) is such

that
lim g(e,n) =0, Ve > 0.
n—0
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Moreover, if in addition we assume that the support of | is the whole H® (which is true
iff in the definition of the measure i, we have a;, by j, cyj # 0 foralln € 7% and the
support of the distribution function of the random variables is R), then there exists ¢ > 0
such that for every n > 0 the left-hand side in (1.11) is positive.

In other words, as soon as n < ¢, among the initial data which are n-close to each
other, the probability of finding two for which the corresponding solutions to (1.1) do
not remain e-close to each other, is very small! The last part of the statement is saying
that the deterministic version of the uniform continuity property (1.11) does not hold and
somehow that one cannot get rid of a probabilistic approach on this problem. A crucial
element in the proof is the ill-posedness result displayed in Theorem 1. It is likely that
Theorem 3 also holds for s = 0, modulo some additional technicalities.

In a forthcoming work, we show that similar results can be obtained for general man-
ifolds by suitably modifying the randomization.

As mentioned in [10] it would be interesting to develop similar results in the case of
the non-linear Schrédinger equation (NLS). In this case there are at least two difficulties
compared to the wave equation. The first one is that the smoothing in the non-linearity
is no longer present in the case of NLS. The second one is that the deterministic Cauchy
theory in the case of NLS, posed on a compact domain, is much more intricate compared
to the non-linear wave equation or the NLS in the Euclidean space (see e.g. [3, 8]). One
can however show that in some cases one may at least control almost surely the first itera-
tion at a supercritical regularity (see the appendix of [25]). Finally, let us mention that we
obtained with Thomann a first step toward similar results for the non-linear Schrédinger
equation in [9].

The remaining part of this paper is organized as follows. In the following section, we
give the global existence part of the proof of Theorem 2 for s > 0. Next, we construct an
invariant set of full measure. Section 4 is devoted to the possible growth of Sobolev norms
for s > 0. We then consider the case s = 0 in Section 5. Section 6 is devoted to the proof
of Theorem 3. Finally in an appendix, we collect the results on large deviation estimates
for random series used in the previous sections, including conditioned versions which do
not seem to appear in the literature. We also give a criterion for the orthogonality of two
measures of M*.

Notation. A probability measure 0 on R is called symmetric if fR fx)do(x) =
fR f(=x)dO(x) for every f € L(d0). A real random variable is called symmet-
ric if its distribution is a symmetric measure on R. Finally, we will use the bracket
(x) = (L+ |xH/2.

2. Almost sure global well-posedness for s > 0

Let us first recall the following local existence result.

Proposition 2.1. Consider the problem

(82 — Ap)v+ (f +v)° =0. 2.1)
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There exists a constant C such that for every time interval I = [a,b] of size 1,
every A > 1, and every (vo,vi, f) € H' x L? x L3(I; L% satisfying ||voll g1 +
lvillz2 + ||f||i3(1_L6) < A there exists a unique solution of (2.1) on the time interval

la, a + C~'A=2] with initial data

v(a,x) =vp(x), dv(a,x)=v(x).
Moreover the solution satisfies ||(v, 0 V) | o (jq.a+-ca-21: 01 x12) = CA, (v, 8 V) is unique
in the class L*([a,a + C A‘z]; H! x L2) and the dependence in time is continuous.

Proof. By translation invariance in time, we can suppose that I = [0, 1]. Define the free
evolution S(¢) by

sin(ta/—A)
V—A

with the natural convention concerning the zero Fourier mode. Then we can rewrite the
problem as

S(t)(vo, v1) = cos(tv —A)(vo) + (v1), (2.2)

Tsin((t — T)/—A)
v—A

v(r) = S(t)(vo, v1) — /0 (f(x) + v(r))’) d. 2.3)

Set

Tsin((t — 7)/—A)
V—=A

Then for T € (0, 1], using the Sobolev embedding HY(T3) ¢ LO(T?), we get

(f(x) + (1)) dr.

Bupy. () = S(1) (w0, v1) — /O

1@u.01.r Olzqorram < C(Ivolgn + il + T sup (£ +v(@)3)
7€[0,T]

sc(||vo||H.+||v1||Lz+ sup ||f(r)||i6)+CT||v||ioc<[0T].H1).
t€[0,T] T

It is now clear that for T ~ A~2 the map Dy,uy,r sends the ball {v @ V]l poo (0. 77, 1) <
C A} onto itself. Moreover by a similar argument, this map is a contraction on the same
ball. Thus we obtain the existence part and the bound on v in H !, The estimate of ||, v|| 12
follows by differentiating in ¢ the Duhamel formula (2.3). This completes the proof of
Proposition 2.1. O

We can now deduce the global existence and uniqueness part in Theorem 2 in the case
s > 0.

Proposition 2.2. Assume thats > 0 and fix u € M?. Then, for u-almost every (v, v1) €
HS (T3), there exists a unique global solution

(), Brv()) € (St)(vo, v1), 3 S(t)(vo, v1)) + C(R; H'(T?) x L*(T?))
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of the non-linear wave equation
(32 — Ap)v+0° =0

with initial data
v(0, x) = vo(x), 9v(0,x)=v(x).

Proof. We look for v in the form v(¢) = S(¢)(vo, v1) + w(¢). Then w solves
(37 — Ap)w + (SO (o, v1) +w)* =0, w0 =0, dwlmo=0. (2.4
From Corollary A4, if § > 1 + 1/p, we know that p-almost surely
1) =2 S @) (W0, vl Lo w9y < 00

Taking p large enough so that 3/p < s and consequently W*?(T3) c L>®(T?), we
deduce that p-almost surely,

g(0) = IS0, vD)3eipa) € LR, £(1) = IS@) (@0 v1)ll powirs) € Ly (Ro).
2.5
The local existence now follows from Proposition 2.1 and the first estimate in (2.5). We

also deduce from Proposition 2.1 that as long as the H' x L? norm of (w, 8;w) remains
bounded, the solution w of (2.4) exists. Set

1 1
E(w®)) = —/ ((Blw)2 + Iwa|2 + —w4>dx.
2 3 2
Using the equation solved by w, we now compute
d
Eg(w(t)) = / (Qwd*w 4 Vidw - Vew + 8w w?) dx
T3
= / 3tw(3t2w — Aw + w3)dx
T3
= /% 8tw(w3 — (S()(vg, v1) + w)3) dx.
’ﬂ‘,
Now, using the Cauchy—Schwarz and Holder inequalities, we can write

d

E®) = CEEN 2w = (SO @o, v) + W) 12w,
< CE@ON (IS o, vD) 6, + I1S@) @0, v o) 1wl 273))
< CEON'*(g(t) + FOEw@0))'?)

and consequently, according to the Gronwall inequality and (2.5), w exists globally in
time. This completes the proof of Proposition 1. O
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3. Construction of an invariant set, s > 0

The construction of the previous section yields the global existence on a set of full u-
measure but it does not exclude the possibility to have a dynamics sending for some ¢t # 0
the set of full measure where the global existence holds to a set of small measure. Notice
that in a similar discussion in [11] the set of full measure where the global existence holds
is invariant under the dynamics by construction. Our purpose in this section is to establish
a global dynamics on an invariant set of full measure in the context of the argument of the
previous section.
Define

© = {(vo, v1) € H' : IS o, VDI 673, € Line(Rr),
IS (o, vl e (r3) € Lioe(R)}

and ¥ = © +H!. Then X is of full u-measure for every . € H*, since so is ©. We have
the following proposition.

Proposition 3.1. Assume that s > 0 and fix u € M?. Then, for every (vo, v1) € X, there
exists a unique global solution

(), Jv(1)) € (S)(vo, v1), ¥ St)(vo, v1)) + C(R; H'(T?) x L*(T?))
of the non-linear wave equation
(32 — Ap)v 40> =0, @0, x),8v(0,x)) = (vo(x), v1(x)). (3.1

Moreover, (v(t), 0;v(t)) € X foreveryt € R, and thus by time reversibility ¥ is invariant
under the flow of (3.1).

Proof. By assumption, we can write (vg, v1) = (Vg, V1) + (wg, wy) with (vg, V1) € ©
and (wo, wy) € H'. We look for v in the form v(r) = S(¢)(¥o, 1) + w(). Then w solves

(37 — Ap)w + (SO (@0, 7)) +w)> =0,  w o= wo,  Hw |r=o= wi.

Now, exactly as in the proof of Proposition 2.2, we obtain

d
—Ew®) < CEWDON'?(g(t) + FIOE@DN'?),

where
g(t) = ||S(t)(vo, fn)lliws), F@) = 11S@) (o, V) |l oo (13)-

Therefore thanks to the Gronwall lemma, using that £(w(0)) is well-defined, we obtain
the global existence for w. Thus the solution of (3.1) can be written as

v(t) = S(t) (o, 01) + w(t), (w, dw) € C(R; H).
Coming back to the definition of ®, we observe that
S)(®) =0.
Thus (v(t), d;v(t)) € X. This completes the proof of Proposition 3.1. O



Probabilistic well-posedness 11

4. Bounds on the possible growth of the Sobolev norms, the case s > 0

In this section, we are going to follow the high-low decomposition method of Bour-
gain [6], or more precisely the reverse of Bourgain’s method, as developed for instance
in the work by Gallagher and Planchon [15] (see also [19]) or Bona and the second au-
thor [2] and refine the global well-posedness results obtained in the previous sections, to
prove (1.9). Notice that this strategy has recently been used by Colliander and Oh [14]
in the context of the well-posedness of the cubic one-dimensional non-linear Schrédinger
equation below L2. In the context of randomly forced parabolic-type equations, such sub-
linear estimates appear rather naturally (see the work by Kuksin and Shirikyan [21]).

Let us introduce the Dirichlet projectors to low/high frequencies. If a function u on
the torus is given by its Fourier series

ux) =a+ Z (bn cos(n - x) + cu sin(n - x)),

ner

for N > 0 an integer we set

Myu) =a+ Z (bn cos(n - x) + ¢, sin(n -x)), HN(u) ={1-TIIy)(u). @1
[n|<N

We also set [1p(u) = a. The goal of this section is to prove the following statement.

Proposition4.1. Let 1 > s > 0 and u € M?. Consider the flow of (3.1) established
in the previous section. Then for any ¢ > 0 there exist C,5 > 0 such that for every
(vo, v1) € X, there exists M > 0 such that the global solution to (3.1) constructed in the
previous section satisfies

v(t) = SOT (o, v1) + w(@), (W), FwE))llggeps) < CM + ¢TI+,

with W(M > 1) < Ce™".

Proof. We only give the proof for positive times, the analysis for negative times being
analogous. For ¢ > 0,§ > 1/2 and § > 1/3, we introduce the sets

Fy = {(vo, v1) € T : [ TIn(vo, v) 31 < N'T5F},

Gy = {(vo,v1) € T : [Ty (vo)ll zacpsy < N},

Hy = {(vo. v1) € 2+ ()7 SO @Y (o, v)) 2, 1oer3y) < N7},
Ky = {(vo,v1) € : (1) > STV (o, vl L3R, 613y < N¥°).

Lemmad4.2. Lets > 1 and 8 > 1/3, There exist g > 0 such that for any 0 < & < &,
there exists C, ¢ > 0 such that for every N > 1,

n(FR) = eV pu(Gy) = eV p(Hg) < Cem N u(Kg) < Cem N
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Proof. For (ug, u1) € H*(T?), we have

Ty (o, u) N1 13y < CN'5 [ (uo, 1)l
Therefore according to (A.S),
W(F) < Ce™*N™.
Next, using (A.4), we infer that
1W(GS)) < Ce™N™ |
On the other hand, we have
1T (o, un) g0 rs) < CN [l (ut0, 1) llggs -
Therefore using Remark A.3 and Corollary A.5, we deduce that
WK§) < Ce™ N u(Hg) < CemN.
This completes the proof of Lemma 4.2. O
Let us now define for N > 1 an integer,
En=FvNGyNHyNKy.
According to Lemma 4.2, we have
W(ES) < Ce™N" k> 0.
Fix &1 > 0. Then we fix ¢ > 0 small enough such that

l1—s5s+¢ 1—
<
s—2& T s

S he, e< % (4.2)

Let us finally fix § > 1/2 and 5> 1/3 such that
(6 —1/2)s <28e, &< 1. (4.3)
We have the following statement.

Lemma 4.3. For every ¢ > 0 there exists C > 0 such that for every t > 1 and every
integer N > 1 such that t < cNS~2 and every (vg, v1) € Ep, the solution of (3.1) with
data (vo, v1) satisfies

lo(t) = SO (o, vD) g1 (73 < CN' 5T
In particular, thanks to (4.2), ift ~ N572¢ then

lo(r) = ST (o, vD)llyg1psy S 10700+,
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Proof. For (vg, v1) € Ey and we decompose the solution of (3.1) with data (vg, v1) as
v(0) = SOOI (v, v1) + wy,

where wy solves the problem

0 = Ap)wy + (wy + SO (o, v1))* =0, (W(0), dw(0)) = My (vo. v1). (4.4)
Using the energy estimates applied in the previous sections, we get the bound

%S(wzv(t)) < CE@N NP (gn @) + fnOE@NN)'?), (4.5)
where
g () =[SO o, vl sgs)e S (@) = ISOT (w0, V1)l oo r)-

Integrating (4.5), we get
t
Ey )/ < CeCli vt ((S(wN(0>>>‘/2 + / en(®) dr). (4.6)
0
We now observe that for (v, v1) € En,

t
/ gn(t)de
0

< CN3(7s+s)<t>3§ < CN3(7S+8)+3§(A‘72€) <cC.

provided ~
—s+e+8(s—2e)<0.

The last condition can be readily satisfied according to (4.3).
Next, we have (using the Cauchy—Schwarz inequality in time) that for (vg, v;) € Ey,

t
V fv(@dr
0

provided —s + ¢ + (§ + 1/2)(s — 2¢) < 0, a condition which is satisfied thanks to (4.3).
For (vg, v1) € Ey, we have

E ||<T)—8fN ”LZ(R) (t>8+1/2 S CN_S+8<t>8+1/2 S CN_X+8+(8+1/2)(S_2£)

EC’

EwyON'? < CUIMy wo, v)llgp + 1Ty Wo)[174) < CN'TF,
and coming back to (4.6), we get
Eym)'? < CN'TF.
Recall that
v(t) = wy (1) + SO (v, v1) = SOOI Vo, v1) + wy (1) = SOTINTT (vg, v1).
We find that for a solution to the linear wave equation, the linear energy

IV ctallZ 2 sy + 19213279,
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is independent of time, and if (u, d;u) is orthogonal to constants ((u, d;u) = %u, 8,u)),
then this energy controls the H'(T3) norm; we deduce for (v, v1) € Ey C Fy that

1S ()T x 19 (v, Dl 13y < CN!-s+e

and therefore
lv(t) — S(z‘)]—[O(UO’ vl)”?‘ll('ﬂ‘3) < CNl_‘H_S,

This completes the proof of Lemma 4.3. O

EN = ﬂ Eu,

M=>N

Next we set

where the intersection is taken over the dyadic values of M, i.e. M = 27 with j an
integer. Thus £(E™) tends to 1 as N — oo. Using Lemma 4.3, we conclude that there
exists C > 0 such that for every r > 1, every N, and every (vo, v1) € EV,

lo() = SON (o, v1)llggipsy < C(N'T5F8 4 I79Feny,

Finally, we set
o0
E=]JEN.
N=1

We have thus shown p-almost sure bounds on the possible growths of the Sobolev norms
of the solutions established in the previous section for data in E, which is of full u-
measure. This completes the proof of Proposition 4.1. O

5. Global existence, the case s = 0

In the previous sections, to prove global existence for s > 0 we used at some points the
Sobolev embeddings WP C L for ¢ > 0 and p large enough. This argument implied
an ¢ loss in the estimates. Here, such a loss is forbidden and we are going to follow instead
a probabilistic version of the strategy initiated by Yudovich [26] to prove global existence
for the two-dimensional Euler equation (see also Brezis—Gallouét [7] and Burq—Gérard—
Tzvetkov [8] for similar ideas in the context of dispersive equations). Our goal in this
section is to prove the following statement.

Proposition 5.1. Let 1 € M. Then there exists C > 0 such that for j-almost every
(vo, v1) € L2(T3) x H! (']I‘S), there exists a unique global solution

v(1) € SOM(vo, v1) + C(R; H'(T?) x L*(T?))

of the non-linear wave equation (3.1). Moreover there exists M = M (vy, v1) > 0 such
that the solution satisfies

v(®) = SOM (o, vi) + w(@), (W), Jw ()l sy < CeCETM’

with u(M > L) < Ce_)‘a for some § > Q.



Probabilistic well-posedness 15

Proof. Again, we shall only consider positive times. Let us notice that according to
Proposition A.1 (with p; = p» = j, §; = 2/j), there exists C > 0 such that for any
Jj > 2, we have

cﬁ@j; 1)—1/-">f

1({(o. v1) € HO < [(6) "I TI°S (1) (wo. vl L g, 173) > A}) < (

_ (C_ﬁ)’

A
On the other hand, according to Corollary A.2 (with p; =3, pp =6,§ =1 > 1/3),
— a2
w({o, v1) € HY: (0" IS @) (o, vl 3wy Loryy > ) < Ce™ P

For any integer k > 1, we set (notice that for the global existence part in the case s = 0
in Theorem 2, we only use the case k = 1, the other cases will only be used to prove the
invariance of our set under the flow)

Fix = {0, v1) € HO: 1™ TS (1) (w0, vD) Il 1 g, ) < 2KC V)
and
Gjx = {(vo,v1) e H®:
1)~ TS @) 0, v 1335, 1673y + 1TTo(0, v llggn + Tovoll s s, < Kj)-

Therefore S
W(ES) +u(GS) e, 5 >0. (5.1)

Next we set E; x = G N Fj . For any (vo, v1) € Ej ., we write
v(t) = SO (vo, v1) + w(t),  (W(0), Jw(0)) = Mo(vo, vy).

Using the energy estimate, already applied several times in the previous sections, we get
d
S E®) = CE@ON 2w = MOS@ o, v1) + w)’ll 2z

< CEON2(IM°S@ o, v 1763, + TS @) w0, vl i sy 1w 7))

provided 1/j + 1/ 7: 1/2. On the other hand

ol o < ol o0, =218 Ly 6
v = v v . - = — = —,
L2] — L4 L6 4 6 2] ]

and thus we obtain
d
) = C(Ew(n)'?

X (ITOS (1) (00, V1) 136 s, + ITIOS(0) (0, v1) sy (€ () 2100,
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Consequently, as long as (£ (w(1)))Y/? remains smaller than 2/, we have (£(w(7)))3" <C
and consequently by the Gronwall inequality, for (vo, v) € Ejx and t < /7,

Ewmn)n'? ,
< € MM SOE 3, d ( [ 1S @ @0, 00y + (6<w(0>)>”2)
0

< st/zecn(lfno)smwo,vl>||L,-<0,,)XT3)x(z)'*”f.

Next, we can write, for # < /j and (vo, v1) € Ej,

(1 = To)S(®) (o, vl 1i 0.0y w73y < P72 1148) ™% (1 = T0) (1) (w0, VD)l s (e
and consequently there exists a small @ > 0 and a large jo depending only on & such that
for j > jo,t < a4/j and (vo, v1) € Ej, as long as (E(w(1)))/? remains bounded by 2/
and ¢ < a+/j, we have

EwO)? < st/zezcﬁff/zxml*l/i < Cj3/2ezc’aj <2il2,
From the usual bootstrap argument, we deduce that the bootstrap assumption (£ (w(t))) 172
< 2/ remains satisfied for ¢ < ay/j. Thus,

Vk>1, 30 >0, 3jo > 0, Vj > jo. ¥(vo, v1) € Eji. (E®ON? <2/, 1t <ay/j.
Next, we set '
Eli = ﬂ Enk.
N=>max(j, jo)
Thus, according to (5.1),
w(EDY = Y ce ™ =ce )
n>max(j, jo)

and consequently the set
o
= JE
j=1

is of full p-measure. '
Let (v, v1) € EJ. The solution is already defined up to time & max(+/jo, v/J). For
t > amax(yv/Jo, v/J), there exists a dyadic N > max(jo, j) such that ar/N < t <

a~/2N and we deduce that the solution is defined up to time o~/2N with bounds
Ewn)'? <22V < CetU+)

Hence, the solution is globally defined. The above discussion also gives the claimed
bound on the possible growth of the Sobolev norms. Namely, for every 7 > 1, and every
(vo, v1) € EY,

En)/? < CeUtint?),
Thus we have the needed bound for every (vo, v1) € Zk. This ends the proof of Proposi-
tion 5.1. O
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Let us now define a set of full measure invariant under the dynamics established in Propo-

sition 5.1. Set
o
=)
k=1

Then X is of full measure. Coming back to the definition of ¥, we infer that for every
t there exists ko such that S(z)(Xx) C X4k, for every k, which in turn implies that
S()(X) = X. It remains to observe that the argument of the proof of Proposition 5.1
implies that the set ¥ + H! is invariant under the dynamics (and of full measure). This
completes the proof of Theorem 2.

6. Probabilistic continuity of the flow

The purpose of this section is to prove Theorem 3. According to Proposition A.7, for any
2<p1<00,2<pr<00,6>1+1/p1,ne€@0,1),xe(0,1)and g > 0,
1w ® u{(Vo, Vi) € HY x H* 2 1) 2SO (Vo — VDl Lov Loz ey > 1' ¢
or [{1) P SVl o v, L2 3y > Bloglog(n™), j =01
Vo — Villys sy < nand | Vllys sy < A, j =0, 1} -0

as n — 0. Therefore, we can also suppose that

) 2SO (Vo — VDl Lo gy:pracryy <0' 7% (6.1)
and
) 2SOV o1 gy L2 3y < Bloglog(n™),  j=0,1, (6.2)

when we estimate the needed conditional probability.
We therefore need to estimate the difference of two solutions under the assumptions
(6.1) and (6.2), in the regime n < 1. Let

vi (1) =SOV) +w;®), j=01,

be two solutions of the cubic wave equation with data V; (and thus (w;(0), 0,w;(0)) =
(0, 0)). Applying the energy estimate, performed several times in this paper, we get the
bound

d .
€@ ON'? = CISOVDI o) HISOVD sy E i N'2), - j=0,1,
and therefore, under the assumptions (6.1) and (6.2),
(EjO))'/? < Cr CTPt D 100 1og (7! < Crllog(n™ )P, 1 €0, T];
(6.3)

here and in what follows we denote by Cr different constants depending only on 7 (but
independent of 7).
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We next estimate the difference wo — w;. Using the equations solved by wg, wi, we
infer that

d 2

=< 2‘/3 O (wo(t, x) — wq(t, x))(at2 — A)(wo(t, x) — wi(t, x)) dx
T
< Cllwo(t, -) = wit, g rs) I (wo + SO V) = (wi + SOVl 2(r3).

Therefore using the Sobolev embedding H LT3y ¢ LO(T3), we get

d
—olwot, ) = w1, gy < CIwot@, ) = wit, Hlgg s, + 1SEOVo = Vi)l o))
x (lwo(t, M Fops, + w1, Mo, + ISO VO Z 65, + ISO VDI 67))-

Therefore, using (6.3) and the Gronwall lemma, under the assumptions (6.1) and (6.2),
fort € [0, T],
lwo(t, ) — wi(t, g sy < Crn'~Tlog(n™")]CrPCrlloet TP < oppl=a=Crp

<Crn'/?,
provided ¢, B < 1. In particular by the Sobolev embedding

1/2
llwo — will o, %) < Crn'/?,

and therefore under the assumption (6.1),

1/2
lvo — villzaqo, 7113 < Cr1 2,

In summary, we have deduced that for a fixed ¢ > 0, the © ® pu-measure of the set of
(Vo, V1) such that

P (Vo) = P@)(VDlIx, > ¢
under the conditions (6.1), (6.2) and ||Vy — Vi||ys < 7 is zero, as far as n > 0 is suffi-
ciently small. Therefore, the left-hand side of (1.11) tends to zero as n — 0. This ends
the proof of the first part of Theorem 3.

For the second part, we argue by contradiction. Suppose that for every ¢ > 0 there
exist n > 0 and X of full u ® u-measure such that

V(V, V) € EN(BAxBa) IV=V'llgs < = [2OV)=2OV)lx, <e. (64

Let us apply this with ¢ = 1/n,n = 1,2, ..., which produces full measure sets X (n).
Set

Y = ﬂ ().
n=1
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Then X is of full 4 ® u-measure and

Ve >0,3n >0, VY(V,V)e 1N (Ba x By),
V=V <n = [20)V) =20 V)x, <e.

Next for V. € H® we define A(V) € H* by A(V) = {V' € H* : (V,V) € Z1}.
According to the Fubini Theorem, there exists a set £ C H* of full u-measure such that
for every V € & the set A(V) is of full u-measure.

We are going to extend @ () to a uniformly continuous map on By. For that purpose,
we first extend ®(¢) to a uniformly continuous map on dense set of B. Let {(V});en}
be a dense set of B4 for the H* topology. For j € N, we can construct by induction a
sequence (V; ) such that

Vin€BanEN (VAW N [ AV Vi = Vil < 1/n.

m<n I<j,qeN

Indeed, the induction assumption guarantees that the set £ N (), _, A(Vjn) N
(Mi<j gen A(Vi,q) has measure 1 (as an intersection of sets of measure 1) and conse-
quently is dense. Notice that by construction, we have

ViknsVim)e X, Vk<l,Vn,meN, andVk =1,n <m. (6.5)

Using (6.5) for k = [, we find from (6.4) that for any fixed k, the sequence
(®(#)(Vk.n))nen is a Cauchy sequence in X7 and we can can define 5(t)(Vj) as its limit.
Using again (6.5) for k # [, we see from (6.4) that the map D) is uniformly continuous
on the set {(V;);en}. Therefore @ (¢) can be extended by density to a uniformly continuous
map on the whole By4; denote the extension by ®(r). We therefore have

Ve >0,3n>0,VV,V € By, [[V=V|gs <n = |2@O)(V)—P@O)(V)x, <e.
(6.6)
We have the following lemma.

Lemma 6.1. For V € (C®(T?) x C®(T?3)) N Ba, we have ®(t)(V) = (u, u;), where u
is the unique classical solution on [0, T] of

(02 = Au+u>=0, (@(0),du0)=V.

Proof. Let us first show that that first component of ®(#)(V) = (P1(2)(V), P2(r)(V)) is
a solution of the cubic wave equation. Observe that by construction, necessarily ®;(¢)(V)
= 9,®; (r)(V) in the distributional sense (in D’ ((0, T) x T3)).

Again by construction, we have

V= lim V,

n—o00

in ‘H* where V,, are such that

(02 = A (@1(1) (V) + (@1(1)(V,)® =0, (6.7)
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with the notation ® (1) = (P1(¢), ®,(¢)). In addition,
O@)(V) = lim ®()(Vy,)
n—0o0
in X7. We therefore have
@ = M)(@1()(V)) = lim (87 — A)(@1()(Va))
in the distributional sense. Moreover, coming back to the definition of X7, we also obtain
@1(OV) = lim (@1()(Va))’,

in LY3([0, T x T?). Therefore, letting n — o0 in (6.7), we see that @1 (t)(V) solves the
cubic wave equation (with data V). Moreover, since (P1(1)(V))? e L*3([0, T] x T3), it
also satisfies the Duhamel formulation of the equation.

Denote by u(t), t € [0, T], the classical solution of

@ — Nu+u® =0, (@0),du0) =V,

defined by Theorem 1. Set v = ®(¢)(V). Since our previous analysis has shown that v
is a solution of the cubic wave equation, we have

B2 = A —v)+u>—v> =0, @), 8u0)) = (0,0). (6.8)

We now invoke the L*-L*/3 non-homogeneous estimates for the three-dimensional wave
equation. Namely, there exists a constant (depending on 7') such that for every interval
I C [0, T, the solution of the wave equation

@2 = ANw=F, 0),du0)=©0,0),

satisfies
lwllarwrs) < CUF I La(rrs)- 6.9)
Applying (6.9) in the context of (6.8) together with the Holder inequality yields the bound

e = vllzazrsy < CUulGaggrsy + 101740 pa) 10 = vllagr)- (6.10)
Since u, v € L*(I x T?), we can find a partition of [0, T'] into intervals Iy, ..., I; such
that
CUlT sy my + 10170 0me) < /20 J=1....1
We now apply (6.10) with I = I;, j = 1, ..., 1, to conclude that u = v on I, then on I
and so on up to /;, which shows that u = v on [0, T']. Thus u = ®(¢)(V) and therefore
also d;u = ®,(¢)(V). This completes the proof of Lemma 6.1. ]

It remains now to apply Lemma 6.1 to the sequence of smooth data in the statement
of Theorem 1 to get a contradiction with (6.6). More precisely, if (U,) is the sequence
involved in the statement of Theorem 1, the result of Theorem 1 is that @ (r)(U,,) tends to
infinity in L°°([0, T']; H*), while (6.6) states that the same sequence tends to zero in the
same space.
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Appendix A. Random series

In this appendix, we collect the various results we need about random series. Most of
them are well known in slightly different contexts, and the proofs we give are essen-
tially adaptations of the classical proofs. The conditioned versions of our estimates (see
Section A.2), though very natural, do not seem to appear in the literature.

A.l. Basic large deviation estimates

Proposition A.1. Fix p € M?*, s € [0, 1) and suppose that p is induced via the map
(1.5) from the couple (ug, u1) € H°. Then there exists a positive constant C such that for
every?2 < p1, pp < g < oo and every 8 > 1/py,

M({(UOv V1) € H ||<t>78(1 — ITp)S(t) (vo, Ul)”LPl (Ry;LP2(T3)) = )\})

- (Cﬁll(uo,ul)”wiﬁ)(apl —h7hn )q. (A.1)

Proof. By definition, the left-hand side of (A.1) equals

pllw e : (0721 — To)SO WG ) L ks 1215y > M)
We decompose

sin(t|n|)
n|

OIS ((ﬁn,o(w)bn,o cos(t[n]) + Bu.1 (@b,

neZE

) cos(n - x)

sin(t|n|)\ .
+ <7/n,o(w)cn,o cos(t|n|) + )/n,l(a))cn,l—> sin(n - x)>,

|n|

with

D (buol® + len ol + 10172 (bui I + len1 1)) < Cllwo, un) 0,03

nGZZ

Now, using the triangle inequality, by writing cos(n - x) and sin(n - x) as linear combina-
tions of exp(Z£i(n - x)), we observe that it suffices to get the bound

p(lo: |07 X dioagye

> )L})
LP1(R;:LP2(T3))

- (C«/q”(cn)”]z((spl —1~Unm )q
< - ,
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where (g7) are independent real random variables with joint distribution satisfying (1.4)
and |d,(¢)| < 1. Using the Minkowski inequality, we can write for g > p,

R

L4 (L7 (Ry; LP2 (T3)))

< [0 > dicugge
n

LPU(R;; LP2(T3); L9(R))

= H |67 duengge™
n

LI || pr1 (R, ; LP2 (11‘3)).

By using [10, Lemma 3.1], we get

L4(Q LI (R LP2 (T3)))

H (I)_8 Z dy (t)cng;;)ein-x

_ o N12
< | eva(X 10 duene™ ) i gy
n

172

LAV R LP22(T3)

< Cva| >0 Pl < Cyg(X 10 g Jenl?)

< cyaop — D (Y leal?)
n

and we conclude the proof of Proposition A.1 by using the Chebyshev inequality
po: |A@)] > 1) < 27Al%, o) =
For fixed p1, p2, we can optimize the estimate by taking

-2
3211 Guo. 1) 1350 )

C«/ﬁll(MO, ui) llggor3)
4C? '

1
A )

< q=

(A2)

and we deduce the following statement.

Corollary A.2. There exist C, ¢ > 0 such that under the assumptions of Proposition A.1,
for every X > (0,

1({o, v1) € H* = () P TIOS() (wo. vl o1 (g, 02 13y > M)

-c ( ch? )
<Cexp|l ——5—"7").
1Ge0. 11)1340, 3,

Remark A.3. Notice that the measure u is the tensor product of two probability mea-
sures 1 and N defined on the images of the projectors ITy and ITV respectively. As a
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consequence, applying Corollary A.2 to the measure 1"V, we find that under the assump-
tions of Proposition A.1, for every A > O,

w({vo, vi) € 1 1) P TIV S() (wo, v Il o L2 (13y) > M)
= V(g o) € MV 1) SO @) vl szr 1y > H)

-c < % ) -c ( 7% > (A3)
< Cexp|— < Cexp|— .
ITIY oo, un) 13053, N~V o, ) 340 s,

Notice now that if u and u are constant, the free evolution is

S(0)(uo, u1) = uo +uit.
Therefore we deduce the following statement.

Corollary A4. Fix u € M*, s € [0, 1), and suppose that . is induced via the map (1.5)
from the couple (ug, uy) € H*. Fix also2 < py, pp < oo and § > 1+ 1/py. Then there
exists a positive constant C such that for every ). > 0,

w({(o, v1) € H = (0 S0, v) L gsro2 73 > M)

<C ( ch? )
<Cexpl ——7F>5-—"7—).
1Geo, 11)1340p3,

Notice finally that using the Sobolev embeddings W7 (T3) ¢ L®(T3), 0 > 3/p, where
the W22 norm is defined by

2
il yoprsy = 1L = A 2ull Lprsy.
we also obtain

Corollary A.5. Fixs > 0and u € M?. Let 0 < o < s and suppose that |4 is induced
via the map (1.5) from the couple (uo,u1) € H*. Fixalso2 < p; < 00,2 < pp < 00
and § > 1 + 1/ py1. Then there exists a positive constant C such that for every A > 0,

1({wo, v1) € 7 [{) 2 S@) (w0, vl o1 gy 10213y > A})

<C ( c)? )
= exXxp\ ——————7 )
” (u07 ul)”'z;_[rr (’]1"3)

Remark A.6. The same argument as in the proof of Proposition A.1 shows that for ev-
ery2 < p < oo and s > 0 there exist C,c > 0 such that under the assumptions of
Proposition A.1 defining u, for every A > 0 and every integer N > 0,

' cr?
u({(vo. v1) € < [Ty voll sy > 2) < CeXp(——2>, (Ad)
1 Ge0r 1) oo,
s cA?
1({(o, v1) € H' : l(wo, vDllggs () > M) < Cexp| ——————— | (AS)
Il (o, ul)”Hs(TS)
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A.2. Conditioned large deviation estimates

The purpose of this section is to deduce the following conditioned versions of our previous
large deviation estimates:

Proposition A.7. Let p € M*, s € (0, 1) and suppose that the real random variable
with distribution 0, involved in the definition of w, is symmetric. Then for 6 > 1 + 1/py,
2 < p1 <ooand?2 < pr < oo there exist positive constants ¢, C such that for every
positive g, A, A and A,

1 ® e ({(o, v1), (g, V) € H* xH* = (1) 7° S (1) (o — v, v1 — V) | o 7273y >

or [1(6) 2 S (1) (o + vG. v1 + VDl pov L2y > A | (w0 — v, ur — u)) llggs sy < &
2/.2 2742

and ||(vo + vj, u1 + uD llggs sy < A}) < Cle™ /& + e~ M4 (A6)

Proof. The proof of this result can be obtained by coming back to the original proof of

Paley and Zygmund’s of the L” boundedness of random series on the torus. However, we

will follow a suggestion by J.-P. Kahane and show that in fact, we can deduce it directly

from the large deviation estimates proved in the previous section. The basic result which
will allow this procedure is the following lemma.

Lemma A8. For j = 1,2, let E; be two Banach spaces endowed with measures |1;. Let
f:E\ X Ey— Candg, g : Ex — C be three measurable functions. Then

m ® pua({(x1,x2) € Bt x Ep 1 [ f(x1,x2)| > & | [g1(x2)| < &, [g2(x2)| < A})

< sup ui({xy € Ep [ f(x1, x2)| > A}),
X €E, [g1(x2)[<¢, [g2(x2)|<A

where by sup we mean the essential supremum.

Proof. We may write

/E x(f e, x2) > M) x(lg1(x2)] < e)x(lg2(x2)| < A)dp(x1)
1

=( s e B lfGn Xl = D) x (g ()l < @)x(g20e)] < A)
X2€E,|81(Xp)|<¢
lg2(X2)|=A (A7)

for a.e. xp € E>. Here by x () we denote the characteristic function of the corresponding
set. Now, we integrate the inequality (A.7) over xo € E, with respect to >, to achieve
the claimed bound. O

We shall also use the following lemma.

Lemma A.9. Let g1 and g> be two independent identically distributed real random vari-
ables with symmetric distribution. Then g + gy have symmetric distributions. Moreover
if h is a Bernoulli random variable independent of g1 then hgi has the same distribution
as gi.
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The proof is straightforward (in the analysis of g; — g» we do not need the symmetry
assumption on g1, g2).

Proof of Proposition A.7. Define
£ =R xR%E x RE,

equipped with the natural Banach space structure coming from the /*° norm. We endow
& with a probability measure 1o defined via the map

0 > (ko(@). (h(@)),ez. (@), 7)1

where (ko, I, h,,) is a system of independent Bernoulli variables.
For h = (x, (yn)nezg, (Z")neZﬁ) € £ and

u(x) =a+ Z (bn cos(n - x) + ¢, sin(n ~x)),
nEZ§
we define the operation © by

hOu=ax+ Z (bnyn cos(n - x) + cpzy sin(n - x)).

ner

Let us first evaluate the quantity

1@ p({ (o, v1), (vy, v))) € H® x H' : 1) S () (vo — v, vy =D e @, 13y > A
| | (vo — U(/)v V] — Ui)”HS(T?) < eand | (vo + U(/)a v + U/1)||Hs(']1‘3) =< A}) (A.8)

Observe that, thanks to Lemma A.9, (A.8) equals

1 ®u® o ® po({((wo, v1), (v, v)), (ho, k) € H' x H x Ex £ :
146)°S(t) (ho © (vo — Vo), h1 © (v1 — U/l))||LP1(R,;LP2(T3)) > A |
l[(ho © (vo — vy), A1 © (V1 — V) llggs(r3) < €
and [|(ho © (vo +v(). 1 © (V1 + V) llggs(13) < A}). (A.9)

Since the H*(T?) norm of a function f depends only on the absolute value of its Fourier
coefficients, we deduce that (A.9) equals

n® u® o ® po({((wo, v1), (v, v)), (ho, k) € H' x H x Ex € :
I46) S () (ho © (vo — Vo), h1 © (vy — U;))||LP1(R,;LP2(T3)) > A |
Il (vo — vg, v1 — U/l)||7-¢s<1r3) < eand [|(vo + vy, v1 + Ui)”ys(w) = A}) (A.10)
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We now apply Lemma A.8 with 1 = po ® po and ur = p ® p to find that (A.10) is
bounded by

sup o ® po({(ho, hi) € Ex E

l(wo—v, vi=v})llgys (73, <€
I6)°S(@)(ho ® (vo — v)). h1 © (W1 — V) Lot gy L2y > M) (A1)
We next apply Corollary A.5 (with Bernoulli variables) to deduce that (A.8) is bounded
by C exp(—cA?/e?). A very similar argument gives
1 ® ({((wo, v), (v), v})) € H* x H* :
I1(6) = S (@) (wo + v, v1 + VDl o1 ;e 73y > A |
ll(wo — vg, v1 = V) llgsp3) < € and || (vo + vg, v1 4+ V] ll3gs 3y < A})

is bounded by C exp(—cA?/A?). This completes the proof of Proposition A.7. O

B. Properties of the measures /()

B.1. Conditions for orthogonality of the measures

Via the choice of coordinates induced by the decomposition (1.3)

z3 Z3\2
(uo, ur) € H' (aOs (bn,0, C"vO)neZi’ ay, (b1, Cn,l)nezi) € (R x R™ x R™)~,

the measure 14(y,,,,) can be seen as an infinite tensor product of probability measures on

3 3
(R x R% x R%)2,
M~ ko0 ® ® Mn,0.6 @ ® Mn,0,c @ Mo,1 @ ® Mn,1.b @ ® Hn,1,c5
neZi neZ;i neZ;ﬁ neZi
where
M0,0? /J/n,o,bs /J/l‘l,O,C7 /"LO,] 3 “’n,],b’ :u'n,l,c
are the distributions of the random variables

apa, bp0Bn,0, Cn,0Vn,0, @101, by 1Bn,1, Cu1¥n 1

respectively. As a consequence, we will be able to apply the following result by Kaku-
tani [17].

Theorem (Kakutani). Consider the infinite tensor products of probability measures

on RY,
Mi:®/¢l’l‘l,l‘1 i=1,2
neN

Then the measures w1 and po on RY endowed with its cylindrical Borel o -algebra are
absolutely continuous with respect to each other, 11 < (2 and py <K Wy, if and only if
the following holds:
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(1) The measures (un,1 and y 2 are for each n absolutely continuous with respect to each
other: there exist functions g, € LY(R, dun) and k, € LY(R, dy,,1) such that

dﬂn,l = gndﬂn,Z, d,un,Z = knd,u'n,l .
(2) The functions g, are such that the infinite product
1/2
[1 [ & duna =TT [ Vain iz (B.1)
neNvR neNvR
is convergent (i.e. positive).

Furthermore, if any of the conditions above is not satisfied (i.e. if the two measures L]
and |y are not absolutly continuous with respect to each other), then the two measures
are mutually singular: there exists a set A C RN such that

pni(A) =1, pa(A) =0.

The theorem above implies the following statement concerning the measures we studied
in this paper in the context of the cubic wave equation (1.1).

Proposition B.1. Assume that the random variables (oj (), Bp, j (), Vn,j (@), j =0, 1,
ne Zi, used to obtain the randomization as explained in the introduction are independent
centered Gaussian random variables. Let

uj(x) =ag,j + Z (bn,jcos(n - x) + cposin(n - x)), j=0,1,

neZz
Wj(x) =0+ »_ (bajcos(n-x)+Tosin(n-x)), j=0,1
nEZi

Then the measures [(yo,u,) and [LG,,i,) are absolutely continuous with respect to each
other if and only if neither of the coefficients a, b, c, d, b, ¢ above vanishes (or then they
must vanish simultaneously, i.e. if ag, j = 0, then Zio,j =0, etc.) and

~
~

1 ~ 2 2 2
. b .
(VI o [(E VIR (RO NS
. ap. i by, i Cn.i
Jj=0 J neZ’ J J

Furthermore, if this condition is not satisfied, then the two measures [L(uy,u,) and Ly, i)
are mutually singular.

Proof. Indeed, if g is a normalized Gaussian random variable, the random variable «g
is a Gaussian random variable centered and with variance o, and eliminating the trivial
contributions when the coefficients vanish simultaneously, the result amounts to proving
that if u; = ®”6N Mn.i» where w, ; are Gaussian distributions of variance xi i Xni >0,
then the measures (1 and w, are absolutely continuous with respect to each other if and

only if
2
Xn,1
Z( — 1> < 00,

n \An.2
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and in this case we have

1 2942 Xn 2 2952 —42/942
duy; = ———e 125 4 and gn = 2 122 =1 2x
Xn,iN 2w Xn,1

Consequently (taking x, ; > 0),

12
oA < 2Xp,1%n,2 )

2 2
xn,l + xn,2

172 1
/R” " R /27 Xn 1 %02

_ (xn,l/xn,Z + xn,Z/xn,l )]/2
N 2

(B.2)

and we deduce that if the infinite product (B.1) is convergent then necessarily the quotients
Xn,1/Xn 2 tend to 1. Now, writing x, 2/x,,1 = 1 4 &,, we have

2 12 1
<%> =1——&2+0()).
X +x 4
n,l n,2

Finally, by taking the logarithm, we conclude that the infinite product (B.1) is convergent

if and only if
> ey < oo O
n

B.2. Proof of Proposition 1.2

Recall that ITy is the orthogonal projection to the space of functions having Fourier
modes n € Z3 such that [n| < N and TTV = Id — Ty (see (4.1)). Then for fixed € > 0,
we have

M(ug,uy) ({(vo, v1) € H' : [[(vo, v1) — (wo, wi)llgs < €})
> Lo (1(vo, v1) € H ¢ Ty ((vo, v1) — (wo, w1)ll3s < €/2 and
ITTY ((vo, v1) — (wo, wi)) lms < €/2})  (B.3)

Since the two events are independent (due to the independence of the random variables),
we deduce

Muo.uy) ({(vo, v1) € H' ¢ [[(vo, v1) — (wo, wi)|l34s < €})
> g {(vo, v1) € H' 2 [Ty (vo, v1) — Ty (wo, wi)ll3s < €/2})
X gy ({0, v1) € H TN (vo, 1) — TV (wo, wi) I35 < €/2})
> .y ({(vo, v1) € H' = [Ty (vo, v1) — Tn(wo, wi)ll3s < €/2})

X g,y ({(vo, v1) € H* 2 [ITTY (wo, w) s < €/4 and [TV (vo, v1) ll3gs < €/4})
(B.4)
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Since
lim |11V (uo, up)llys = lim 1TV (wo, wi)ll3s =0
N—o0 N—o0

and according to (A.5) applied to 1 (vo, v1),

L) {0, v1) € H 2 TN (vo, v1)llggs > €/4))

—ce2/IIT¥ (ug,ur) |

2
< Ce H —>0 asN — oo,

we deduce that for N large enough (depending on € > 0 and (ug, u1), (wo, wi)),
Hug.an) (o, v1) € 7Y+ TN (wo, wi) s < €/4 and [TV (vo, v1)llps < €/4}) > 1/2.

and consequently we obtain for such N,

Mg (o, v1) € H* : |[(vo, v1) — (wo, wi)|lggs < €})
> L o ({(vo, v1) € HE ¢ [Ty (vo, v1) — My (wo, w) s < €/2}),  (B.5)

and since now the study is reduced to a finite-dimensional problem, (1.6) follows eas-
ily from the assumptions that all Fourier modes of (uq, #1) are non-vanishing and the
distribution function 6 of our random variables charges all open sets of R.
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