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Abstract. Drinfeld Zastava is a certain closure of the moduli space of maps from the projective
line to the Kashiwara flag scheme of the affine Lie algebra ŝln. We introduce an affine, reduced,
irreducible, normal quiver variety Z which maps to the Zastava space bijectively at the level of
complex points. The natural Poisson structure on the Zastava space can be described on Z in terms
of Hamiltonian reduction of a certain Poisson subvariety of the dual space of a (nonsemisimple)
Lie algebra. The quantum Hamiltonian reduction of the corresponding quotient of its universal
enveloping algebra produces a quantization Y of the coordinate ring of Z. The same quantization
was obtained in the finite (as opposed to the affine) case generically in [14]. We prove that, for
generic values of quantization parameters, Y is a quotient of the affine Borel Yangian.

1. Introduction

1.1. The moduli space P◦d of degree d = (d0, d1, . . . , dn−1) ∈ Nn based maps from the

projective line to the Kashiwara flag scheme of the affine Lie algebra ŝln admits two nat-
ural closures: an affine singular Drinfeld Zastava space Zd , and a quasiprojective smooth
affine Laumon space Pd (see [11]). The advantage of Pd lies in its smoothness (in fact,
the natural proper morphism $ : Pd → Zd is a semismall resolution of singularities),
while the advantage of Zd is that it makes sense for other simple and affine groups.

The affine Laumon space Pd is the moduli space of torsion free parabolic sheaves
on P1

× P1, and thus carries a natural Poisson structure. This structure descends to the
Drinfeld Zastava space Zd . We have a natural problem to quantize this Poisson structure.
The main goal of our note is to solve this problem. It was already solved generically (on
an open subvariety of P◦d ) in the finite, i.e. d0 = 0, (as opposed to the affine) case in [14].

To this end we use a quiver construction of Pd . This construction follows from the
observation by A. Okounkov that Pd is a fixed point set component of the cyclic group
Z/nZ acting on the moduli space Mn,d of torsion free sheaves on P1

× P1 framed at
infinity. The quiver in question (a chainsaw quiver) is similar to but different from the
Ãn−1 quivers in Nakajima theory. In particular, the corresponding quiver variety is not
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obtained by the Hamiltonian reduction of a symplectic vector space. It is obtained by the
Hamiltonian reduction of a Poisson subvariety of the dual vector space of a (nonsemisim-
ple) Lie algebra ad with its Lie–Kirillov–Kostant bracket. The corresponding categorical
(as opposed to GIT) quotient Zd is reduced, irreducible, normal, and admits a morphism
to the Zastava space Zd which is bijective at the level of C-points. We conjecture1 that
this morphism is an isomorphism.

A historical comment is in order. The quiver approach to Laumon moduli spaces goes
back to S. A. Strømme [20]; we have learnt of it from A. Marian. For a more recent
construction of the monopole moduli space P◦d in the finite (as opposed to the affine) case
via Hamiltonian reduction see [8]. In fact, the authors of [8] restrict themselves to a single
open coadjoint orbit in the Poisson subvariety of the previous paragraph.

1.2. Now the ring of functions C[Zd ] admits a natural quantization Yd as the quantum
Hamiltonian reduction of a quotient algebra of the universal enveloping algebra U(ad).
The algebra Yd admits a homomorphism from the Borel subalgebra Y of the Yangian
of type An−1 in the case of finite Zastava space. We prove that this homomorphism is
surjective. In the affine situation, there is a 1-parameter deformation of Zd analogous to
the Calogero–Moser deformation of the Hilbert scheme. This leads to the 1-parameter
family of quantum Zastava spaces, Yµd . There is also an affine analog of Y depending

on the complex parameter β (we denote it Ŷβ ) in the same way as in [15]. There is a
homomorphism Ŷβ → Y

µ
d with β = µ +

∑n
l=1 dl . We prove that this homomorphism

is surjective for µ 6= 0. Moreover, we write down certain elements in the kernel of this
homomorphism and conjecture that they generate the kernel (as a two-sided ideal). These
elements are similar to the generators of the kernel of the surjective Brundan–Kleshchev
homomorphism from their shifted Yangian to a finite W -algebra of type A. In fact, it
seems likely that Yd as a filtered algebra is the limit of a sequence of finite W -algebras of
type A equipped with the Kazhdan filtration.

Moreover, similar quotients of Borel Yangians for arbitrary simple and affine Lie
groups are likely to quantize the rings of functions on the corresponding Drinfeld Zastava
spaces.

1.3. Our motivation for quantization of Drinfeld Zastava came from the following
source. In [10] we formulated a conjecture about the quantum connection on equivariant
quantum cohomology of the finite Laumon spaces (it was proved recently by A. Negut).
It identifies with the Casimir connection, and its monodromy gives rise to an action of
the pure braid group on the equivariant cohomology of Pd . According to the Bridgeland–
Bezrukavnikov–Okounkov philosophy, if we transfer this action to equivariant K-theory
via Chern character, then it should come from an action of the pure braid group on the
equivariant derived category of coherent sheaves on Pd .

In the classical case of Nakajima quiver varieties, there are chambers in the space
of stability conditions for the GIT construction of quiver varieties, and the derived co-
herent categories for the varieties in adjacent chambers are related by Kawamata-type

1 This conjecture was proved in [5].
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derived equivalences. These equivalences generate the action of the pure braid group on
the derived category of a single quiver variety. Unfortunately, this approach fails in our
situation (see Sections 5.1–5.4): although we do have chambers in the space of stability
conditions, the Laumon varieties in the adjacent chambers too often become singular and
just isomorphic (as opposed to birational).

Another approach was discovered by Bezrukavnikov–Mirković in their works on lo-
calization of g-modules in characteristic p. In our situation it works as follows: if we
replace the field C of complex numbers by an algebraic closure K of a finite field of
characteristic p � 0, then the quantized algebra Yd acquires a big center, isomorphic to
K[Z(1)d ] (Frobenius twist of Zd ). Thus Yd may be viewed as global sections of a sheaf of

noncommutative algebras on Z
(1)
d . A slight upgrade of our quantization construction pro-

duces a sheaf Aχ of noncommutative algebras on P
(1)
d for every stability condition χ . In

Sections 5.5–5.8 we formulate “standard conjectures” about the sheaves of algebras Aχ .
We conjecture that they are all Morita equivalent, and their global sections are isomorphic
to Yd . Moreover, the functor of global sections from the category of Aχ -modules to the
category of Yd -modules is a derived equivalence for χ in certain chambers. Thus, for χ in
such a chamber (e.g. χ = 0), the composition of this derived equivalence with the above
Morita equivalences gives rise to an action of the pure braid group on Db(Aχ -mod).

In contrast to the Bezrukavnikov–Mirković situation, in our case Aχ is not a sheaf
of Azumaya algebras (e.g. in the simplest case n = 2, d = (0, 1), we have Pd ' A2,
and Yd is the universal enveloping algebra of the Borel subalgebra of sl2). However, in
the formal neighborhood of the central fiber of $ (1)

: P
(1)
d → Z

(1)
d , the algebra Aχ

possesses a splitting module M̂ . Tensoring with M̂ defines a functor from the category of
equivariant coherent sheaves on this formal neighborhood to the category of equivariant
Aχ -modules. We conjecture that this functor is a full embedding, and the braid group
action of the previous paragraph preserves the essential image of this functor, thus giving
rise to the braid group action on the equivariant derived category of coherent sheaves on
the formal neighborhood of the central fiber.

2. A quiver approach to Drinfeld and Laumon spaces

2.1. Parabolic sheaves. We recall the setup of Section 3 of [11]. Let C be a smooth
projective curve of genus zero. We fix a coordinate z on C, and consider the action of C∗
on C such that a(t) = a−1

· t . We have CC∗
= {0C,∞C}. Let X be another smooth

projective curve of genus zero. We fix a coordinate y on X, and consider the action of C∗
on X such that c(x) = c−1

· x. We have XC∗
= {0X,∞X}. Let S denote the product

surface C×X. Let D∞ denote the divisor C×∞X ∪∞C×X. Let D0 denote the divisor
C× 0X.

Given an n-tuple of nonnegative integers d = (d0, . . . , dn−1), a parabolic sheaf F• of
degree d is an infinite flag of torsion free coherent sheaves of rank n on S, · · · ⊂ F−1 ⊂

F0 ⊂ F1 ⊂ · · · , such that:

(a) Fk+n = Fk(D0) for any k;
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(b) ch1(Fk) = k[D0] for any k: the first Chern classes are proportional to the fundamental
class of D0;

(c) ch2(Fk) = di for i ≡ k (mod n);
(d) F0 is locally free at D∞ and trivialized at D∞: F0|D∞ = W ⊗ OD∞ ;
(e) for −n ≤ k ≤ 0 the sheaf Fk is locally free at D∞, and the quotient sheaves

Fk/F−n, F0/Fk (both supported at D0 = C × 0X ⊂ S) are both locally free at
the point ∞C × 0X; moreover, the local sections of Fk|∞C×X are those sections of
F0|∞C×X = W ⊗ OX which take a value in 〈w1, . . . , wn+k〉 ⊂ W at 0X ∈ X.

The fine moduli space Pd of degree d parabolic sheaves exists and is a smooth con-
nected quasiprojective variety of dimension 2d0 + · · · + 2dn−1.

2.2. Parabolic sheaves as orbifold sheaves. We will now introduce a different realiza-
tion of parabolic sheaves. We first learned of this construction from A. Okounkov, though
it is already present in the work of I. Biswas [1], and goes back to M. Narasimhan. Let
σ : C×X→ C×X denote the map σ(z, y) = (z, yn), and let 0 = Z/nZ. Then 0 acts on
C×X by multiplying the coordinate on X with the n-th roots of unity. More precisely, we
choose a generator γ of 0 which multiplies y by exp(2πi/n). We introduce a decreasing
filtration W = W 1

= 〈w1, . . . , wn〉 ⊃ W
2
= 〈w2, . . . , wn〉 ⊃ · · · ⊃ W

n
= 〈wn〉.

A parabolic sheaf F• is completely determined by the flag of sheaves

F0(−D0) ⊂ F−n+1 ⊂ · · · ⊂ F0

satisfying conditions 2.1(a)–(e). For −n < k ≤ 0 we consider a subsheaf F̃k ⊂ σ ∗Fk
defined as follows. Away from the line C ×∞X the sheaf F̃k coincides with σ ∗Fk; and
the local sections of F̃k|C×∞X are those sections of σ ∗Fk|C×∞X = W ⊗ OC×∞X which
take values in W k+n.

To F• we can associate a single 0-equivariant torsion free sheaf F̃ on C× X:

F̃ := F̃−n+1 + F̃−n+2(C×∞X − C× 0X)+ · · · + F̃0((n− 1)(C×∞X − C× 0X)).

Note that F̃|C×∞X ≡ W ⊗ OC×∞X , and F̃|∞C×X is a trivial vector bundle, hence its
trivialization on C×∞X canonically extends to a trivialization on D∞.

The sheaf F̃ will have to satisfy certain numerical and framing conditions that mimic
conditions 2.1(b)–(e). Conversely, any0-equivariant sheaf F̃ that satisfies those numerical
and framing conditions will determine a unique parabolic sheaf. More precisely, for d =
d0+· · ·+dn−1, let Mn,d be the Giesecker moduli space of torsion free sheaves on C×X
of rank n and second Chern class d , trivialized on D∞ (see [17, Section 2]). Then we
have F̃ ∈ Mn,d . We consider the following action of 0 on W : γ (wl) = exp(2πil/n)wl ,
l = 1, . . . , n. The action of 0 on C × X together with its action on the trivialization at
D∞ (via the action on W ) gives rise to action of 0 on Mn,d . We have F̃ ∈ M0

n,d . Thus
we have constructed an embedding Pd ↪→M0

n,d , F• 7→ F̃. The fixed point set M0
n,d has

many connected components numbered by decompositions d = d0+d1+· · ·+dn−1, and
the embedding Pd ↪→M0

n,d is an isomorphism onto the connected component M0
n,d .

The inverse isomorphism takes a 0-equivariant torsion free sheaf F̃ to the flag
F0(−D0) ⊂ F−n+1 ⊂ · · · ⊂ F0 where for−n < k ≤ 0 we set Fk := σ∗(F̃⊗OS(kD0))

0 .
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2.3. A quiver description of Laumon space. According to Section 2 of [17], Mn,d ad-
mits the following GIT description. We set V = Cd , and we consider M = End(V ) ⊕
End(V ) ⊕ Hom(W, V ) ⊕ Hom(V ,W). A typical quadruple in M will be denoted by
(A,B, p, q). We set L ⊃ µ−1(0) := {(A,B, p, q) : AB − BA + pq = 0}. We define
µ−1(0)s as the open subset of stable quadruples, i.e. those which do not admit proper
subspaces V ′ ⊂ V stable under A,B and containing p(W). The group GL(V ) acts natu-
rally onM preserving µ−1(0); its action on µ−1(0)s is free, and Mn,d is the GIT quotient
µ−1(0)s/GL(V ).

In terms of this quiver realization, the action of 0 is described as follows:
γ (A,B, p, q) = (A, exp(2πi/n)B, exp(2πi/n)p, q). Recall that the action of 0 on W
was described in 2.2: for l = 1, . . . , n, Wl = 〈wl〉 is the isotypic component correspond-
ing to the character χl(γ ) = exp(2πil/n). Hence the connected component of the fixed
point set Pd 'M0

n,d admits the following quiver description.
We choose an action of 0 on V such that the χl-isotypic component Vl has dimension

dl (l ∈ Z/nZ). Then

M0
d = {(Al, Bl, pl, ql)l∈Z/nZ}

=

⊕
l∈Z/nZ

End(Vl)⊕
⊕
l∈Z/nZ

Hom(Vl, Vl+1)⊕
⊕
l∈Z/nZ

Hom(Wl−1, Vl)⊕
⊕
l∈Z/nZ

Hom(Vl,Wl) :

. . .
B−3 // V−2

A−2

�� B−2 //

q−2

��

V−1

A−1

�� B−1 //

q−1

��

V0

A0

�� B0 //

q0

��

V1

A1

�� B1 //

q1

��

V2

A2

�� B2 //

q2

��

. . .

. . .

p−2
==

W−2

p−1
<<

W−1

p0

==

W0

p1

==

W1

p2

==

W2

p3

>>

. . .

(the chainsaw quiver).
Furthermore, µ−1(0)0d = {(Al, Bl, pl, ql)l∈Z/nZ : Al+1Bl − BlAl + pl+1ql = 0 ∀l}.

Moreover, µ−1(0)s,0d = {(Al, Bl, pl, ql)l∈Z/nZ ∈ µ−1(0)0d : there is no proper Z/nZ-
graded subspace V ′• ⊂ V• stable under A•, B• and containing p(W•)}.

Finally, the group
∏
l∈Z/nZ GL(Vl) acts naturally on M0

d preserving µ−1(0)0d ; its ac-

tion on µ−1(0)s,0d is free, and Mn,d = µ
−1(0)s,0d /

∏
l∈Z/nZ GL(Vl).

Remark 2.4. If a point F• ∈ Pd ' Mn,d has a representative (Al, Bl, pl, ql)l∈Z/nZ,
then F0 ∈ Mn,d0 has a representative (A′, B ′, p′, q ′) defined as follows. First of all,
W ′ = W0⊕W1⊕· · ·⊕Wn−1, V

′
= V0. NowA′ = A0, B

′
= Bn−1Bn−2 . . . B1B0, p

′
=⊕

0≤l≤n−1 Bn−1Bn−2 . . . Blpl, q
′
=
⊕

0≤l≤n−1 qlBl−1 . . . B1B0.

Remark 2.5. A. Negut [19] has introduced the moduli spaces M′d closely related to
Laumon moduli spaces. Namely, M′d is defined as the moduli space of flags of locally
free sheaves 0 ⊂ F1 ⊂ · · · ⊂ Fn−1 ⊂ Fn ⊂ W ⊗ OC such that rkFk = k, k =

1, . . . , n; degFk = −dk , and at ∞C our flag consists of vector subbundles, and takes
value 〈w1〉 ⊂ 〈w1, w2〉 ⊂ · · · ⊂ 〈w1, . . . , wn−1〉 ⊂ W .
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Let us consider the following handsaw quiver Q′:

V1

A1

�� B1 //

q1

��

V2

A2

�� B2 //

q2

��

. . . . . .
Bn−3 // Vn−2

An−2

�� Bn−2 //

qn−2

��

Vn−1

An−1

�� Bn−1 //

qn−1

��

Vn

An

��

W0

p1

==

W1

p2

==

W2

p3

>>

. . . . . .

pn−2
<<

Wn−2

pn−1
;;

Wn−1

pn

<<

with relations Ak+1Bk − BkAk + pk+1qk = 0, k = 1, . . . , n − 1. Let M′d stand for the
moduli scheme of representations ofQ′ (quiver with relations) such that dimW0 = · · · =

dimWn−1 = 1, dimVk = dk, k = 1, . . . , n. Let Ms
d
′ stand for the open subscheme of

stable representations ofQ′ formed by all the quadruples (A•, B•, p•, q•) such that there
is no proper graded subspace V ′• ⊂ V• stable under A•, B• and containing p•(W•). Let
Gd stand for the group

∏n
k=1 GL(Vk) acting on M′d naturally. Then the action of Gd on

Ms
d
′ is free, and the argument of Sections 2.2 and 2.3 proves that the quotient Ms

d
′/Gd is

isomorphic to M′d .

2.6. A quiver approach to Drinfeld Zastava. We define Zd as the categorical quo-
tient µ−1(0)0d //

∏
l∈Z/nZ GL(Vl), that is, the spectrum of the ring of

∏
l∈Z/nZ GL(Vl)-

invariants in C[µ−1(0)0d ].
Let χ = χ−1,...,−1 stand for the character (g1, . . . , gn) 7→ det(g1) . . . det(gn) :∏

l∈Z/nZ GL(Vl)→ C∗. Let us denote
∏
l∈Z/nZ GL(Vl) by Gd for short.

Let C[µ−1(0)0d ]
Gd ,χ

r
stand for the χ r -isotypical component of C[µ−1(0)0d ] under the

action of Gd . Then Mn,d = µ
−1(0)s,0d /Gd = Proj(

⊕
r≥0 C[µ−1(0)0d ]

Gd ,χ
r
). We have a

projective morphism π :Mn,d → Zd .
Let Zd stand for the Drinfeld Zastava space defined (under the name of Mα) in Sec-

tion 4 of [11] and (for an arbitrary almost simple simply connected group G in place
of SL(n) here) in [6]. Let $ : Pd → Zd be the morphism (semismall resolution of
singularities) introduced in Section 5 of [11]. Our next goal is to prove the following

Theorem 2.7. (a) Zd is a reduced irreducible normal scheme.

(b) The morphism $ : Pd → Zd factors as Pd
π
→ Zd

η
→ Zd , and η induces a bijection

between the sets of C-points.

The proof occupies the rest of this section.

2.8. Examples. We consider three basic examples of Zastava spaces for the groups
SL(2), SL(3), ŜL(2).

2.8.1. SL(2). We take n ≥ 2, d2 = d3 = · · · = dn−1 = d0 = 0, d1 = d. We have
V1 = V = Cd , A1 = A ∈ End(V ), B1 = 0, p1 = p ∈ V , q1 = q ∈ V ∗, Gd =
GL(V ). Thus µ−1(0) = End(V ) ⊕ V ⊕ V ∗, and Zd = (End(V ) ⊕ V ⊕ V ∗)//GL(V ).
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By classical invariant theory, the ring of GL(V )-invariant functions on End(V )⊕V ⊕V ∗

is freely generated by the functions a1, . . . , ad , b0, . . . , bd−1 where am := Tr(Am) and
bm := q ◦ A

m
◦ p. Hence Zd ' A2d .

2.8.2. SL(3). We take n ≥ 3, d3 = d4 = · · · = dn−1 = d0 = 0, d1 = d2 = 1. We have
V1 = C = V2, and hence all our linear operators act between one-dimensional vector
spaces, and can be written just as numbers. We have nonzero numbersA1, A2, B1, p1, p2,
q1, q2, and µ−1(0) is given by the single equation B1(A2 − A1)+ p2q1 = 0. The group
Gd is just C∗ × C∗ with coordinates c1, c2. It acts on µ−1(0) as follows:

(c1, c2) · (A1, A2, B1, p1, p2, q1, q2)

= (A1, A2, c1c
−1
2 B1, c

−1
1 p1, c

−1
2 p2, c1q1, c2q2).

The ring of C∗ × C∗-invariant functions on µ−1(0) is generated by the functions b1,0 :=

q1p1, b2,0 := q2p2, r := q2B1p1,A1,A2 with a single relation b1,0b2,0+r(A2−A1) = 0.
Thus, Zd is the product of the conifold with the affine line.

2.8.3. ŜL(2). We take n = 2, d0 = d1 = 1. We have V1 = C = V2, and hence all
our linear operators act between one-dimensional vector spaces, and can be written just
as numbers. We have nonzero numbers A1, A0, B1, B0, p1, p0, q1, q0, and µ−1(0) is cut
out by two equations B1(A0 − A1) + p0q1 = 0 = B0(A1 − A0) + p1q0. The group Gd
is just C∗ × C∗ with coordinates c1, c0. It acts on µ−1(0) as follows:

(c1, c0) · (A1, A0, B1, B0, p1, p0, q1, q0)

= (A1, A0, c1c
−1
0 B1, c0c

−1
1 B0, c

−1
1 p1, c

−1
0 p0, c1q1, c0q0).

The ring of C∗ × C∗-invariant functions on µ−1(0) is generated by the functions b1,0 :=

q1p1, b0,0 := q0p0, s := B0B1,A1,A0 with a single relation b1,0b0,0−s(A0−A1)
2
= 0.

2.9. Stratification of Zd . Applying Crawley-Boevey’s famous trick we may identify all
the one-dimensional spacesWl , and denote the resulting line byW∞. Thus,W∞ becomes
the source of all pl , and the target of all ql , l ∈ Z/nZ:

V0

A0

��

B0

��
q0

��
V−1A−1 22

B−1
66

q−1
// W∞

p−1oo

p0

OO

p1
// V1 A1

ww

B1vv

q1oo

· · ·
B−2

[[

The C-points of Zd classify the semisimple representations of the resulting Ferris wheel
quiver with relations µ = 0, to be denoted by Q. More precisely, the C-points of Zd
classify the semisimple Q-modules of dimension dim = (dim(Vl)l∈Z/nZ, dim(W∞)) :
dim(W∞) = 1, where dim(Vl) = dl .
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We start with the classification of simple Q-modules of dimension smaller than or
equal to dim. First suppose dim(W∞) = 0. Then an irreducible module is either Ll(x)
for some l ∈ Z/nZ, x ∈ C, or L(x, y) for some x ∈ C, y ∈ C∗. Here Ll(x) denotes the
Q-module with Vk = 0 for k 6= l, and Vl = C, Al = x. Furthermore, L(x, y) denotes the
Q-module with Vl = C, Al = x for all l ∈ Z/nZ,

∏
l∈Z/nZ Bl = y.

Now suppose dim(W∞) = 1. Then the irreducibility condition is equivalent to the
conjunction of the stability condition of 2.3 and of costability: there is no proper Z/nZ-
graded subspace V ′• ⊂ V• stable under A•, B• and contained in Ker(q•). We will de-
note the open subset of stable and costable Q-modules of dimension (1, d ′) ≤ (1, d) by
µ−1(0)sc,0

d ′
. According to Chapter 2 of [17], the open subset Zd ′ ⊃ µ−1(0)sc,0

d ′
/Gd ′ ⊂

µ−1(0)s,0
d ′
/Gd ′ = Pd ′ coincides with the moduli space of locally free parabolic sheaves,

to be denoted by P◦
d ′

. Thus, the isomorphism classes of irreducible Q-modules of dimen-
sion (1, d ′) are parametrized by P◦

d ′
.

We conclude that the set of C-points of Zd is a disjoint union of the follow-
ing strata. We fix an n-tuple d ′ ≤ d, a collection of positive integers m1, . . . , mr ,
and also collections of positive integers (ml1, . . . , ml,rl )l∈Z/nZ such that for any l we
have dl = d ′l +

∑r
i=1mi +

∑rl
j=1mlj . Then the corresponding stratum is formed by

the isomorphism classes of semisimple Q-modules of type R ⊕
⊕r

i=1 L(xi, yi)
⊕mi ⊕⊕

l∈Z/nZ
⊕rl
j=1 Ll(xj )

⊕mlj where R ∈ P◦
d ′

, and all the pairs (xi, yi)i=1,...,mr are distinct,
and for any l all the points xj , j = 1, . . . , ml,rl , are distinct.

2.10. Dimension of µ−1(0)0d . We consider the configuration space of Z/nZ-colored
points Ad := (C − ∞C)

(d0) × · · · × (C − ∞C)
(dn−1). We denote µ−1(0)0d by Md for

short. We have a morphism ϒ : Md → Ad sending a quadruple (A•, B•, p•, q•) to
(SpecA0, . . . ,SpecAn−1).

Proposition 2.11. Every fiber of ϒ has dimension
∑
l∈Z/nZ(d

2
l + dl).

Proof. First we assume that dim(ϒ−1(D)) =
∑
l∈Z/nZ(d

2
l + dl) for a colored divisor

D concentrated at one point (with colored multiplicity). We will derive the general case
of the proposition from this particular case by induction on d . To this end, if a divi-
sor D is a disjoint union of divisors D(1) and D(2) of degrees d(1) and d(2), and we know
that dim(ϒ−1

d(1)
(D(1))) =

∑
l∈Z/nZ((d

(1)
l )2 + d

(1)
l ) and dim(ϒ−1

d(2)
(D(2))) =∑

l∈Z/nZ((d
(2)
l )2 + d

(2)
l ), we have to derive dim(ϒ−1(D)) =

∑
l∈Z/nZ(d

2
l + dl).

In effect, each space Vl can be split into a direct sum Vl = V
(1)
l ⊕ V

(2)
l , so that the

endomorphism Al acquires the block diagonal form Al =
(
A
(1)
l 0

0 A
(2)
l

)
, and SpecA(1,2)l

= D
(1,2)
l . Note that the space of such decompositions Vl = V

(1)
l ⊕V

(2)
l is an open subset

in the product of two Grassmannians and has dimension 2d(1)l d
(2)
l . Now having written

the matrices of (B•, p•, q•) in block form according to ourdecomposition, the equation
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µ = 0 takes the form(
A
(1)
l+1 0
0 A

(2)
l+1

)(
B
(11)
l B

(12)
l

B
(21)
l B

(22)
l

)
−

(
B
(11)
l B

(12)
l

B
(21)
l B

(22)
l

)(
A
(1)
l 0
0 A

(2)
l

)

+

(
p
(1)
l+1
p
(2)
l+1

)
( q

(1)
l q

(2)
l
)

=

(
A
(1)
l+1B

(11)
l − B

(11)
l A

(1)
l + p

(1)
l+1q

(1)
l A

(1)
l+1B

(12)
l − B

(12)
l A

(2)
l + p

(1)
l+1q

(2)
l

A
(2)
l+1B

(21)
l − B

(21)
l A

(1)
l + p

(2)
l+1q

(1)
l A

(2)
l+1B

(22)
l − B

(22)
l A

(2)
l + p

(2)
l+1q

(2)
l

)

=

(
0 0
0 0

)
.

In particular, we see that (A(1)• , B
(11)
• , p

(1)
• , q

(1)
• ) (resp. (A(2)• , B

(22)
• , p

(2)
• , q

(2)
• )) lies in

Md(1) (resp. in Md(2) ). So by our induction hypothesis, dim{(A(1)• , B
(11)
• , p

(1)
• , q

(1)
• ):

SpecA(1) = D(1)} =
∑
l∈Z/nZ((d

(1)
l )2 + d

(1)
l ), and dim{(A(2)• , B

(22)
• , p

(2)
• , q

(2)
• ) :

SpecA(2) = D(2)} =
∑
l∈Z/nZ((d

(2)
l )2+d

(2)
l ). Recall that we also have 2d(1)l d

(2)
l param-

eters for the choice of decomposition Vl = V
(1)
l ⊕V

(2)
l . That already gives us the desired

dimension
∑
l∈Z/nZ(d

2
l + dl) altogether, and it only remains to prove that the remaining

equations have a unique solution in B(12)
l , B

(21)
l . This follows from the fact that, say A(2)l+1

and A(1)l having disjoint spectra, do not admit any nontrivial intertwiners, and hence the
linear map Hom(V (1)l , V

(2)
l+1) → Hom(V (1)l , V

(2)
l+1) : B

(21)
l 7→ A

(2)
l+1B

(21)
l − B

(21)
l A

(1)
l is

an isomorphism.
Since the statement of the proposition is obvious in case

∑
l∈Z/nZ dl = 1, we have

already proved the proposition in case D has no multiplicities (off-diagonal case). More-
over, we have proved that ϒ−1(Ad −1) is smooth.

It remains to prove the proposition in the opposite extremal case whenD is supported
at one point. It does not matter which point it is, so we may and will assume it is 0. In other
words, we assume that all the endomorphisms Al are nilpotent. We follow the method of
G. Wilson in his proof of Lemma 1.11 of [22]. Suppose first that both Al and Al+1 are
regular nilpotent. We choose bases in Vl, Vl+1 so that the matrices of Al, Al+1 are Jordan
blocks, and then we see that the matrix of Al+1Bl − BlAl has the following property: for
each i = 1, . . . ,min(dl, dl+1) the sum of all elements in the i-th diagonal (counting from
the lower left corner) is 0. Now since Al+1Bl − BlAl = −pl+1ql has rank 1, all these
min(dl, dl+1) diagonals must vanish identically. This imposes the following restriction
on the vector pl+1 and covector ql written down in our bases: the sum of the numbers
of the last nonzero coordinate of pl+1 and the first nonzero coordinate of ql is greater
than min(dl, dl+1). This means that the dimension of the space of all possible collections
(pl+1, ql) is at most max(dl, dl+1).

Recall that the dimension of the space of regular nilpotent matrices Al (resp. Al+1) is
d2
l − dl (resp. d2

l+1 − dl+1). Furthermore, for given (Al, Al+1, pl+1, ql) the dimension of
the space of solutions of the linear equationAl+1Bl−BlAl = −pl+1ql equals (if the space
is not empty) the dimension of the space of intertwiners Int(Al, Al+1), that is, min(k, l).
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Altogether we obtain at most d2
l + d

2
l+1 − dl − dl+1 + min(dl, dl+1) + max(dl, dl+1).

Summing up over all l we obtain at most
∑
l∈Z/nZ(d

2
l + dl) parameters.

Now we turn to the general case and assume that the Jordan type of a nilpotent matrix
Al is given by a partition (κ(l)1 ≥ κ(l)2 ≥ · · · ). Let (κ(l)1 ≥ κ

(l)
2 ≥ · · · ) stand for the

dual partition. The space of all matrices Al of that type has dimension d2
l − (κ

(l)
1 )2 −

(κ
(l)
2 )2 − · · · . We can choose some bases in the spaces Vl so that the matrices of Al

become the direct sums of Jordan blocks, and repeat the considerations of the previ-
ous two paragraphs blockwise. We come to the conclusion that the dimension of the
space of quadruples (A•, B•, p•, q•) such that the Jordan type of Al is (κ(l)1 ≥ κ(l)2

≥ · · · ) is at most
∑
l∈Z/nZ(d

2
l − (κ

(l)
1 )2 − (κ

(l)
2 )2 − . . .)+

∑i,j∈N
l∈Z/nZ min(κ(l)i ,κ

(l+1)
j )+∑

l∈Z/nZ max(dl, dl+1). It is not hard to check (by induction on maxl(κ
(l)
1 )) that this sum

is at most
∑
l∈Z/nZ(d

2
l + dl). On the other hand, the dimension of any irreducible com-

ponent of ϒ−1(d · 0) cannot be less than
∑
l∈Z/nZ(d

2
l + dl) since we have already seen

that the generic fiber of ϒ has dimension
∑
l∈Z/nZ(d

2
l + dl). This completes the proof of

the proposition. ut

Corollary 2.12. Md is an irreducible reduced complete intersection in M0
d .

Proof. The complete intersection property is clear from the comparison of dimensions. It
is also clear that dimϒ−1(1) <

∑
l∈Z/nZ(d

2
l + 2dl), and so the closure of ϒ−1(Ad −1)

is the unique irreducible component of Md . Finally, it was shown during the proof of
Proposition 2.11 that ϒ−1(Ad −1) is smooth, and in particular, reduced. It follows from
Proposition 5.8.5 of [13] that Md is reduced. ut

Remark 2.13. The subscheme ϒ−1(d · 0) studied in the proof of Proposition 2.11 con-
tains the nilcone Nd ⊂ Md . In the situation and notations of Example 2.8.1 the nilcone
Nd ⊂ Md is cut out by the equations a1 = · · · = ad = 0 = b0 = · · · = bd−1.
Equivalently, we require both endomorphisms A and A + q ◦ p to be nilpotent. Hence
Nd coincides with the mirabolic nilpotent cone introduced by R. Travkin in Sections 1.3
and 3.2 of [21] (called Z there). The beautiful geometry of Nd studied in [21] suggests
that Nd might be an interesting object in itself.

2.14. Proof of Theorem 2.7(a). The categorical quotient Zd inherits the properties of
being reduced and irreducible from Md . To prove the normality of Zd we will use Corol-
lary 7.2 of [9]. To this end we will exhibit a normal open subscheme U ⊂ Zd whose
complement Y ⊂ Zd is of codimension 2, and 9−1(Y ) is of codimension 2 in Md . Here
9 : Md → Zd is the natural projection. Note that Md is Cohen–Macaulay (being a com-
plete intersection), in particular, it has property (S2). So all the conditions of [9] will be
satisfied, which will guarantee the normality of Zd .

To construct U ⊂ Zd note that the morphism ϒ : Md → Ad evidently factors as

Md
9
→ Zd

8
→ Ad for a uniquely defined morphism 8. We introduce an open subset
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Û ⊂ Ad formed by all the colored configurations where at most two points collide. We
set U := 8−1(Û).

Evidently, the complement Ad−Û is of codimension 2 in Ad , and so the codimension
conditions on U are satisfied. It remains to prove that U is normal. The argument of the
first part of the proof of Proposition 2.11 shows that after an étale base change in a formal
neighborhood of a point in Û (an ordering of distinct points in a configuration in Û ), both
ϒ−1(Û) and 8−1(Û) = U decompose into a direct product of a smooth scheme, and
a scheme of one of Examples 2.8.1, 2.8.2, 2.8.3. Namely, Example 2.8.1 occurs if two
points of the same color collide; Example 2.8.2 occurs if two points of different colors
collide, and n > 2; finally, Example 2.8.3 occurs if two points of different colors collide,
and n = 2. Obviously, all the schemes of the above examples are normal. As normality
is stable under étale base change and formal completion, the proof of Theorem 2.7(a) is
complete. ut

2.15. Proof of Theorem 2.7(b). To prove (b), we recall the stratification of Zd intro-
duced in Section 6.6 of [11]. It obviously coincides with the stratification of Zd intro-
duced in 2.9. In particular, we have a bijection between the sets of C-points of Zd and Zd .
Moreover, for a C-point s in a stratum of Zd , and the same named corresponding point in
the corresponding stratum of Zd , the (reduced) fibers π−1(s) ⊂ Pd ⊃ $

−1(s) coincide.
In effect, they are both formed by all the parabolic sheaves with given saturation and de-
fect in the terminology of [11]. Now the existence of η follows from normality of Zd e.g.
by the argument in the proof of Proposition 2.14 of [4]. Theorem 2.7 is proved. ut

Conjecture 2.16. The morphism η : Zd → Zd is an isomorphism.

Remark 2.17. This conjecture was proved in [5].

2.18. The character of C[Zd ]. Corollary 2.12 gives rise to a formula for the character
of C[Zd ]. Let T stand for the Cartan torus of GL(W) which acts on the basis vector wk
via the character tk , k = 1, . . . , n. Thus T := C∗ × C∗ × T acts on Pd via the action of
the first (resp. second) copy of C∗ on C (resp. on X) via the character v (resp. u) (see 2.1).
The relation to the notations of [3] is as follows: tk = t2k , v = v2, u = u2. Now the
character of C[Zd ] as a T-module is a formal power series in t1, . . . , tn,u, v which is
actually a Laurent expansion of a rational function to be denoted by Fd .

To calculate Fd we note that the action of T on C[Zd ] arises from the following action
of T on the symmetric algebra C[M0

d ]. Let us choose a base vl,1, . . . , vl,dl in Vl , and

denote the corresponding matrix elements of Al (resp. Bl, pl, ql) by (A(ij)l )
1≤j≤dl
1≤i≤dl (resp.

(B
(ij)
l )

1≤j≤dl+1
1≤i≤dl , (p(i)l )1≤i≤dl , (q

(i)
l )1≤i≤dl ). Moreover, let us denote by T the Cartan torus

ofGd acting on a base vector vl,i via the character tl,i . Then the eigenvalues of the T×T-
action on the generators of C[M0

d ] are as follows:

A
(ij)
l : vtl,i t−1

l,j , B
(ij)
l : uδ0,l tl,i t−1

l+1,j , p
(i)
l : u

δ1,lvtl−1t−1
l,i , q

(i)
l : t

−1
l tl,i .
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The character of the T× T-action on the symmetric algebra C[M0
d ] equals

Sd :=
∏

l∈Z/nZ
1≤i,j≤dl

(1− vtl,i t−1
l,j )
−1

∏
l∈Z/nZ
1≤i≤dl

1≤j≤dl+1

(1− uδ0,l tl,i t−1
l+1,j )

−1

×

∏
l∈Z/nZ
1≤i≤dl

(1− uδ1,lvtl−1t−1
l,i )
−1

∏
l∈Z/nZ
1≤i≤dl

(1− t−1
l tl,i)−1.

The space of equations cutting out Md ⊂ M
0
d has a natural base consisting of the matrix

elements (E(ij)l )
1≤j≤dl+1
1≤i≤dl of the matrices Al+1Bl −BlAl + pl+1ql . The eigenvalue of the

T×T-action on E(ij)l is uδ0,lvtl,i t−1
l+1,j . The (graded) character of the T×T-action on the

external algebra generated by {(E(ij)l )
1≤j≤dl+1
1≤i≤dl } equals

3d :=
∏

l∈Z/nZ
1≤i≤dl

1≤j≤dl+1

(1− uδ0,lvtl,i t−1
l+1,j ).

According to Corollary 2.12, the character of the T × T-action on C[Md ] equals Sd3d .
Finally, the character Fd of the T-action on C[Zd ] = C[Md ]

Gd equals (1, Sd3d)T where
(·, ·)T is the scalar product of Gd -characters.

3. Hamiltonian reduction

3.1. Poisson structure on Laumon and Drinfeld spaces. Recall that P◦d ⊂ Pd stands
for the open subset of locally free parabolic sheaves. According to Section 5 of [11], P◦d is
the moduli space of based maps of degree d from (C,∞C) to the Kashiwara flag scheme
of the affine Lie algebra ŝl(n). According to Section 1 of [6], such a moduli space of
based maps is defined for any Kac–Moody Lie algebra g; let us denote it by P◦g,d . In case
g is a simple Lie algebra, a symplectic structure on P◦g,d was constructed in [12]. This
construction applies verbatim to P◦g,d for any Kac–Moody Lie algebra g, in particular for

g = ŝl(n), and provides P◦d = P◦
ŝl(n),d

with a symplectic structure �, and corresponding
Poisson bracket {·, ·}K . F. Bottacin [2] has generalized this Poisson bracket to the moduli
spaces of stable parabolic locally free sheaves on arbitrary smooth projective surfaces.

Lemma 3.2. The Poisson structure {·, ·}K on P◦d extends uniquely to the same named
Poisson structure on Pd .

Proof. The complement Pd−P◦d is a union of Cartier divisors (see e.g. Section 11 of [6]).
In the étale (x, y)-coordinates of Section 3.3 of [12], these divisors are just the zero di-
visors of y-coordinates. Now the explicit formula of Proposition 2 of [6] shows that our
bracket {·, ·}K extends regularly through the generic points of these divisors. Since Pd
is smooth, and the bivector field {·, ·}K is regular off codimension 2, it is regular every-
where. ut
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Corollary 3.3. The Poisson structure {·, ·}K on P◦d ⊂ Zd extends uniquely to the same
named Poisson structure on Zd .
Proof. The (reduced) fibers of the resolution π : Pd → Zd were already identified with
the (reduced) fibers of the resolution$ : Pd → Zd in 2.15. The latter fibers are described
in Section 6 of [11], in particular they are connected. Due to normality of Zd , the algebra
of functions C[Zd ] coincides with the algebra C[Pd ]. So the Poisson bracket on C[Zd ] is
obtained just as global sections of the Poisson bracket on Pd . ut

3.4. Separating variables. The Poisson bracket {·, ·}K on P◦d acquires a very simple
form in the étale (x, y)-coordinates of Section 3.3 of [12]. We recall these coordinates
in the quiver description of 2.3. We consider an open subset U ⊂ P◦d ⊂ Zd formed
by the classes of (stable and costable) quadruples (Al, Bl, pl, ql)l∈Z/nZ such that all the
endomorphisms Al have simple and disjoint spectra. We order their eigenvalues some
way, and denote them by (xl1, . . . , xl,dl )l∈Z/nZ. Furthermore, following Example 2.8.1,
for r ∈ N we denote by bl,r the composition ql ◦ Arl ◦ pl . Moreover, for j ∈ N, we
denote by σj the j -th elementary symmetric function (in particular, σ0 = 1). Finally, for
1 ≤ r ≤ dl we define

yl,r :=

dl−1∑
s=0

(−1)sbl,dl−1−sσs(xl1, . . . , xl,r−1, xl,r+1, . . . , xl,dl ).

Proposition 3.5. {xl,r , xk,s}K = 0 = {yl,r , yl,s}K ; {xl,r , yk,s}K = δlkδrsyk,s;
{yl,r , yk,s}K = clk

yl,ryk,s
xl,r−xk,s

for k 6= l, where (clk)k,l∈Z/nZ stands for the Cartan matrix

of ŝl(n).
Proof. We only have to check that our coordinates xl,r , yk,s coincide with what is denoted
by xrl , y

s
k in [12], and then to apply Proposition 2 of [12] (whose proof applies verbatim

to the case g = ŝl(n)). The matching of xl,r , yk,s with xrl , y
s
k clearly reduces to the case

of SL(2) of Example 2.8.1. So to simplify the notations, we denote dl by d; Al by A;
xl,r by xr ; yl,r by yr ; and bl,s by bs . Note that the coordinates am of 2.8.1 are just am =
xm1 + · · · + x

m
d .

Recall that Zd = Zd naturally identifies with the space of pairs {(P (z),Q(z))} of
polynomials in z such that deg(P (z)) = d , the leading coefficient of P(z) is 1, and
deg(Q(z)) < d (see Section 1.2 of [12]). The coordinates xr , 1 ≤ r ≤ d, of [12] are just
the roots of P(z), while yr = Q(xr). Evidently, P(z) is nothing else than the character-
istic polynomial of the endomorphism A, so we can identify xr = xr . Let us redenote
ys by y′s to avoid confusion of upper indices with powers. Then it remains to prove that
y′s = csys for some constant cs .

Note that C[Zd ] is bigraded so that deg(ar) = (0, r), deg(bs) = (1, s). This grading
arises from the action of C∗ × C∗ on Zd = Z

d . From the point of view of Zastava Zd ,
the first copy of C∗ acts on C by “loop rotations”, while the second copy of C∗ acts as the
Cartan torus in SL(2) (corresponding to the decomposition W = 〈w1〉 ⊕ 〈w2〉). Thus, if
we write P(z) = zd + e1z

d−1
+ · · · + ed ,Q(z) = f0z

d−1
+ · · · + fd−1, then er has bide-

gree (0, r), while fs has bidegree (1, s). Hence, up to a multiplicative constant, we have
fs = bs+

∑
1≤r≤s φs,rbs−r where φs,r is a symmetric degree r polynomial in x1, . . . , xd .
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Lemma 3.6. Up to a multiplicative constant, we have

(a) y′s = ys; (b) fs = bs +
∑

1≤r≤s

erbs−r ; (c)
Q(z)

P (z)
=

∞∑
r=0

brz
−1−r .

Proof. (b) and (c) are clearly equivalent. Moreover, (a) is equivalent to (b), i.e. to φs,r
= er . In effect, the equality y′s = ys is equivalent by Lagrange interpolation to

Q(z) =
∑

1≤r≤d

yr
∏
m6=r

(z− xm)(xr − xm)
−1

=

∑
1≤r≤d

(d−1∑
s=0

(−1)sbd−1−sσs(x1, . . . , xr−1, xr+1, . . . , xd)
) ∏
m 6=r

(z− xm)(xr − xm)
−1,

and hence fs = bs +
∑

1≤r≤s erbs−r .
To prove (a), by unique factorization in the polynomial ring C[x1, . . . , xd ,

b0, . . . , bd−1] = C[x1, . . . , xd , f0, . . . , fd−1], it suffices to see that y1 . . . yd = cy
′

1 . . . y
′

d

for some constant c, that is,∏
1≤r≤d

(d−1∑
s=0

(−1)sbd−1−sσs(x1, . . . , xr−1, xr+1, . . . , xd)
)
= c

∏
1≤r≤d

(d−1∑
s=0

fsx
d−1−s
r

)
.

Now y′1 . . . y
′

d is an equation (resultant of P(z),Q(z)) of the boundary divisor BZd :=
Zd − P◦d (defined uniquely up to a multiplicative constant). It remains to prove that
y1 . . . yd is also an equation of BZd ⊂ Zd .

To this end, note that Zd = Zd = µ−1(0)s/GL(d) where µ−1(0)s stands for the
open subset formed by all the stable triples (A, p, q), i.e. such that V has no proper A-
invariant subspaces containing Im(p). The preimage of BZd in µ−1(0)s consists of stable
but noncostable triples (A, p, q), i.e. such that V has an A-invariant vector v contained
in Ker(q). In case A has a simple spectrum {x1, . . . , xd} with corresponding eigenvectors
{v1, . . . , vd}, the vector v can only be one of {v1, . . . , vd}. We have v = vm if and only if
the vector t (b0, . . . , bd−1) lies in the span of the vectors t (1, xr , . . . , xd−1

r )r 6=m, i.e.

det


1 1 . . . 1 1 . . . 1 b0
x1 x2 . . . xm−1 xm+1 . . . xd b1
...

...
. . .

...
...

. . .
...

...

xd−1
1 xd−1

2 . . . xd−1
m−1 xd−1

m+1 . . . xd−1
d bd−1

 = 0.

This determinant is obviously divisible by the Vandermonde determinant in the variables
(x1, . . . , xm−1, xm+1, . . . , xd), and the ratio is equal to

d−1∑
s=0

(−1)sbd−1−sσs(x1, . . . , xm−1, xm+1, . . . , xd) = ym.

We conclude that y1 . . . yd is an equation of BZd ⊂ Zd . The lemma is proved, along with
Proposition 3.5. ut
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3.7. Classical Hamiltonian reduction. sl2 case. Let V = Cd be a finite-dimensional
vector space. Consider the Lie algebra a := (gl(V )n V )⊕ (gl(V )n V ∗) (the semidirect
product is with respect to the tautological action of gl(V ) on V and V ∗). Let gl(V )diag be
the diagonal gl(V ) inside gl(V )⊕ gl(V ) ⊂ a and π : a∗→ gl(V )∗diag be the projection.

The Drinfeld Zastava space Zd is the categorical quotient (gl(V )⊕ V ⊕ V ∗)/GL(V )
and hence can be identified with the Hamiltonian reduction a∗//GL(V )diag =

π−1(0)/GL(V )diag. This provides a natural Poisson bracket {·, ·} on Zd .
Let us write this explicitly. Let eij , e′ij , qi, pi , where 1 ≤ i, j ≤ d, be the basis of a

such that
[eij , ekl] = δjkeil − δilejk, [e′ij , e

′

kl] = δjke
′

il − δile
′

jk, (1)

[eij , e
′

kl] = [eij , pk] = [e
′

ij , qk] = [pk, ql] = 0, (2)

[eij , qk] = δjkqi, [e′ij , pk] = −δkipj . (3)

That is, eij (resp. e′ij ) is the standard basis of the first copy of gl(V ) (resp. second copy of
gl(V )) and qi, pi are the bases of V and V ∗, respectively.

The coordinate ring of the Hamiltonian reduction Zd = a∗//gl(V )diag is

C[Zd ] = C[a∗//gl(V )diag] = (C[eij , e′ij , qi, pi]/(eij+e
′

ij ))
gl(V )diag = C[eij , qi, pi]gl(V ).

Remark 3.8. One can also treat C[a∗//gl(V )diag] as C[e′ij , qi, pi]
gl(V ).

3.9. Calculation of Poisson brackets. According to classical invariant theory, the alge-
bra C[Zd ] = C[eij , qi, pi]gl(V ) is generated by the following polynomial invariants:

ar := TrAr =
∑
i1,...,ir

ei1i2ei2i3 . . . eir i1 , r = 1, . . . , d;

bs := 〈p,A
sq〉 =

∑
i1,...,is+1

pi1ei1i2ei2i3 . . . eis is+1qis+1 , s = 0, . . . , d − 1.

We introduce the following notation:

e
(r)
ij :=

∑
i1,...,ir−1

eii1ei1i2ei2i3 . . . eir−1j .

We also set e(0)ij = δij .
We will use the following relations:

Lemma 3.10. ∑
i

e
(r)
ki e

(s)
ij = e

(r+s)
kj ; (4)

{ekl, e
(r)
ij } = δile

(r)
kj − δkj e

(r)
il ; (5){

ekl,

d∑
j=1

e
(r)
ij qj

}
= δil

d∑
j=1

e
(r)
kj qj ; (6)

{
e
(s)
kl ,

d∑
j=1

e
(r)
ij qj

}
=

s∑
t=1

d∑
j=1

e
(r+t−1)
kj qj e

(s−t)
il . (7)
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Proof. Straightforward. ut

Proposition 3.11.

{ar , as} = 0; (8)
{ar , bs} = rbr+s−1; (9)

{br , bs} =

r−1∑
m=s

bmbr+s−m−1. (10)

Proof. The first relation is obvious. Let us prove the second one:

{ar , bs} =
{∑
k

e
(r)
kk ,

∑
ij

pie
(s)
ij qj

}
=

r∑
t=1

∑
k,i,j

pie
(t+s−1)
kj qj e

(r−t)
ik = r

∑
ij

pie
(r+s−1)
ij qj = rbr+s−1.

And the third one:

{br , bs} =
{∑
k,l

pke
(r)
kl ql,

∑
i,j

pie
(s)
ij qj

}

=

r∑
t=1

∑
k,l,i,j

pkpie
(t+s−1)
kj qj e

(r−t)
il ql −

s−1∑
m=0

∑
k,l,i,j

pkpie
(m)
il qle

(r+s−m−1)
kj qj

=

r−1∑
m=s

bmbr+s−m−1. ut

Let x1, . . . , xd and y1, . . . , yd be the following étale coordinates on Zd :

ar =

d∑
i=1

xri , yi =

d−1∑
r=0

(−1)rσr(x1, . . . , x̂i, . . . , xd)bd−1−r ,

where σr stands for the elementary symmetric function of degree r .

Proposition 3.12. We have {xi, xj } = 0 = {yi, yj } and {xi, yj } = δijyj .

Proof. {xi, xj } = 0 is obvious.
Let t be the Cartan subalgebra of gl(V ) generated by eii with i = 1, . . . , d . Note

that each GL(V )-invariant function on gl(V ) ⊕ V ⊕ V ∗ is uniquely determined by its
restriction to the t-invariant subspace S := t⊕ V ⊕ V ∗. We have

yj |S =
∏
k 6=j

(xj − xk)pjqj .

Hence
{xi, yj }|S = ad(dxi)(yj )|S = ad(eii)(yj |S) = δijyj |S .

This implies {xi, yj } = δijyj .
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We have

{yi, yj }

=

{d−1∑
r=0

(−1)rσr(x1, . . . , x̂i, . . . , xd)bd−1−r ,

d−1∑
r=0

(−1)rσr(x1, . . . , x̂j , . . . , xd)bd−1−r

}
=

(d−1∑
r=0

(−1)r
∂

∂xj
σr(x1, . . . , x̂i, . . . , xd)bd−1−r

)
yj

−

(d−1∑
r=0

(−1)r
∂

∂xi
σr(x1, . . . , x̂j , . . . , xd)bd−1−r

)
yi

+

d−1∑
r=0

d−1∑
s=0

(−1)r+sσr(x1, . . . , x̂i, . . . , xd)σs(x1, . . . , x̂j , . . . , xd){bd−1−r , bd−1−s}.

Set σr := σr(x1, . . . , x̂i, x̂j , . . . , xd). Applying the equation σr(x1, . . . , x̂i, . . . , xd)

= σr + xjσr−1, we obtain

{yi, yj } =

d−1∑
r=0

d−1∑
s=0

(−1)r+sσr−1(σs + xiσs−1)bd−1−rbd−1−s

−

d−1∑
r=0

d−1∑
s=0

(−1)r+sσr−1(σs + xjσs−1)bd−1−rbd−1−s

+

d−1∑
r=0

d−1∑
s=0

(−1)r+s(σr + xjσr−1)(σs + xiσs−1){bd−1−r , bd−1−s}

=

d−2∑
r=0

d−2∑
s=0

(−1)r+s(xi − xj )σrσsbd−2−rbd−2−s

−

d−1∑
r=0

d−1∑
s=r

(−1)r+s((σr + xiσr−1)(σs + xjσs−1)− (σr + xjσr−1)

× (σs + xiσs−1)){bd−1−r , bd−1−s}

=

d−2∑
r=0

d−2∑
s=0

(−1)r+s(xi − xj )σrσsbd−2−rbd−2−s

−
1
2

d−2∑
r=0

d−2∑
s=0

(−1)r+s(xi − xj )σrσs({bd−1−r , bd−2−s} − {bd−2−r , bd−1−s}) = 0. ut

Corollary 3.13. {·, ·} = {·, ·}K on Zd .

3.14. Classical Hamiltonian reduction. General case. We fix an n-tuple d =

(d1, . . . , dn) of nonnegative integers. Let

Vd =

n⊕
l=1

Vl =

n⊕
l=1

Cdl and gl(Vd) :=
n⊕
l=1

gldl .
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To present Zastava spaces as Hamiltonian reduction, we “triangulate” the chainsaw
quiver in the following way:

Vl−1

Al−1

��

Bl−1

��

ql−1
// Wl−1

pl

��

Wl

pl+1

��

Wl+1 pl+2
// Vl+2

A′
l+2

��

Vl

A′l

XX Vl

Al

XX
Bl //

ql

DD

Vl+1

A′
l+1

WW Vl+1

Al+1

WW

Bl+1

DD

ql+1

[[

For a pair of vector spaces Vl, Vl+1 define the following 2-step nilpotent Lie algebra:

n(Vl, Vl+1) := Vl ⊕ V
∗

l+1 ⊕ (Vl ⊗ V
∗

l+1),

where the space Vl ⊗ V ∗l+1 is central, [Vl, Vl] = [V ∗l+1, V
∗

l+1] = 0, and for v ∈ Vl ,
w∨ ∈ V ∗l+1 one has [v,w∨] = v ⊗ w∨.

To define the Poisson structure, we attach to each triangle of our graph the following
Lie algebra:

al := (gl(Vl)⊕ gl(Vl+1))o n(Vl, Vl+1)

(the semidirect sum is with respect to the tautological action of gl(Vl) on Vl and of
gl(Vl+1) on V ∗l+1).

Consider the Lie algebra

ad :=
⊕
l∈Z/nZ

al =
⊕
l∈Z/nZ

(gl(Vl)⊕ gl(Vl+1))o n(Vl, Vl+1)

The coadjoint representation of ad is the space a∗d = {(Al, A
′

l, Bl, pl, ql)l∈Z/nZ},
where

Al ∈ End(Vl), A′l ∈ End(Vl), Bl ∈ Hom(Vl, Vl+1), pl ∈ Vl, ql ∈ V
∗

l .

Let {el,ij , e′l,ij }l∈Z/nZ, 1≤i,j≤dl be the coordinates on the two copies of End(Vl),
{fl,ij }l∈Z/nZ, 1≤i≤dl , 1≤j≤dl+1 be the coordinates on Hom(Vl, Vl+1), {pl,i}l∈Z/nZ, 1≤i≤dl
be the coordinates on Vl , {ql,i}l∈Z/nZ, 1≤i≤dl be the coordinates on V ∗l . Then the Lie–
Poisson bracket on a∗d reads

[el,i1j1 , ek,i2j2 ] = δkl(δi2j1el,i1j2 − δi1j2el,i2j1), (11)
[e′l,i1j1

, e′k,i2j2
] = δkl(δi2j1e

′

l,i1j2
− δi1j2e

′

l,i2j1
), (12)

[el,i1j1 , e
′

k,i2j2
] = [el,ij , pk,m] = [e

′

l,ij , qk,m] = 0, (13)

[el,ij , qk,m] = δlkδjmqk,i, [e′l,ij , pk,m] = −δlkδmipk,j , (14)

[qk,i, pl,j ] = δl,k+1fk,ij . (15)
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Consider the subvariety Sd ⊂ a∗d defined by the following equations:

BlAl + A
′

l+1Bl + pl+1ql = 0, l ∈ Z/nZ. (16)

Proposition 3.15. Sd is ad∗(ad)-invariant (equivalently, the ideal generated by (16) is a
Poisson ideal).

Proof. Straightforward. ut

Let gl(Vl)diag be the diagonal gl(Vl) inside gl(Vl)⊕ gl(Vl) ⊂ ad and π : a∗d → gl(Vl)
∗

diag
be the projection. Then the Drinfeld Zastava space Zd is identified with the Hamiltonian
reduction Sd//

⊕
l∈Z/nZ gl(Vl)diag = π−1(0)/GL(Vl)diag. This provides a natural Pois-

son bracket on Zd .
We consider the following polynomial invariants:

al,r := TrArl =
∑
i1,...,ir

el,i1i2el,i2i3 . . . el,ir i1 , r = 1, . . . , dl, l ∈ Z/nZ;

bl,s := 〈ql, A
s
lpl〉 =

∑
i1,...,is+1

pl,i1el,i1i2el,i2i3 . . . el,is is+1ql,is+1 ,

s = 0, . . . , dl − 1, l ∈ Z/nZ.

We also introduce the following elements:

bkl;sk,...,sl :=
〈
ql, A

sl
l

l−1∏
m=k

BmA
sm
m pk

〉
, k ≤ l, sm ∈ Z≥0. (17)

Lemma 3.16. Let 1 ≤ k < l + 1 ≤ n− 1. Then {bkl;sk,...,sl , bl+1,r} = bk,l+1;sk,...,sl ,r .

Proof. Straightforward. ut

Proposition 3.17. For d0 = 0 the coordinate ring of Zd is generated (as a Poisson
algebra) by al,r , bl,s with l ∈ Z/nZ, r = 1, . . . , dl , s = 0, . . . , dl − 1.

Proof. According to classical invariant theory, the coordinate ring of Zd is generated
by the elements al,r and bkl;sk,...,sl . Due to the relation (16), one can express bkl;sk,...,sl
via the sum of products of al,r ’s, bl,s’s and bkl;sk,0,...,0’s. Now it remains to note that
bkl;sk,0,...,0 = {{. . . {bk,skbk+1,0} . . . , bl−1,0}, bl,0}. ut

Remark 3.18. The above does not hold when all of the dl’s are nonzero: there are addi-
tional generators of the form Tr(

∏l−1
m=0 Bm)

r in general.

Let ckl be the coefficients of the Cartan matrix (i.e. ckk = 2, ck,k+1 = ck+1,k = −1,
ckl = 0 for |k − l| > 1).

Proposition 3.19. For n ≥ 3 the following holds:

{ak,r , al,s} = 0; (18)
{ak,r , bl,s} = δklrbl,r+s−1; (19)
{bk,r+1, bl,s} − {bk,r , bl,s+1} = cklbk,rbl,s; (20)
{bk,r2 , {bk,r1 , bl,s}} + {bk,r1 , {bk,r2 , bl,s}} = 0 for |k − l| = 1. (21)
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Proof. The first two relations, as well as the third one for k = l, follow immediately from
Proposition 3.11. Let us prove the third relation for l = k + 1. We have

{bk,r+1, bl,s} − {bk,r , bl,s+1} = 〈ql, A
s
lBkA

r+1
k pk〉 − 〈ql, A

s+1
l BkA

r
kpk〉

= (−1)s〈ql, A′sl BkA
r+1
k pk〉 − (−1)s+1

〈ql, A
′s+1
l BkA

r
kpk〉

= (−1)s+1
〈ql, A

′s
l plqkA

r
kpk〉 = −〈ql, A

s
lpl〉〈qk, A

r
kpk〉

= −bk,rbl,s .

Now let us prove the last relation. Assume that l − k = 1, r1 ≤ r2. We have

{bk,r2 , {bk,r1 , bl,s}} + {bk,r1 , {bk,r2 , bl,s}} = {bk,r2 , bkl;r1,s} + {bk,r1 , bkl;r2,s}

=

r2−1∑
t=r1

bk,tbkl;r1+r2−t−1,s −

r2−1∑
t=r1

bk,tbkl;r1+r2−t−1,s = 0. ut

Let xl,i, yl,i , where l ∈ Z/nZ, 1 ≤ i ≤ dl , be the following étale coordinates on Zd :

al,r =

dl∑
i=1

xrl,i, yl,i =

dl−1∑
r=0

(−1)rσr(xl,1, . . . , x̂l,i, . . . , xl,dl )bl,dl−1−r , (22)

where σr stands for the elementary symmetric function of degree r .

Proposition 3.20. We have

{xk,i, xl,j } = 0; (23)
{xk,i, yl,j } = δklδijyj ; (24)

{yk,i, yl,j } =
(2δkl − ckl)yk,iyl,j

xk,i − xl,j
. (25)

Proof. The first two relations follow immediately from Proposition 3.12. Let us prove the
last one.

Denote by td the Cartan subalgebra of gl(Vd). Consider the td -invariant subspace
S := t∗d ⊕

⊕
l∈Z/nZ n(Vl, Vl+1)

∗
⊂ a∗d . Note that each GL(Vd)-invariant function on a∗d

is uniquely determined by its restriction to this subspace. We have

yk,i |S =
∏
m6=i

(xk,i − xk,m)pk,iqk,i and dyk,i |S =
∏
m6=i

(xk,i − xk,m)pk,idqk,i + ω,

where ω has the form
∑
i,j Fij (xk,m, pk,m, qk,m)deij +

∑
i Fi(xk,m, pk,m, qk,m)dpk,i .

Hence for l = k + 1 we have (since ad(ω) centralizes yl,j )

{yk,i, yl,j }|S = ad(dyk,i)(yl,j )|S =
∏
m 6=i

(xk,i − xk,m)pk,i ad(qk,i)(yl,j )|S

=

∏
m6=i

(xk,i − xk,m)pk,ifk,ij
∏
m6=j

(xl,j − xl,m)ql,j |S .
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According to (16), the latter is∏
m 6=i

(xk,i − xk,m)pk,i
qk,ipl,j

xk,i − xl,j

∏
m 6=j

(xl,j − xl,m)ql,j |S =
yk,iyl,j

xk,i − xl,j

∣∣∣∣
S

. ut

Corollary 3.21. {·, ·} = {·, ·}K on Zd .

3.22. Quantum Hamiltonian reduction. sl2 case. The natural quantization of the
coordinate ring of the space Zd is the quantum Hamiltonian reduction Yd :=

(U(a)/U(a)gl(V )diag)
gl(V )diag .

The algebra (U(a)/U(a)gl(V )diag)
gl(V )diag is generated by the following elements:

ar :=
∑
i1,...,ir

ei1i2ei2i3 . . . eir i1 , r = 1, . . . , d;

bs :=
∑

i1,...,is+1

pi1ei1i2ei2i3 . . . eis is+1qis+1 , s = 0, . . . , d − 1.

We also set a0 := d .
We introduce the following notation:

e
(r)
ij :=

∑
i1,...,ir−1

eii1ei1i2ei2i3 . . . eir−1j .

We also set e(0)ij = δij .
We will use the following relations:

Lemma 3.23. ∑
i

e
(r)
ki e

(s)
ij = e

(r+s)
kj ; (26)

[ekl, e
(r)
ij ] = δile

(r)
kj − δkj e

(r)
il ; (27)[

ekl,

d∑
j=1

e
(r)
ij qj

]
= δil

d∑
j=1

e
(r)
kj qj ; (28)

[
e
(s)
kl ,

d∑
j=1

e
(r)
ij qj

]
=

s∑
t=1

d∑
j=1

e
(r+t−1)
kj qj e

(s−t)
il . (29)

Proof. Straightforward. ut

Proposition 3.24.

[ar , as] = 0; (30)
[a1, bs] = bs; (31)

[ar+1, bs] − [ar , bs+1] = br+s −

r−1∑
t=0

br+s−t−1at ; (32)

[br+1, bs] − [br , bs+1] = brbs + bsbr . (33)



256 Michael Finkelberg, Leonid Rybnikov

Proof. The first two relations are obvious. Let us prove the third one. We have

[ar+1, bs] − [ar , bs+1] =
[∑
k

e
(r+1)
kk ,

∑
ij

pie
(s)
ij qj

]
−

[∑
k

e
(r)
kk ,

∑
ij

pie
(s+1)
ij qj

]

=

r+1∑
t=1

∑
k,i,j

pie
(t+s−1)
kj qj e

(r+1−t)
ik −

r∑
t=1

∑
k,i,j

pie
(t+s−1)
kj qj e

(r−t)
ik =

∑
k,i,j

pie
(s)
kj qj e

(r)
ik .

Now it suffices to check that∑
k,i,j

pie
(s)
kj qj e

(r)
ik = br+s −

r−1∑
t=0

br+s−t−1at .

This is clear for r = 1. Assume this for r = R and prove for r = R + 1:∑
k,i,j

pie
(s)
kj qj e

(R+1)
ik =

∑
k,l,i,j

pie
(s)
kj qj e

(R)
il elk

=

∑
k,l,i,j

pielke
(s)
kj qj e

(R)
il −d

∑
l,i,j

pie
(s)
lj qj e

(R)
il +d

∑
k,i,j

pie
(s)
kj qj e

(R)
ik −

∑
k,l,i,j

pie
(s)
kj qj δike

(R)
ll

= −bsaR+bR+s+1−

R−1∑
t=0

bR+s−tat = bR+s+1−

R∑
t=0

bR+s−tat .

Finally, let us prove the last relation. We will use the following

Lemma 3.25.
s−1∑
t=0

∑
m,j

e
(s−t−1)
ij qj e

(t)
lmqm =

s−1∑
t=0

∑
m,j

e
(t)
lmqme

(s−t−1)
ij qj .

Proof. Induction on s:

s−1∑
t=0

∑
m,j

e
(s−t−1)
ij qj e

(t)
lmqm =

s−1∑
t=0

∑
m,j

e
(t)
lmqme

(s−t−1)
ij qj

+

s−1∑
t=0

s−t−1∑
u=1

∑
m,j,k

e
(t)
lme

(u−1)
ik qke

(s−t−1−u)
mj qj −

s−1∑
t=0

t∑
u=1

∑
m,j,k

e
(u−1)
lk e

(s−t−1)
kj qj e

(s−t−1−u)
im qm

=

s−1∑
t=0

∑
m,j

e
(t)
lmqme

(s−t−1)
ij qj

+

s−1∑
t=0

s−t−1∑
u=1

∑
m,j,k

e
(t)
lm(e

(u−1)
ik qke

(s−t−1−u)
mj qj − e

(s−t−1−u)
mj qj e

(u−1)
ik qk)

=

s−1∑
t=0

∑
m,j

e
(t)
lmqme

(s−t−1)
ij qj . ut
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Now we are ready to check the relation on br :

[br+1, bs] − [br , bs+1]

=

[∑
k,l

pke
(r+1)
kl ql,

∑
i,j

pie
(s)
ij qj

]
−

[∑
k,l

pke
(r)
kl ql,

∑
i,j

pie
(s+1)
ij qj

]

=

r+1∑
t=1

∑
k,l,i,j

pkpie
(t+s−1)
kj qj e

(r+1−t)
il ql −

s−1∑
t=0

∑
k,l,m,i,j

pkpie
(r+1)
kl e

(t)
imqme

(s−t−1)
lj qj

−

r∑
t=1

∑
k,l,i,j

pkpie
(t+s−1)
kj qj e

(r−t)
il ql +

s∑
t=0

∑
k,l,m,i,j

pkpie
(r)
kl e

(t)
imqme

(s−t)
lj qj

=

∑
k,l,i,j

pkpie
(s)
kj qj e

(r)
il ql −

s−1∑
t=0

∑
k,l,m,i,j

pkpie
(r+1)
kl e

(t)
imqme

(s−t−1)
lj qj

+

s∑
t=0

∑
k,l,m,i,j

pkpie
(r)
kl e

(t)
imqme

(s−t)
lj qj

= bsbr −

s−1∑
t=0

∑
k,l,m,i,j

pkpie
(r+1)
kl e

(t)
imqme

(s−t−1)
lj qj

+

s−1∑
t=0

∑
k,l,m,i,j

pkpie
(r+1)
kl e

(t)
imqme

(s−t−1)
lj qj

+

∑
k,l,m,i,j

pkpie
(r)
kl e

(s)
imqmδljqj −

s−1∑
t=0

∑
k,l,m,i,j

pkpie
(r)
kl e

(t)
lmqme

(s−t−1)
ij qj

= bsbr +
∑
k,l,m,i

pkpie
(r)
kl e

(s)
imqmql −

s−1∑
t=0

∑
k,l,m,i,j

pkpie
(r)
kl e

(t)
lmqme

(s−t−1)
ij qj

= bsbr + brbs +

s−1∑
t=0

∑
k,l,m,i,j

pkpie
(r)
kl e

(s−t−1)
ij qj e

(t)
lmqm

−

s−1∑
t=0

∑
k,l,m,i,j

pkpie
(r)
kl e

(t)
lmqme

(s−t−1)
ij qj .

According to Lemma 3.25, the latter is bsbr + brbs . ut

3.26. Quantum Hamiltonian reduction. General case. Consider the subspace R in the
universal enveloping algebra U(ad) consisting of the quadratic elements

dl∑
m=1

el,mjfl,im +

dl+1∑
m=1

fl,mj e
′

l+1,im +
1
2 (pl+1,iql,j + ql,jpl+1,i),

l ∈ Z/nZ, i = 1, . . . , dl+1, j = 1, . . . , dl . (34)
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Proposition 3.27. We have [ad , R] ⊂ R (equivalently, U(ad)R is a two-sided ideal in
U(ad)).

Proof. Straightforward. ut

The natural quantization of the coordinate ring of the space Zd is the quantum Hamilto-
nian reduction Yd := (U(ad)/U(ad)(R+ gl(Vd)diag))

gl(Vd )diag . The ring Yd has a natural
filtration coming from the PBW filtration on U(ad).

Proposition 3.28 (PBW property). We have grYd = C[Zd ].

Proof. Clearly, the graded vector space grYd is not bigger than C[Zd ] (i.e. the dimension
of each component of grYd is not greater than that of the corresponding component of
C[Zd ]). Let us show that grYd is not smaller than C[Zd ].

Let R = grR ⊂ S(ad) be the space of quadratic relations (16). This space of
quadratic relations together with gl(Vd)diag ⊂ S(ad) defines the coordinate ring C[Md ] =

S(ad)/S(ad)(R + gl(Vd)diag). Since Md is a complete intersection, the Koszul com-
plex S(ad)⊗3•(R + gl(Vd)diag) is a resolution of the S(ad)-module S(ad)/S(ad)(R +
gl(Vd)diag).

Since [R+gl(Vd)diag, R+gl(Vd)diag] ⊂ (ad +C)R+gl(Vd)diag, there is a resolution
of the left U(ad)-module U(ad)/U(ad)(R + gl(Vd)diag), beginning with

U(ad)⊗3
2(R + gl(Vd)diag)→ U(ad)⊗3

1(R + gl(Vd)diag)

→ U(ad)→ U(ad)/U(ad)(R + gl(Vd)diag)→ 0,

which deforms the corresponding segment of the Koszul resolution of S(ad)/S(ad)(R +
gl(Vd)diag). The image of U(ad)⊗32(R+ gl(Vd)diag) in U(ad)⊗31(R+ gl(Vd)diag) is
not smaller (as a filtered vector space) than the image of S(ad)⊗32(R + gl(Vd)diag) in
S(ad)⊗3

1(R+gl(Vd)diag), since the differential deforms the Koszul differential. Hence
grU(ad)/U(ad)(R+ gl(Vd)diag) is not smaller than S(ad)/S(ad)(R+ gl(Vd)diag). Since
gl(Vd)diag is reductive, the same holds for gl(Vd)diag-invariants. Hence grYd = C[Zd ].

ut

We consider the following elements of Yd :

al,r :=
∑
i1,...,ir

el,i1i2el,i2i3 . . . el,ir i1 , r = 1, 2, . . . , l ∈ Z/nZ;

bl,s :=
∑

i1,...,is+1

pl,i1el,i1i2el,i2i3 . . . el,is is+1ql,is+1 , s = 0, 1, . . . , l ∈ Z/nZ.

Proposition 3.29. For d0 = 0 the algebra Yd is generated by al,r , bl,s with l ∈ Z/nZ,
r = 1, . . . , dl , s = 0, . . . , dl − 1.

Proof. This follows from Propositions 3.17 and 3.28. ut
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We introduce the following generating series:

al(u) := 1− dlu−1
−

∞∑
r=1

al,ru
−r−1, bl(u) :=

∞∑
s=0

bl,su
−s−1 (35)

We also consider the elements

b′l,s := (−1)s
∑

i1,...,is+1

pl,i1e
′

l,i1i2
e′l,i2i3 . . . e

′

l,is is+1
ql,is+1 , s = 0, . . . , dl − 1, l ∈ Z/nZ,

and the corresponding generating series b′l(u) :=
∑
∞

s=0 b
′

l,su
−s−1.

Lemma 3.30. b′l(u) = bl(u+ dl).

Proof. Straightforward. ut

Moreover, we introduce the following elements:

bkl;sk,...,sl :=
∑

il1,...,i
l
sl+1

. . .
∑

ik1 ,...,i
k
sk+1

pl,il1
el,il1i

l
2
el,il2i

l
3
. . . el,ilsl i

l
sl+1
f
l−1,il

sl+1i
l−1
1
e
l−1,il−1

1 il−1
2

. . . f
k,ik+1

sk+1+1i
k
1
ek,ik1 i

k
2
. . . qk,ik

sk+1
, k ≤ l, sm ∈ Z≥0. (36)

Lemma 3.31. Let 1 ≤ k < l + 1 ≤ n− 1. Then [bkl;sk,...,sl , bl+1,r ] = bk,l+1;sk,...,sl ,r .

Proof. Straightforward. ut

Proposition 3.32. For n ≥ 3 the following holds:

[ak,r , al,s] = 0; (37)
[ak,1, bl,s] = δklbl,s; (38)

[ak,r+1, bl,s] − [ak,r , bl,s+1] = δkl

(
bl,r+s −

r−1∑
t=0

bl,r+s−t−1ak,t

)
; (39)

[bk,r+1, bl,s] − [bk,r , bl,s+1] = bk,rbl,s + bl,sbk,r for l = k; (40)

[bk,r+1, b
′

l,s] − [bk,r , b
′

l,s+1] = −
1
2 (bk,rb

′

l,s + b
′

l,sbk,r) for l = k + 1; (41)

[bk,r2 , [bk,r1 , bl,s]] + [bk,r1 , [bk,r2 , bl,s]] = 0 for |k − l| = 1. (42)

Proof. The first four relations follow immediately from Proposition 3.24. Assume that
l − k = 1. Arguing as in Proposition 3.19, we have [bk,r+1, b

′

l,s] − [bk,r , b
′

l,s+1] =

−
1
2 (bk,rb

′

l,s + b
′

l,sbk,r).
Now let us prove the last relation. Assume that l − k = 1, r1 ≤ r2. Then

[bk,r2 , [bk,r1 , bl,s]] + [bk,r1 , [bk,r2 , bl,s]] = [bk,r2 , bkl;r1,s] + [bk,r1 , bkl;r2,s]

=

r2−1∑
t=r1

bk,tbkl;r1+r2−t−1,s −

r2−1∑
t=r1

bk,tbkl;r1+r2−t−1,s = 0. ut
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3.33. Deformation of affine Zastava spaces. The affine Zastava space admits the fol-
lowing nontrivial deformation. Fix a character µ =

∑
l∈Z/nZ µl TrVl of the Lie alge-

bra
⊕

l∈Z/nZ gl(Vl)diag and consider the Hamiltonian reduction of Sd at this character,

Z
µ

d := π
−1(µ)/

∏
GL(Vl)diag.

The following Poisson automorphisms of a∗d preserve Sd :

ϕν,ν′ : Al 7→ Al + νlE, A
′

l 7→ A′l + ν
′

lE, Bl 7→ Bl, pl 7→ pl, ql 7→ ql (43)

with νl + ν′l+1 = 0. We have ϕν,ν′(µ) =
∑
l∈Z/nZ(µl + dl(νl − νl−1))TrVl . Hence the

isomorphism class of Z
µ

d depends only on |µ| :=
∑n
l=1 µl .

Remark 3.34. For n = 1 this is precisely the Calogero–Moser deformation of the Hilbert
scheme.

As in the nondeformed situation, we consider the polynomial invariants

al,r := Tr
(
Al −

µl

dl
E

)r
, r = 1, . . . , dl, l ∈ Z/nZ;

bl,s :=

〈
ql,

(
Al −

µl

dl
E

)s
pl

〉
, s = 0, . . . , dl − 1, l ∈ Z/nZ.

We also introduce the following elements:

bkl;sk,...,sl :=

〈
ql,

(
Al−

µl

dl
E

)sl l−1∏
m=k

Bm

(
Am−

µm

dm
E

)sm
pk

〉
, k ≤ l, sm ∈ Z≥0. (44)

The same can be done on the quantum level. We obtain a quantization of deformed
affine Zastava spaces Y

µ

d := (U(ad)/U(ad)(R + gl(Vd)diag − µ(gl(Vd)diag))
gl(Vd )diag .

This algebra also depends only on |µ|. The PBW property also holds for Y
µ

d : one has

grY
µ

d = grC[Z
µ

d ] = C[Zd ]. The proof is the same as for Proposition 3.28.

Proposition 3.35. For |µ| 6= 0, the coordinate ring of Z
µ

d is generated (as a Poisson
algebra) by al,r , bl,s with l ∈ Z/nZ, r = 1, . . . , dl , s = 0, . . . , dl − 1.

Proof. According to classical invariant theory, the coordinate ring of Zd is generated by
the elements al,r , bkl;sk,...,sl and Cr;s0,...,srn−1 := Tr(

∏rn−1
m=0 A

smBm) for r = 1, 2, . . .. Due
to the relation (16), one can express bkl;sk,...,sl via the sum of products of al,r ’s, bl,s’s
and bkl;sk,0,...,0’s. Analogously, one can express Cr;s0,...,srn−1 via the sum of products of
Cr;s0,0...,0, al,r ’s, bl,s’s and bkl;sk,0,...,0’s.

Consider the filtration on C[Zd ] by the degree in fl,ij , the coefficients of the Bl’s.
With respect to this filtration, we have

bkl;sk,0,...,0 = (sk + 1){ak,sk+1, bkl;0,0,...,0} + lower terms,
Cr;s0,0...,0 = (s0 + 1){a0,s0+1, Cr;0,...,0} + lower terms.

Hence it is sufficient to show that bkl;0,0,...,0 and Cr;0,...,0 can be expressed via al,r , bl,s .
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For l − k < n− 2 we have bkl;0,0,...,0 = {{. . . {bk,0bk+1,0} . . . , bl−1,0}, bl,0}.
We have

{b0,0, b1,n−1;0,0,...,0} = b0,n−1;0,0,...,0 − b1,n;0,0,...,0.

Hence each linear combination
∑
mkbk,k+n−1;0,0,...,0 with

∑
mk = 0 can be expressed

via al,r , bl,s .
On the other hand, by (16),

b0,n−1;0,0,...,0 − b1,n;0,0,...,0 = 2b0,n−1;0,0,...,0 +

n−1∑
k=2

bk,k+n−1;0,0,...,0 + |µ|C1;0,...,0.

Hence for each k, bk,k+n−1;0,0,...,0 +
|µ|

n
C1;0,...,0 can be expressed via al,r , bl,s .

According to (16), we have{
a1,2 + a

′

2,2, b0,n−1;0,0,...,0 +
|µ|

n
C1;0,...,0

}
= 2b0,1;0,0b2,n−1;0,0,...,0 + 2

|µ|

n
b2,n+1;0,...,0.

Hence bk,k+n−1;0,0,...,0 and C1;0,...,0 are expressed via al,r , bl,s .
Now let us proceed by induction. Suppose that bk,k+N;0,0,...,0 and Cm;0,...,0 are ex-

pressed via al,r , bl,s for N < (r − 1)n, m < r . For (r − 1)n − 1 < l − k < rn − 2
we have bkl;0,0,...,0 = {{. . . {bk,0bk+1,0} . . . , bl−1,0}, bl,l+rn−1,0}. The same argument as

above shows that for each k, bk,k+rn−1;0,0,...,0+
r|µ|

n
Cr;0,...,0 can be expressed via al,r , bl,s .

According to (16), we have{
a1,2 + a

′

2,2, b0,rn−1;0,0,...,0 +
r|µ|

n
Cr;0,...,0

}
= 2r
|µ|

n
b2,n+1;0,...,0 + lower terms.

Hence bk,k+rn−1;0,0,...,0 and Cr;0,...,0 can be expressed via al,r , bl,s . ut

Corollary 3.36. For |µ| 6= 0, Y
µ

d is generated by al,r , bl,s with l ∈ Z/nZ, r = 1, . . . , dl ,
s = 0, . . . , dl − 1.

4. Yangians

4.1. Yangian of sln. Let (ckl)1≤k,l≤n−1 stand for the Cartan matrix of sln. The Yangian
Y (sln) is generated by x±k,r ,hk,r , 1 ≤ k ≤ n − 1, r ∈ N, with the following relations
(see [16]):

[hk,r ,hl,s] = 0, [hk,0, x±l,s] = ±cklx
±

l,s, (45)

2[hk,r+1, x±l,s] − 2[hk,r , x±l,s+1] = ±ckl(hk,rx
±

l,s + x±l,shk,r), (46)

[x+k,r , x−l,s] = δklhk,r+s, (47)

2[x±k,r+1, x±l,s] − 2[x±k,r , x±l,s+1] = ±ckl(x
±

k,rx
±

l,s + x±l,sx
±

k,r), (48)

[x±k,r , [x
±

k,p, x±l,s]] + [x
±

k,p, [x
±

k,r , x±l,s]] = 0, k = l ± 1, ∀p, r, s ∈ N. (49)
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We will consider the “Borel subalgebra” Y of the Yangian, generated by x+k,r
and hk,r . For a formal variable u we introduce the generating series hk(u) := 1 +∑
∞

r=0 hk,r~−ru−r−1; x+k (u) :=
∑
∞

r=0 x±k,r~
−ru−r−1.

We also consider a bigger algebra DY, the “Borel subalgebra of the Yangian double”,
generated by all Fourier components of the series hk(u) := 1 +

∑
∞

r=0 hk,r~−ru−r−1;
x+k (u) :=

∑
∞

r=−∞ x±k,r~
−ru−r−1 (i.e. the generating series x+k (u) are infinite in both

positive and negative directions) with the defining relations (45)–(49). The algebra Y is
then the subalgebra generated by negative Fourier components of x+k (u) and hk(u) due
to the PBW property of the Yangians. We can then rewrite the equations (46), (48) in the
form

hk(u)x+l (v)
2u− 2v − ckl
2u− 2v + ckl

= x+l (v)hk(u), (50)

x+k (u)x
+

l (v)(2u− 2v − ckl) = (2u− 2v + ckl)x+l (v)x
+

k (u). (51)

The function 2u−2v−ckl
2u−2v+ckl

here is understood as a formal power series in u−1, v−1, u−1v,
hence the equation (50) is well-defined.

Given a sequence (d1, . . . , dn−1), we will use a little different generators of the Cartan
subalgebra of the Yangian,

Ak(u) := udk + Ak,0udk−1
+ · · · + Ak,ru

dk−r−1
+ · · · , (52)

obtained as the (unique) solution of the functional equation

hk(u) = Ak
(
u+ 1

2

)−1Ak
(
u− 1

2

)−1Ak−1(u)Ak+1(u)
(
u+ 1

2

)dk (u− 1
2

)dku−dk−1u−dk+1 ,

(53)
where we take A0(u) = An(u) = 1.

Lemma 4.2. The generators Ak(u) of DY satisfy the relations

Ak(u)x+l (v)
2u− 2v + δkl
2u− 2v − δkl

= x+l (v)Ak(u). (54)

Proof. Consider the algebra DY′ generated by Ak(u), x+k (u) with the defining relations
(54), (48) and (49). There is a homomorphism φ : DY→ DY′ such that

φ(x+k (u)) = x+k (u),

φ(hk(u)) = Ak
(
u+ 1

2

)−1Ak
(
u− 1

2

)−1Ak−1(u)Ak+1(u)
(
u+ 1

2

)dk (u− 1
2

)dku−dk−1u−dk+1 .

Let DY+ be the algebra generated by x+l (u) with the defining relations (48) and (49). The
quotient of C[Ak,r ]∞r=1 ·DY+ by the relation (54) is C[Ak,r ]∞r=1⊗DY+ as a filtered vector
space. Hence DY′ = C[Ak,r ]∞r=1 ⊗ DY+ as filtered vector spaces. One can inductively
express Ak,r via φ(hk,s) with s ≤ r + 1, hence DY′ is generated by φ(hk(u)) and x+l (u).
Hence φ is an isomorphism. ut
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Lemma 4.3. Let Ak(u) and x+l (u) be the generating series of DY. Then the series

ak(u) =
Ak
(
u− 1

2

)
Ak
(
u+ 1

2

) = 1− dku−1
−

∞∑
r=1

ak,ru−r−1 and x+l (u)

satisfy the following commutator relations:

[ak(u), x+l (v)](u− v) = −
δkl

u− v
x+l (v)ak(u), [ak(u), al(v)] = 0. (55)

The series ak(u), x+l (u) generate DY with the defining relations (55), (48) and (49), and
their negative Fourier components generate Y.

Proof. For k 6= l the relation is obvious, for k = l we have

ak(u)x+k (v)
u− 1

2 − v +
1
2

u− 1
2 − v −

1
2

·
u+ 1

2 − v −
1
2

u+ 1
2 − v +

1
2

= x+k (v)ak(u),

therefore

ak(u)x+k (v)
(u− v)2

(u− v)2 − 1
= x+k (v)ak(u).

One can inductively express Ak,r via ak,s with s ≤ r + 1, hence DY is generated by
ak(u) and x+l (u). On the other hand, the quotient of C[ak,r ]∞r=1 ·DY+ by the relation (55)
is C[ak,r ]∞r=1 ⊗ DY+ as a filtered vector space. The same argument holds for Y. Hence
the assertion. ut

4.4. Classical limit of the Yangian. Consider the filtration on the Yangian Y (sln) from
[16, Section 1.4], such that the associated graded algebra grY (sln) is commutative. Then
grY (sln) = S(sln[t]) as a graded commutative algebra (deg x ⊗ t r = r + 1 for x ∈ sln).
The Poisson bracket on grY (sln) has degree −1 and is a deformation of the Lie–Poisson
bracket on S(sln[t]). We have deg Ai,r = deg x+k,r = r + 1 with respect to this filtration.
Due to the PBW property of the Yangian, the subalgebra grY ⊂ grY (sln) is generated as
a Poisson algebra by (the leading terms of) Ai,r , x+k,r , subject to the relations

{Ak(u),Al(v)} = 0; (56)

{Ak(u), x+l (v)}(u− v) = −δklA(u)x
+(v); (57)

{x+k (u), x+l (v)}(u− v) = cklx
+(u)x+(v), (58)

in the sense that the negative Fourier components of LHS and RHS are equal, and

{x+k,r , {x
+

k,p, x+l,s}} + {x
+

k,p, {x
+

k,r , x+l,s}} = 0, k = l ± 1, ∀p, r, s ∈ N. (59)
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4.5. Affine Yangian. As for the finite case, we will consider the “affine Borel Yangian”.
This is an associative algebra Ŷβ depending on β ∈ C, generated by the series

x+k (u) := 1+
∞∑
r=0

xk,ru−r−1, (60)

Ak(u) := udk +
∞∑
r=0

Ak,rudk−r−1, (61)

with k ∈ Z subject to the relations

Ak+n(u) = Ak(u+ β), x+k+n(u) = x+k (u+ β), (62)

x±k (u)x
±

l (v)(2u− 2v ∓ ckl) = x±l (v)x
±

k (u)(2u− 2v ± ckl), (63)

where (ckl) stands for the Cartan matrix of A∞;

Ak(u)x+l (v)
2u− 2v + δkl
2u− 2v − δkl

= x+l (v)Ak(u), (64)

in the sense that the negative Fourier components of LHS and RHS are equal; and

[x±k,r , [x
±

k,p, x±l,s]] + [x
±

k,p, [x
±

k,r , x±l,s]] = 0, k = l ± 1, ∀p, r, s ∈ N. (65)

Remark 4.6. The algebra Ŷβ does not depend on d: one can multiply the generating
series Ak(u) by any Laurent series Fk(u−1) with constant coefficients (with the only
condition Fk+n(u) = Fk(u+ β)), and the relations remain the same.

Remark 4.7. The algebra Ŷβ is not a Borel subalgebra of the affine Yangian Ŷβ of type
Ân−1 from [15]. It is related to the Langlands dual of ŝln.

Lemmas 4.3 and 4.2 are also true for the affine Yangian, and the proof is the same.

4.8. Yangian and finite Zastava spaces. sl2 case

Proposition 4.9. The algebra Yd is a quotient of the Borel Yangian Y of sl2 by the rela-
tions Ar = 0 for r > d.

Proof. Consider the following generating series of the quantized coordinate ring Yd of
the Zastava space:

b(u) =

∞∑
r=0

bru
−r−1 and a(u) = 1− du−1

−

∞∑
r=1

aru
−r−1.

According to Proposition 3.24 we have

[b(u), b(v)](u− v) = b(u)b(v)+ b(v)b(u),

[a(u), b(v)](u− v) = −
1

u− v
b(v)a(u),

in the sense that the negative Fourier components of LHS and RHS are equal.
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Hence there is an epimorphism ϕd : Y→ Yd sending a(u) to a(u) and x+(u) to b(u).
Thus Yd is a quotient of Y.

Let
D(u) = ud +D0u

d−1
+D1u

d−2
+ · · · +Dd−1

be the Capelli determinant of the matrix (eij ) (see [16, (7.5)]). According to the Newton
identity (see Theorem 7.1.3 of [16]), we have

a(u) =
D(−u+ d)

D(−u+ d − 1)
.

This means that ϕd(A(u)) = D
(
−u+ d − 1

2

)
. In particular, ϕd(Ar) = 0 for r > d.

To prove that Yd is a quotient of Y by the relations Ar = 0 for r > d it suffices
to show this in quasiclassical limit. Namely, we have to show that the coordinate ring
C[Zd ] is a quotient of the classical limit of the Yangian by the Poisson ideal generated
by Ar for r > d . The ring C[Zd ] is generated by the coefficients of the characteristic
polynomial of the matrixA, which are theDr ’s, and by the br ’s, with the defining relations

Dr = 0 for r > d, bs +

d−1∑
r=0

bs−r−1Dr = 0 for s ≥ d.

We have {Ar , x+s−d} = −x+s +
∑d−1
r=0 (−1)rx+s−r−1Ar , hence the second relation also

belongs to the Poisson ideal generated by Ar for r > d. Hence the assertion. ut

4.10. Yangian and finite Zastava spaces. General case. The quantized coordinate ring
of the Zastava space Yd is generated by the coefficients of ak(u) and bl(u) (or b′l(u) =
bl(u+ dl)) for 0 < k, l < n. According to Proposition 3.32 we have

2(u− v)[bk(u), b′l(v)] = ckl(bk(u)b
′

l(v)+ b
′

l(v)bk(u)),

[ak(u), bl(v)](u− v) = −
δkl

u− v
bl(v)ak(u),

in the sense that the negative Fourier components of LHS and RHS are equal.

Proposition 4.11. The algebra Yd is a quotient of the Borel Yangian Y of sln by some
ideal containing Ak,r = 0 for r > dk .

Proof. There is a homomorphism ϕd : Y→ Yd sending ak(u−
∑k
m=1 dm) to ak(u) and

x+l (u−
∑l
m=1 dm) to bl(u). The rest of the proof is the same as for the sl2 case. ut

Conjecture 4.12. Yd = Y/{Ak,r | r > dk}.

4.13. Affine Yangian and (deformed) affine Zastava

Proposition 4.14. For |µ| 6= 0, the algebra Y
µ

d is a quotient of Ŷβ (with β =
∑n
l=1(dl +

µl)) by some ideal containing Ak,r = 0 for r > dk .

Proof. The same as for Proposition 4.11. ut

Conjecture 4.15. For |µ| 6= 0, we have Y
µ

d = Ŷβ/{Ak,r | r > dk}.
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5. Speculations on quantization of Laumon spaces in finite characteristic

For finite Laumon spaces Pd , d0 = 0, a conjecture about quantum cohomology was
formulated in [10, Conjecture 4.8 and Corollary 4.10], and proved recently by A. Negut.
It follows that the monodromy of the quantum connection gives rise to an action of the
pure braid group on the cohomology of Pd . According to Bridgeland–Bezrukavnikov–
Okounkov philosophy, if we transfer this action to K-theory (via Chern character), then
it should come from an action of the pure braid group on the derived coherent category
of Pd . In this section we discuss various possibilities to construct an action of the pure
braid group on the equivariant derived category of coherent sheaves on Pd .

5.1. Variation of stability conditions. We consider a vector ζ = (ζl)l∈Z/nZ with inte-
gral coordinates. Let χ :=

∏
l∈Z/nZ det−ζll stand for the corresponding character of Gd .

Let C[M0
d ]
χ r (r ∈ N) stand for the χ r -isotypic subspace of C[M0

d ]. Let Pζd be the pro-

jective spectrum of the graded algebra
⊕

r∈NC[M0
d ]
χ r . In particular, P(−1,...,−1)

d = Pd .

According to GIT, Pζd is the moduli space of S-equivalence classes of ζ -semistable Q-
modules. We recall the required notions following [18].

A module (V•, A•, B•, p•, q•) over the chainsaw quiver is called ζ -semistable if

(a) for subspaces V ′• ⊂ V• such that Bl(V ′l ) ⊂ V
′

l+1, Al(V ′l ) ⊂ V
′

l , and Ker ql ⊃ V ′l we
have 〈ζ, dimV ′•〉 ≤ 0. Here 〈·, ·〉 stands for the standard scalar product, i.e. the sum of
the products of coordinates;

(b) for subspaces V ′• ⊂ V• such that Bl(V ′l ) ⊂ V
′

l+1, Al(V ′l ) ⊂ V
′

l , and Impl ⊂ V
′

l we
have 〈ζ, codimV ′•〉 ≥ 0.

We say that a module (V•, A•, B•, p•, q•) is ζ -stable if the above inequalities are
strict unless V ′• = 0 in (a), and V ′• = V• in (b). If ζ and ζ ′ are proportional, the stability
conditions coincide, so in the definition of stability we may take the vectors ζ with rational
coordinates.

Let us reformulate these conditions in a slightly different way. We set ζ∞ := −〈ζ, d〉
and ζ̃ := (ζ, ζ∞) (an n + 1-dimensional vector). Recall that the line W∞ is also part of
the data of a Q-module, and now we allow the dimension of W∞ to vary (in particular,
we allowW∞ = 0), i.e. we consider the abelian category ofQ-modules. Accordingly, we
introduce the enhanced dimension d̃ = (d, d∞) := (d, dimW∞). In case W∞ = 0 we
assume 〈ζ, d〉 = 0. Given a Q-module Y with dimW∞ ≤ 1, and a Q-submodule Y ′ ⊂ Y
of enhanced dimension d̃ ′ (where the last coordinate is either 0 or 1) we define the slope
by θζ (Y ′) := 〈̃ζ , d̃ ′〉/〈(1, . . . , 1), d̃ ′〉. We say that a Q-module Y is ζ -semistable if for
any nonzero Q-submodule Y ′ ⊂ Y we have θζ (Y ′) ≤ θζ (Y ). We say that Y is ζ -stable if
the above inequality is strict unless Y ′ = Y . Note that for dimW∞ = 1 the definition of
the present paragraph is equivalent to the definition of the previous paragraph.

Finally, we say that twoQ-modules are S-equivalent if their Jordan–Hölder filtrations
have the same composition factors.
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5.2. Walls. Given l, l′ ∈ Z/nZ, let [l, l′] ⊂ Z/nZ stand for the interval between l and l′

inclusive in the natural cyclic order. Also, given 0 < l ≤ l′ < n, let [l, l′] stand for the set
{l, l+1, . . . , l′−1, l′}. We say that a hyperplaneHl,l′ := {ζ :

∑
k∈[l,l′] ζk = 0} ⊂ QZ/nZ

is an affine wall; also a hyperplane H := {ζ :
∑

Z/nZ ζl = 0} ⊂ QZ/nZ is an affine wall.
In case d0 = 0, the coordinate ζ0 is irrelevant, and the space of stability conditions is just
Qn−1. Given 0 < l ≤ l′ < n, we say that a hyperplane Hl,l′ := {ζ :

∑
k∈[l,l′] ζk = 0} ⊂

Qn−1 is a finite wall.

Proposition 5.3. (a) If ζ ∈ QZ/nZ does not lie on an affine wall, then ζ -stability is
equivalent to ζ -semistability.

(b) If d0 = 0, and ζ ∈ Qn−1 does not lie on a finite wall, then ζ -stability is equivalent to
ζ -semistability.

Proof. Given a ζ -semistable Q-module Y we consider its Harder–Narasimhan filtration
with ζ -stable factors. If Y is not ζ -stable, there are at least two factors, and at least one of
them has d∞ = 0. Thus it suffices to check that when ζ does not lie on a wall, then there
are no ζ -stable Q-modules with d∞ = 0, i.e. W∞ = 0.

So we suppose Y is a ζ -stable Q-module with W∞ = 0. By a standard argument,
Y does not have nonscalar endomorphisms. However, the collection (A•) is an endo-
morphism of Y . In fact, since W∞ = 0, we have p• = 0 = q•, and hence the re-
lation in Q reads Al+1Bl − BlAl = 0, i.e. the operators B• intertwine the endomor-
phisms A•. We conclude that Al = c IdVl for some constant c. Subtracting c IdVl we
may and will assume Al ≡ 0, and thus we deal just with a representation of the cyclic
quiver. Moreover, the collection (Bl−1Bl−2 . . . Bl+1Bl) is an endomorphism of Y , and
hence Bl−1Bl−2 . . . Bl+1Bl ≡ c IdVl . In case c 6= 0, we get Y ' L(0, c)⊕d in the nota-
tions of 2.9. Being indecomposable, Y is isomorphic to L(0, c). In case c = 0, according
to the well known classification of nilpotent representations of a cyclic quiver, an inde-
composable Y must be of the form Y[l,l′]. Here Y[l,l′] has Vk = C for k ∈ [l, l′], and
Vk = 0 otherwise; furthermore, Bk is an isomorphism for l′ 6= k ∈ [l, l′], and Bl′ = 0.
Finally, if d0 = 0, only Y[l,l′] with 0 < l ≤ l′ < n occur.

It remains to classify the stability conditions ζ for which L(0, c) or Y[l,l′] are stable.
For irreducible L(0, c) any ζ on the wall H := {ζ :

∑
Z/nZ ζl = 0} ⊂ QZ/nZ works,

and no other ζ works. For Y[l,l′] any submodule is of the form Y[l′′,l′] for l ≤ l′′ ≤ l′ in
the cyclic order. It follows that Y[l,l′] is ζ -stable iff ζl + ζl+1 + · · · + ζl′−1 + ζl′ = 0, and
ζl + ζl+1 + · · · + ζl′′ ≥ 0 for any l ≤ l′′ ≤ l′ in the cyclic order. This completes the proof
of the proposition. ut

5.4. Smoothness. For a ζ -stable Q-module Y the stabilizer of Y in Gd is trivial by
the standard argument we have used already: the stable modules do not admit nonscalar
endomorphisms. Recall that we have a morphism µ : M0

d →
⊕

l∈Z/nZ Hom(Vl, Vl+1),
(A•, B•, p•, q•) 7→ (Al+1Bl−BlAl+pl+1ql)l∈Z/nZ, and Md = µ

−1(0). In the theory of
Nakajima quiver varieties, the moduli space of ζ -stable quiver representations is smooth
because the differential of the moment map is surjective. In our situation this is no longer
true, as the following example shows.
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We identify the tangent space to the vector space M0
d at Y = (A•, B•, p•, q•)

with M0
d , we also identify the tangent space to the vector space

⊕
l∈Z/nZ Hom(Vl, Vl+1)

at µ(Y ) with this vector space, and write down the formula for the differential dµ(Y )
as follows: dµ(A′•, B

′
•, p
′
•, q
′
•) = (A′l+1Bl + Al+1B

′

l − BlA
′

l − B ′lAl + p′l+1ql +

pl+1q
′

l )l∈Z/nZ. The differential dµ(Y ) is not surjective iff there exists nonzero (Cl ∈
Hom(Vl, Vl−1))l∈Z/nZ orthogonal to the image of dµ with respect to the pairing given
by the trace of the product. Equivalently, ClAl − Al−1Cl = 0, Bl−1Cl = Cl+1Bl = 0,
ql−1Cl = 0, Clpl = 0 for any l.

Now let us recall the setup of Example 2.8.2 and take the stability condition ζ =
(ζ1, ζ2) = (−1, 2) lying off the walls. We take A1 = A2 = p1 = q2 = 1, B1 =

p2 = q1 = 0. It is immediate to check that Y is ζ -stable but on the other hand C2 = 1
satisfies the above conditions. Hence the moduli space P

(−1,2)
1,1 of ζ -stable (equivalently,

ζ -semistable) Q-modules is nonsmooth. In fact, it is easy to check that P(−1,2)
1,1

∼
−→ Z1,1.

5.5. Localization in characteristic p. From now on we assume that the base field is
K := Fp, an algebraic closure of a finite field of characteristic p � 0. We will use
the notations and results of Section 3 of [7]. For any algebraic variety X over K we
denote by X(1) its Frobenius twist, and by Fr : X → X(1) the Frobenius morphism.
For a connected linear algebraic group A over K we have an exact sequence of groups

1→ A1 → A
Fr
−→ A(1) → 1 where A1 stands for the Frobenius kernel. The Lie algebra

a of A is equipped with a natural structure of p-Lie algebra, and its universal enveloping
algebra U(a) contains the p-center Z(a). We denote by X∗(a) the lattice of characters of
a of the type χ = dlog f where f : A→ Gm is an algebraic character of A. For such a
character χ we denote by Iχ the kernel of the corresponding homomorphism U(a)→ K.
We set I (1)χ := Iχ ∩ Z(a), a maximal ideal of Z(a). Note that I (1)χ = I

(1)
0 (see [7, (3.2.4)

and 3.3]). We denote by u(a) the quotient of U(a) by the two-sided ideal generated by
I
(1)
χ = I

(1)
0 . The image of Iχ in u(a) is denoted by iχ ⊂ u(a).

Now we take A = Gd =
∏
l∈Z/nZ GL(Vl), and we denote its Lie algebra by gd . We

have (notations of (34) and (16))R∩Z(a) ' K[S(1)d ]. Thus we may localize the (R∩Z(a))-

module R to S(1)d and view it as a sheaf of algebras R(1)d . We have the moment map µ(1) :

S
(1)
d → [g

∗

d ]
(1). The quotient R(1)d,χ := R

(1)
d /(R

(1)
d · I

(1)
χ ) is just the restriction of R(1)d to

the scheme-theoretic zero-fiber of the moment map (and is independent of χ ∈ X∗(gd)).
This zero-fiber is nothing else than M(1)

d . We consider Eχ := (R
(1)
d,χ/R

(1)
d,χ · iχ )

Gd,1 ,

a G(1)d -equivariant sheaf on M(1)
d .

We restrict Eχ to the open subset M(1),s
d ⊂ M(1)

d of stable points. The action of G(1)d
on M(1),s

d is free; the projection pr : M(1),s
d → P

(1)
d is a G(1)d -torsor. We set

Aχ := pr∗(Eχ |M(1),s
d

)
G
(1)
d and Aχ := 0(P

(1)
d ,Aχ ). (66)

Given another character ψ ∈ X∗(gd) we consider the G(1)d -equivariant sheaf χEψ :=
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Hom
R
(1)
d,χ

(R
(1)
d,χ/R

(1)
d,χ · iχ ,R

(1)
d,χ/R

(1)
d,χ · iψ ) on M(1)

d . We set

χAψ := pr∗( χEψ |M(1),s
d

)(ψ−χ) (67)

where the superscipt (ψ − χ) indicates the (ψ − χ)-weight component. This is an Aχ -
Aψ -bimodule.

Conjecture 5.6. (a) The canonical algebra morphism 4χ : Yd → Aχ = 0(P
(1)
d ,Aχ ) is

an algebra isomorphism.
(b) The algebra Yd has finite homological dimension.
(c) The functor of global sections R0(P(1)d , ?) from the bounded derived category

Db(Aχ -Mod) of Aχ -modules to the bounded derived category Db(Aχ -Mod) of Aχ -
modules is an equivalence of categories for χ = 0.

(d) The bimodules χEψ give rise to the Morita equivalences χEψ : Aχ -Mod
∼
−→

Aψ -Mod.

Let us say that χ ∈ X∗(gd) is regular if the functor R0(P(1)d , ?) : Db(Aχ -Mod) →
Db(Aχ -Mod) is an equivalence of categories. Thus for regular χ we get an equivalence
of categories Db(Aχ -Mod)

∼
−→ Db(Yd -Mod). Composing it with the Morita equiva-

lences χEψ for other regular characters ψ , we obtain the self-equivalences χεψ : Db(Yd -
Mod)

∼
−→ Db(Yd -Mod). We conjecture that they generate an action of the pure (affine)

braid group on Db(Yd -Mod).

5.7. Splitting module. Let us denote by Y0
d the “Cartan” subalgebra of Yd generated by

{al,r | l ∈ Z/nZ, r ≥ 0}, and denote by Y+d the “nilpotent” subalgebra of Yd generated by
{bl,r | l ∈ Z/nZ, r ≥ 0}. We define the p-center Z(Yd) as the Hamiltonian reduction of
the p-center ofU(ad) inside Yd . We have Z(Yd) ' K[Z(1)d ] (it is just the coordinate ring of
the Frobenius twist of the classical Hamiltonian reduction Zd ). There are also the “Cartan”
subalgebra Z(Yd)0 := Z(Yd)∩Y

0
d , and the “nilpotent” subalgebra Z(Yd)+ := Z(Yd)∩Y

+

d

inside this p-center. Clearly, Z(Yd)0 ' K[Ad,(1)] (regular functions on the Frobenius
twist of Ad ). We denote by Ẑ(Yd)

0 the completion of Z(Yd)0 ' K[Ad,(1)] at the maximal
ideal of the point 0 ∈ Ad,(1). We set

M̂ := Ẑ(Yd)
0
⊗Z(Yd )0

Z(Yd)⊗Z(Yd )+ Y+d (68)

and we conjecture that the regular action of the algebra Ẑ(Yd)
0
⊗ Y+d on M extends to

the action of Ŷd : the completion of Yd at the maximal ideal of Z(Yd)
0. Moreover, we

conjecture that the action of T(1) = T (1)×G(1)m ×G(1)m on Z(Yd) ' K[Z(1)d ] extends to an

action of T(1) (i.e. a grading) on M̂ , and on Ŷd .

5.8. Coherent sheaves. Let χ ∈ X∗(gd) be a regular character. We conjecture that the
equivalence R0(P(1)d , ?) : Db(Aχ -Mod)

∼
−→ Db(Yd -Mod) of Conjecture 5.6 extends
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to DbT(1)(Âχ -Mod)
∼
−→ DbT(1) (̂Yd -Mod) where Âχ -Mod stands for the category of Aχ -

modules supported set-theoretically over 0 ∈ Ad,(1). Thus we obtain the self-equivalences

χεψ : D
b
T(1) (̂Yd -Mod)

∼
−→ DbT(1) (̂Yd -Mod). Let us denote by M̂χ an Âχ -module such that

R0(P
(1)
d , M̂χ ) = M̂ (the localization of M̂). We have a tensor product functor

τ : CohT(1)(P̂
(1)
d )→ CohT(1)(Âχ ), F 7→ M̂χ ⊗O

P
(1)
d

F, (69)

where CohT(1)(P̂
(1)
d ) stands for the category of coherent sheaves on P̂

(1)
d supported set-

theoretically over 0 ∈ Ad,(1). We conjecture that τ is a full embedding onto the minimal
Serre subcategory containing M̂χ . Moreover, the composition R0(P(1)d , ?) ◦ τ is a full

embedding ϒ : Db CohT(1)(P̂
(1)
d ) → DbT(1) (̂Yd -Mod). Finally, we expect that the es-

sential image of ϒ is independent of the regular character χ and is invariant under the
equivalences χεψ . All in all we obtain the desired action of the pure braid group on
Db CohT(1)(P̂

(1)
d ) generated by the equivalences χεψ .
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