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Abstract. We study the leading order behaviour of positive solutions of the equation

−1u+ εu− |u|p−2u+ |u|q−2u = 0, x ∈ RN ,

where N ≥ 3, q > p > 2 and ε > 0 is a small parameter. We give a complete characterization of
all possible asymptotic regimes as a function of p, q and N . The behaviour of solutions depends
on whether p is less than, equal to or greater than the critical Sobolev exponent 2∗ = 2N

N−2 . For
p < 2∗ the solution asymptotically coincides with the solution of the equation in which the last
term is absent. For p > 2∗ the solution asymptotically coincides with the solution of the equation
with ε = 0. In the most delicate case p = 2∗ the asymptotic behaviour of the solutions is given
by a particular solution of the critical Emden–Fowler equation, whose choice depends on ε in a
nontrivial way.

Keywords. Critical Sobolev exponent, subcritical, critical and supercritical nonlinearity, Pohožaev
identity, asymptotic behaviour

1. Introduction

1.1. Setting of the problem

This paper deals with positive solutions of the scalar field equation

−1u+ εu− |u|p−2u+ |u|q−2u = 0 in RN , (Pε)

where N ≥ 3, q > p > 2 and ε > 0. Specifically, we are interested in the case where
ε is a small parameter, with all other parameters fixed. Our goal is to understand the
behaviour of ground state solutions of (Pε) for ε � 1. By a ground state solution of (Pε)
we understand a positive weak solution uε ∈ H 1(RN )∩Lq(RN ) of (Pε). These solutions
are critical points (saddles) of the energy

Eε(u) :=
∫
RN

(
1
2
|∇u|2 +

ε

2
|u|2 −

1
p
|u|p +

1
q
|u|q

)
dx. (1.1)
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Existence and uniqueness of ground state solutions of (Pε) with ε > 0 is well known.
Existence goes back to Strauss [27, Example 2] and Berestycki and Lions [5, Example 2].
Note that by strict convexity of the integrand in Eε(u) for large |u| every weak solution of
(Pε) is essentially bounded, and so by elliptic regularity these are classical solutions of
(Pε) that decay uniformly to zero as |x| → ∞. Then the classical Gidas–Ni–Nirenberg
symmetry result [14, Theorem 2] implies that every ground state solution of (Pε) is spher-
ically symmetric about some point. The uniqueness of a spherically symmetric ground
state is rather delicate and was proved only quite recently by Serrin and Tang [25, Theo-
rem 4(ii)]. The following theorem summarizes all the above results.

Theorem A ([27, 5, 14, 25]). Let N ≥ 3 and q > p > 2. There exists ε∗ > 0 such that
(Pε) has no ground state solutions for ε ≥ ε∗, while for every ε ∈ (0, ε∗) it admits a
unique ground state solution uε ∈ C∞(RN ) such that uε(x) is a decreasing function of
|x| and there exists Cε > 0 such that

lim
|x|→∞

|x|(N−1)/2e
√
ε|x|uε(x) = Cε > 0.

Furthermore, every ground state solution of (Pε) is a translate of uε.

We note that the threshold value ε∗ in Theorem 1.1 is simply the smallest value of ε > 0
for which the energy Eε is nonnegative and can be easily computed explicitly.

We are interested in the asymptotic behavior of the ground states uε as ε → 0. This
question naturally arises in the study of various bifurcation problems, for which (Pε) can
be considered as a canonical normal form (see e.g. [9, 30]). Problem (Pε) itself may also
be considered as a prototypical example of a bifurcation problem for elliptic equations. In
fact, our results are expected to remain valid for a broader class of scalar field equations
whose nonlinearity has the leading terms in the expansion around zero which coincide
with the ones in (Pε). Let us also mention that problem (Pε) appears in the study of
nonclassical nucleation near spinodal in mesoscopic models of phase transitions [7, 22,
29], as well as in the study of the decay of false vacuum in quantum field theories [8].

In order to understand the asymptotic behaviour of uε as ε → 0, we again note that
for u ≥ 1 the energy density in Eε(u) is strictly convex. Hence we may conclude that the
ground state solution uε in Theorem 1.1 satisfies a uniform upper bound

uε(0) ≤ 1 for all ε ∈ (0, ε∗). (1.2)

Elliptic regularity then implies that locally over compact sets the solution uε converges as
ε→ 0 to a radial solution of the limit equation

−1u− |u|p−2u+ |u|q−2u = 0 in RN . (P0)

It is known that (here and everywhere below, 2∗ := 2N
N−2 ):

• for 2 < p ≤ 2∗ equation (P0) has no nontrivial finite energy solutions, which is a
direct consequence of Pohožaev’s identity (see Remark 5.1);
• for p > 2∗ equation (P0) admits a unique radial ground state solution. Existence goes

back to [5, Theorem 4] (see also [20, 21]), while uniqueness was proved in [21, 18].
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Note that the natural energy space for equation (Pε) is the usual Sobolev spaceH 1(RN ) =
{u ∈ L2(RN ) | ‖∇u‖L2 < ∞}, while for p ≥ 2∗ the limit equation (P0) is variation-
ally well-posed in the homogeneous Sobolev space D1(RN ), defined as the completion
of C∞0 (R

N ) with respect to the Dirichlet norm ‖∇u‖L2 . Clearly, H 1(RN ) ( D1(RN )
and as a consequence, no natural perturbation setting (in the spirit of the implicit function
theorem) is available to analyze the family of equations (Pε) as ε→ 0. In fact, a lineariza-
tion of (P0) around the ground state solution is not a Fredholm operator and has zero as
the bottom of the essential spectrum in L2(RN ). As a consequence, advanced Lyapunov–
Schmidt type reduction methods of Ambrosetti and Malchiodi [3] are not applicable to
the family of equations (Pε).

If we introduce the canonical rescaling associated with the lowest order nonlinear
term in (Pε):

v(x) = ε−1/(p−2)u(x/
√
ε), (1.3)

then (Pε) transforms into the equation

−1v + v = |v|p−2v − ε
q−p
p−2 |v|q−2v in RN . (Rε)

The limit problem associated to (Rε) as ε→ 0 has the form

−1v + v = |v|p−2v in RN . (R0)

It is well-known that:

• for p ≥ 2∗ equation (R0) has no nontrivial finite energy solutions, which is a direct
consequence of Pohožaev’s identity [23, 5];
• for 2 < p < 2∗ equation (R0) admits a unique radial ground state solution. Existence

goes back at least to [27], and uniqueness was proved in [17].

The advantage of the rescaling (1.3) is that at least in the range 2 < p ≤ 2∗ both (Rε) and
the limit problem (R0) are variationally well-posed in the same Sobolev space H 1(RN ).
Then the rescaled problem (Rε) could be naturally seen as a small perturbation of the limit
problem (R0) and the family of ground states (vε) of problem (Rε) could be rigorously
interpreted as a perturbation of the ground state solution of the limit problem (R0). This
could be done e.g. by using a combination of the variational and Lyapunov–Schmidt
perturbation techniques as developed by Ambrosetti, Malchiodi et al. (see [3] and further
references therein).

The distinction between the asymptotic behaviours of the solutions of problem (Pε)

as ε → 0 depending on the value of p as compared to 2∗ was first pointed out in [22].
There it was also observed that the asymptotic behaviour of the ground states uε for
p = 2∗ is not controlled by the solution set structure of either (P0) or (R0). Formal
asymptotic analysis of [22] explains that, in fact, three different asymptotic regimes have
to be distinguished in (Pε): the subcritical case 2 < p < 2∗, the supercritical case
p > 2∗ and the most delicate critical case p = 2∗.

In this work, using an adaptation of the constrained minimization techniques devel-
oped by H. Berestycki and P.-L. Lions [5], we provide a complete analysis of these three
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asymptotic regimes. The analysis confirms and extends the ideas introduced in [22] and
gives a full characterization of the asymptotic behaviour of ground state solutions of (Pε)
for ε→ 0.

Notations

For ε � 1 and f (ε), g(ε) ≥ 0, whenever there exists ε0 > 0 such that for every 0 < ε ≤

ε0 the respective condition holds, we write:

• f (ε) . g(ε) if there exists C > 0 independent of ε such that f (ε) ≤ Cg(ε);
• f (ε) ∼ g(ε) if f (ε) . g(ε) and g(ε) . f (ε);
• f (ε) ' g(ε) if f (ε) ∼ g(ε) and limε→0 f (ε)/g(ε) = 1.

We also use the standard notations f = O(g) and f = o(g), bearing in mind that f ≥ 0
and g ≥ 0. As usual, C, c, c1 etc. denote generic positive constants independent of ε.

2. Main results

2.1. Subcritical case 2 < p < 2∗

Since in the subcritical case the limit equation (P0) has no ground state solutions, in view
of (1.2) the family of ground states uε must converge to zero, locally over compact subsets
of RN . To describe the asymptotic behaviour of uε we use the rescaling (1.3) which
transforms (Pε) into equation (Rε). For 2 < p < 2∗, let v0(x) denote the unique radial
ground state solution of the limit equation (R0). It is well-known that v0 ∈ C

∞(RN ),
v0(x) is a decreasing function of |x| and

lim
|x|→∞

|x|(N−1)/2e|x|uε(x) = C0 > 0

(cf. [5]). The advantage of the rescaling (1.3) is that both (Rε) and the limit problems (R0)

are variationally well-posed in the Sobolev space H 1(RN ). Note however that (R0) is
translation invariant and hence the radial ground state v0(x) is not an isolated solution. As
a consequence, an Implicit Function Theorem argument is not directly applicable to (Rε).
Nevertheless, it is known that the linearization operator −1 + 1 − (p − 1)vp−2

0 of (R0)

around the ground state v0 is a Fredholm operator in H 1(RN ) (see [3, Lemma 4.1]).
Then perturbation techniques of [3] could be easily adapted in order to show that for all
sufficiently small ε > 0 equation (Rε) admits a radial ground state vε(x)which converges
to v0(x) as ε → 0. Rescaling back to the original variable and taking into account the
uniqueness of the radial ground state of (Pε) we arrive at the following (folklore) result.

Theorem 2.1. Let 2 < p < 2∗. As ε→ 0, the rescaled family of ground states

vε(x) := ε
−1/(p−2)uε(x/

√
ε)

converges to v0(x) in H 1(RN ), Lq(RN ) and C2(RN ). In particular,

uε(0) ' ε1/(p−2)v0(0).
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In the last section of this work we provide a short alternative proof of this result based
only upon variational methods which are developed in the main part of this paper and
without explicit references to perturbation techniques.

Remark 2.2. For p ≥ 2∗ Pohožaev’s identity implies that (R0) has no nontrivial solu-
tions in H 1(RN ) ∩ Lq(RN ). In fact, it is known that v0(0)→∞ as p ↑ 2∗ (see [12, 13,
11]). More specifically (see [13, Corollary 1]), if δ := 2∗ − p, then for δ ↓ 0,

v0(0) ' βN


δ−(N−2)/4, N ≥ 5,
δ−1/2

|log δ|1/2, N = 4,
δ−1/2, N = 3,

for some explicit constants βN > 0. This suggests that for p = 2∗ rescaling (1.3) fails to
capture the behaviour of the ground states uε and a different approach is needed to handle
the critical and supercritical cases. Note also that the asymptotic behaviour of ground
states of “slightly” subcritical elliptic problems in the context of bounded domains was
studied in [4, 6, 16, 24].

2.2. Supercritical case p > 2∗

In contrast to the subcritical case, for p > 2∗ the limit equation (P0) admits a unique
radial ground state solution u0(x) > 0. It is known that u0 ∈ D

1(RN ) ∩ C2(RN ), u0(x)

is a decreasing function of |x| and

lim
|x|→∞

|x|N−2u0(x) = C0 > 0

(see [5, Theorem 4] or [20, 21] for the existence, and [21, 18] for the uniqueness proofs).
However, as was already mentioned, the linearization operator−1−(p−1)up−2

0 of (P0)

around the ground state u0 is not Fredholm and has zero as the bottom of the essential
spectrum in L2(RN ). As a consequence, standard perturbation methods are not applic-
able to (P0). Using a direct analysis of the family of constrained minimizations problem
associated to (Pε), we prove the following.

Theorem 2.3. Let p > 2∗. As ε → 0, the family of ground states uε converges to u0 in
D1(RN ), Lq(RN ) and C2(RN ). In particular,

uε(0) ' u0(0).

In addition, ε‖uε‖22 → 0.

Remark 2.4. For p = 2∗ Pohožaev’s identity implies that (P0) has no nontrivial solu-
tions in D1(RN ). In fact, it is not difficult to show that u0(0)→ 0 as p ↓ 2∗. Moreover,
if δ := p − 2∗, then for δ ↓ 0 we prove

δ1/(q−2∗) . u0(0) . δ1/(q+N),

and, provided that q > N(N+2)
2(N−2) ,

u0(0) ∼ δ1/(q−2∗).

See Section 5.4 for further details.
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2.3. Critical case p = 2∗

In the critical case both the unrescaled limit equation (P0) and the “canonically” rescaled
equation (R0) have no nontrivial finite energy solutions. We are going to show that after
a suitable rescaling the correct limit equation for (Pε) is in fact given by the critical
Emden–Fowler equation

−1U = U2∗−1 in RN . (R∗)

It is well-known that the radial ground states of (R∗) are given by the function

U1(x) :=

(
1+

|x|2

N(N − 2)

)−(N−2)/2

, (2.1)

and the family of its rescalings

Uλ(x) := λ
−(N−2)/2U1(x/λ), λ > 0. (2.2)

Our main result in this work is the following.

Theorem 2.5. Let p = 2∗. There exists a rescaling λε : (0, ε∗) → (0,∞) such that as
ε→ 0, the rescaled family of ground states

vε(x) := λ
1/(p−2)
ε uε(λεx)

converges to U1(x) in D1(RN ), Lq(RN ) and C2(RN ). Moreover,

λε ∼


ε
−
p−2
2q−4 , N ≥ 5,(

ε log 1
ε

)−1/(q−2)
, N = 4,

ε−1/(q−4), N = 3.

(2.3)

and

uε(0) ∼


ε1/(q−2), N ≥ 5,(
ε log 1

ε

)1/(q−2)
, N = 4,

ε1/(2q−8), N = 3.

(2.4)

Remark 2.6. Asymptotics (2.3) and (2.4) were first derived in [22] using methods of
formal asymptotic expansions. Theorem 2.5, in particular, justifies the values of precise
asymptotic constants found in [22].

2.4. Outline

The rest of the paper is organized as follows. In Section 3 we introduce a variational
characterization of the ground states uε of the problem (Pε) as well as some other pre-
liminary results. In Section 4 we study the critical case p = 2∗ and prove Theorem 2.5.
In Section 5 we consider the supercritical case p > 2∗ and prove Theorem 2.3. Finally,
in Section 6 we revisit the subcritical case 2 < p < 2∗ and sketch a simple variational
proof of Theorem 2.1, in the spirit of our previous arguments.
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3. Variational characterization of the ground states

The existence and properties of the ground state uε of equation (Pε), as summarized
in Theorem A, could be established in several different ways, e.g. by means of ODE
techniques. Here we shall utilize a variational characterization of the ground states uε
developed by Berestycki and Lions [5].

Given q > p > 2 and ε ≥ 0 set

fε(u) :=


0, u < 0,
up−1

− uq−1
− εu, u ∈ [0, 1],

−ε, u > 1,
Fε(u) :=

∫ u

0
fε(s) ds. (3.1)

In view of (1.2) and since we are interested only in positive solutions of (Pε), the non-
linearity in (Pε) may always be replaced by its bounded truncation fε(u) from (3.1) and
therefore the truncated problem is well-posed in H 1(RN ) even for supercritical q > 2∗.

For ε > 0, consider the constrained minimization problem

Sε := inf
{∫

RN
|∇w|2 dx

∣∣∣∣ w ∈ H 1(RN ), 2∗
∫
RN
Fε(w) dx = 1

}
. (Sε)

As was proved in [5, Theorem 2], there exists ε∗ > 0 depending only on p and q such
that for all ε ∈ (0, ε∗) the minimization problem (Sε) admits a positive radially symmetric
minimizer wε(x). Further, there exists a Lagrange multiplier θε > 0 such that

−1wε = θεfε(wε) in RN . (3.2)

In particular, the minimizer wε satisfies Nehari’s identity∫
RN
|∇wε|

2 dx = θε

∫
fε(wε)wε dx, (3.3)

and Pohožaev’s identity (see e.g. [5, Proposition 1])∫
RN
|∇wε|

2 dx = θε2∗
∫
Fε(wε) dx. (3.4)

The latter immediately implies that

θε = Sε. (3.5)

Then a direct calculation involving (3.5) shows that the rescaled function

uε(x) := wε(x/
√
Sε) (3.6)

is the radial ground state of (Pε), described in Theorem A. Another simple consequence
of (3.4) is that (Pε) has no nontrivial finite energy solutions for ε ≥ ε∗.

Equivalently to (Sε), we may seek to minimize the quotient

Sε(w) :=
‖∇w‖22

(2∗
∫
RN Fε(w) dx)

(N−2)/N , w ∈Mε,
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where

Mε :=

{
0 ≤ u ∈ D1(RN )

∣∣∣∣ ∫
RN
Fε(w) dx > 0

}
. (3.7)

Clearly, if we set wλ(x) := w(λx) then Sε(wλ) = Sε(w) for all λ > 0, that is, Sε is
invariant under dilations. This implies that

Sε = inf
w∈Mε

Sε(w). (3.8)

In addition, since clearly Mε2 ⊂Mε1 for ε2 > ε1 > 0, (3.8) shows that Sε is a nonde-
creasing function of ε ∈ (0, ε∗).

One of the consequences of Pohožaev’s identity (3.4) is an expression for the total
energy of the solution

Eε(uε) =
(

1
2
−

1
2∗

)
SN/2ε ,

(see [5, Corollary 2]), which shows that uε is indeed a ground state, i.e. a nontrivial
solution with the least energy.

We will be frequently using the following well-known decay and compactness prop-
erties of radial functions on RN .

Lemma 3.1 ([5, Lemma A.IV, Theorem A.I′]).

(1) Let s ≥ 1 and let u ∈ Ls(RN ) be a radial nonincreasing function. Then for every
x 6= 0,

u(x) ≤ Cs,N |x|
−N/s
‖u‖s, (3.9)

where Cs,N = |B1(0)|−1/s .
(2) Let un ∈ H 1(RN ) be a sequence of radial nondecreasing functions such that un ⇀ u

in H 1(RN ). Then upon extracting a subsequence,

un→ u in L∞(RN\Br(0)) and Ls(RN\Br(0)) ∀r > 0, ∀s > 2∗.

4. Critical case p = 2∗

Throughout this section we always assume that p = 2∗. In this critical case Pohožaev’s
identity implies that both the limit equation (P0) and the canonically rescaled limit equa-
tion (R0) have no positive finite energy solutions. We are going to show that after a suit-
ably chosen rescaling, the limit equation for (Pε) is in fact given by the critical Emden–
Fowler equation.
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4.1. Critical Emden–Fowler equation

Let

S∗ := inf
{∫

RN
|∇w|2 dx

∣∣∣∣ w ∈ D1(RN ),
∫
RN
|w|p dx = 1

}
(S∗)

be the optimal constant in the Sobolev inequality∫
RN
|∇w|2 dx ≥ S∗

(∫
RN
|w|p dx

)2/p

, ∀w ∈ D1(RN ).

It is known (cf. [32, Theorem 1.42]) that S∗ is achieved by translations of the rescaled
family

Wλ(x) := Uλ
(√
S∗x

)
,

where Uλ(x) are the ground states of the critical Emden–Fowler equation (R∗), explicitly
defined by (2.2). Clearly,

‖Wλ‖p = 1, ‖∇Wλ‖
2
2 = S∗. (4.1)

A straightforward computation leads to the explicit expression

‖∇Uλ‖
2
2 = ‖Uλ‖

p
p = S

N/2
∗ .

Note that the family of minimizers Wλ solves the Euler–Lagrange equation

−1W = S∗W
p−1 in RN .

4.2. Variational estimates of Sε

For our purposes it is convenient to consider the dilation invariant Sobolev quotient

S∗(w) :=
∫
RN |∇w|

2 dx

(
∫
RN |w|

p dx)(N−2)/N , w ∈ D1(RN ), w 6= 0,

so that
S∗ = inf

0 6=w∈D1(RN )
S∗(w).

Denote
σε := Sε − S∗.

In order to control σε in terms of ε, we shall use Sobolev’s minimizers Wλ as a family
of test functions for Sε. Note that since Wλ ∈ L

2(RN ) only if N ≥ 5, we shall consider
the higher and lower dimensions separately. Straightforward calculations show thatWλ ∈

Ls(RN ) for all s > N/(N − 2), with

‖Wλ‖
s
s = λ

N− 2s
p−2 ‖W1‖

s
s = λ

−
N−2

2 (s−p)
‖W1‖

s
s .
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In particular, if N ≥ 5 then Wλ ∈ L
2(RN ) and

‖Wλ‖
2
2 = λ

2
‖W1‖

2
2.

To consider dimensions N = 3, 4, given R � λ, we introduce a cut-off function ηR ∈
C∞c (R) such that ηR(r) = 1 for |r| < R, 0 < η(r) < 1 for R < |r| < 2R, ηR(r) = 0
for |r| > 2R and |η′(r)| ≤ 2/R. We then compute as in, e.g., [28, Chapter III, proof of
Theorem 2.1]:1∫

|∇(ηRWλ)|
2
= S∗ +O((R/λ)

−(N−2)), (4.2)∫
|ηRWλ|

p
= 1−O((R/λ)−N ), (4.3)∫

|ηRWλ|
q
= λ−

N−2
2 (q−p)

‖W1‖
q
q(1−O((R/λ)−(N−2)(q−N/(N−2)))), (4.4)∫

|ηRWλ|
2
= λ2
‖η2
R/λW1‖

2
2 =

{
O(λ2 log(R/λ)), N = 4,
O(λR), N = 3.

(4.5)

Using the above calculations we obtain an upper estimate of σε which is essential for
further considerations.

Lemma 4.1. We have

0 < σε .


ε
q−p
q−2 , N ≥ 5,(
ε log 1

ε

) q−4
q−2 , N = 4,

ε
q−6
2q−8 , N = 3.

(4.6)

In particular, σε → 0 as ε→ 0.

Proof. To prove that σε > 0 simply note that

S∗ ≤ S∗(wε) < Sε(wε) = Sε.

We shall now establish the upper bound on σε, which clearly tends to zero as ε→ 0.

CaseN ≥ 5. UsingWλ as a family of test functions, we obtainWλ ∈Mε for sufficiently
small ε and sufficiently large λ, and we have

Sε(Wλ) ≤
S∗

(1− β2ελ2 − βqλ
−
N−2

2 (q−p))(N−2)/N
, (4.7)

1 Note that if 0 < U ∈ H 1
loc(R

N ) solves −1U = kUp−1, x ∈ RN , for some k 6= 0, then∫
|∇(ηU)|2dx = k

∫
η2
|U |pdx +

∫
|∇η|2U2dx for all η ∈ C∞c (R

N ).

See also [28, Chapter III, proof of Theorem 2.1].
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where
β2 :=

p

2
‖W1‖

2
2, βq :=

p

q
‖W1‖

q
q .

To minimize the right hand side of (4.7), we have to minimize the scalar function

ψ(λ) := β2ελ
2
+ βqλ

−
N−2

2 (q−p).

A direct computation shows that ψ achieves its minimum in scaling at

λε = ε
−

2
(N−2)(q−2) (4.8)

and
min
λ>0

ψ ∼ ψ(λε) ∼ ε
q−p
q−2 .

For N ≥ 5, we conclude that

Sε(Wλ) ≤
S∗

(1− ψ(λε))(N−2)/N = S∗(1+O(ψ(λε)) = S∗ +O(ε
q−p
q−2 ),

and the bound (4.6) is achieved on the function Wλε , where λε is given by (4.8).

Case N = 4. Assume R � λ. Testing against ηRWλ and using the calculations in
(4.2)–(4.5) with p = 4, we obtain

Sε(ηRWλ) ≤ (S∗ +O((R/λ)
−2))

×
(
[1−O((R/λ)−4)] − ελ2O(logR/λ)− βqλ−(q−4)

[1−O((R/λ)−2(q−2))]
)−1/2

≤ S∗(1+O(ψ(λ,R))),

where

ψ(λ,R) = ελ2O(logR/λ)+O((R/λ)−2)+ βqλ
−(q−4)

[1− o(1)].

Choose

λε =

(
ε log

1
ε

)−1/(q−2)

, Rε = ε
−1/2. (4.9)

A routine calculation shows that as ε→ 0,

log
Rε

λε
∼ log

1
ε
,

and hence

ψ(λε, Rε) ∼

(
ε log

1
ε

)q−4/q−2

.

Thus bound (4.6) is achieved by the test function ηRεWλε , where λε and Rε are given by
(4.9).
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Case N = 3. Assume R � λ. Testing against ηRWλ and using the calculations in
(4.2)–(4.5) with p = 6, we obtain

Sε(ηRWλ) ≤ (S∗ +O((R/λ)
−1))

×
(
[1−O((R/λ)−3)] − ελO(R)− βqλ

−1/2(q−6)
[1−O((R/λ)−(q−3))]

)−1/3

≤ S∗(1+O(ψ(λ,R))),

where
ψ(λ,R) = ελO(R)+O((R/λ)−1))+ βqλ

−
1
2 (q−6)

[1− o(1)].

Choosing
λε = ε

−1/(q−4), Rε = ε
−1/2, (4.10)

we then find that

ψ(λε, Rε) ∼ ε
q−6
2q−8 ,

and the bound (4.6) is achieved on the test function ηRεWλε , where λε and Rε are given
by (4.10). ut

4.3. Pohožaev estimates

Nehari identity (3.3) combined with Pohožaev’s identity (3.4) lead to the following im-
portant relations.

Lemma 4.2. Set κ := q(p−2)
2(q−p) > 0. Then

‖wε‖
q
q = κε‖wε‖

2
2,

‖wε‖
p
p = 1+ (κ + 1)ε‖wε‖22.

Proof. Since wε is a minimizer of (Sε), identities (3.3)–(3.5) read

1 = ‖wε‖
p
p − ‖wε‖

q
q − ε‖wε‖

2
2, 1 = ‖wε‖

p
p −

p

q
‖wε‖

q
q −

p

2
ε‖wε‖

2
2.

Then the conclusion follows by a direct algebraic computation. ut

Lemma 4.3. ε(κ + 1)‖wε‖22 ≤
N
N−2S

−1
∗ σε(1+ o(1)).

Proof. Since wε is a minimizer of (Sε), with the help of Lemma 4.2 we obtain

S∗ ≤ S∗(wε) =
‖∇wε‖

2
2

‖wε‖2p
=

Sε

(1+ (κ + 1)ε‖wε‖22)
(N−2)/N

,

or, equivalently,

S
N/(N−2)
∗ (1+ (κ + 1)ε‖wε‖22) ≤ S

N/(N−2)
ε .
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Since σε := Sε − S∗, rearranging and differentiating, for ε→ 0 we obtain

S
N/(N−2)
∗ (κ + 1)ε‖wε‖22 ≤ S

N/(N−2)
ε − S

N/(N−2)
∗ =

N

N − 2
S

2/(N−2)
∗ σε + o(σε),

so the conclusion follows. ut

Combining the results of the three lemmas just proved, we obtain the following result
concerning the asymptotic behaviour of different norms associated with the minimizerwε
of (Sε).

Corollary 4.4. As ε→ 0, we have

‖wε‖
p
p → 1, ‖wε‖

q
q → 0, ε‖wε‖

2
2 → 0.

4.4. Optimal rescaling

Following [19], consider the concentration function

Qε(λ) =

∫
Bλ

|wε|
p dx,

where Bλ is the ball of radius λ centred at the origin. Clearly, Qε(·) is strictly increasing,
with limλ→0Qε(λ) = 0 and limλ→∞Qε(λ) = ‖wε‖

p
p → 1 as ε → 0 in view of

Corollary 4.4. Therefore, the equation Qε(λ) = Q∗ with

Q∗ :=

∫
B1

|W1(x)|
p dx < 1

has a unique solution λ = λε > 0 whenever ε � 1:

Qε(λε) = Q∗. (4.11)

Similarly, since the function

Q0(λ) :=

∫
B
λ−1

|W1(x)|
p dx =

∫
B1

|Wλ(x)|
p dx

is strictly decreasing, with limλ→0Q0(λ) = 1 and limλ→∞Q0(λ) = 0, there is a unique
solution to the equation Q0(λ) = Q∗. In fact, by the definition of Q∗ this equation is
satisfied if and only if λ = 1.

Using the value of λε implicitly determined by (4.11), we define the rescaled family

vε(x) := λ
(N−2)/2
ε wε(λεx). (4.12)

Note that

‖vε‖p = ‖wε‖p = 1+ o(1), ‖∇vε‖
2
2 = ‖∇wε‖

2
2 = S∗ + o(1), (4.13)
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i.e. (vε) is a minimizing family for S∗. Note also that∫
B1

|vε(x)|
p dx = Q∗.

The next statement is a direct consequence of the Concentration–Compactness Principle
of P.-L. Lions (cf. [28, Chapter I, Theorem 4.9]).

Lemma 4.5. ‖∇(vε −W1)‖2 → 0 and ‖vε −W1‖p → 0 as ε→ 0.

Proof. By (4.13), for any sequence εn → 0 there exist a subsequence (εn′) such that
(vεn′ ) converges weakly in D1(RN ) to some radial function w0 ∈ D

1(RN ). Applying the
Concentration–Compactness Principle (cf. [28, Chapter I, Theorem 4.9] or [32, Theorem
1.41]) to ‖vε‖−1

p vε, we further conclude that in fact (vεn′ ) converges to w0 strongly in
D1(RN ) and Lp(RN ). As a consequence, ‖w0‖p = 1 and hence w0 is a radial minimizer
of (S∗), that is, w0 ∈ {Wλ}λ>0. Furthermore,∫

B1

|w0(x)|
p dx = Q∗.

We therefore conclude thatw0 = W1. Finally, by uniqueness of the limit the full sequence
(vn) converges to W1 strongly in D1(RN ) and Lp(RN ). ut

4.5. Rescaled equation estimates

The rescaled minimizer vε defined in (4.12) solves the equation

−1vε + Sεελ
2
ε vε = Sε(|vε|

p−2vε − λ
−

2(q−p)
p−2

ε |vε|
q−2vε), (R∗ε )

obtained from the Euler–Lagrange equation (3.2) for (Sε). From the definition of vε we
obtain

‖vε‖
q
q = λ

2(q−p)/p−2
ε ‖wε‖

q
q , ‖vε‖

2
2 = λ

−2
ε ‖wε‖

2
2.

From Lemmas 4.2 and 4.3 we then derive the essential relation

λ
−

2(q−p)
p−2

ε ‖vε‖
q
q = κελ

2
ε‖vε‖

2
2 . σε, (4.14)

which leads to the following two-sided estimate:

Lemma 4.6. σ
−

p−2
2(q−p)

ε . λε . ε−1/2σ
ε/2
ε .

Proof. Follows directly from (4.14) by observing that

lim inf
ε→0

‖vε‖q > 0, lim inf
ε→0

‖vε‖2 > 0.

To prove the latter, we note that by Lemma 4.5 and in view of the embedding Lq(B1) ⊂

Lp(B1) we have

c‖vεχB1‖q ≥ ‖vεχB1‖p ≥ ‖W1χB1‖p − ‖(W1 − vε)χB1‖p = ‖W1χB1‖p − o(1),
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where χBR is the characteristic function of BR . Similarly, in view of the embedding
Lp(B1) ⊂ L

2(B1) we obtain

‖vεχB1‖2 ≥ ‖W1χB1‖2 − ‖(W1 − vε)χB1‖2 = ‖W1χB1‖2 − o(1),

so the assertion follows. ut

Using estimate (4.6), we infer from Lemma 4.6 a lower bound

λε & σ
−

1
2
p−2
q−p

ε &


ε
−
p−2
2q−4 , N ≥ 5,(

ε log 1
ε

)−1/(q−2)
, N = 4,

ε−1/(q−4), N = 3,

(4.15)

and an upper bound

λε .


ε
−

1
2
p−2
q−2 , N ≥ 5,

ε
−

1
q−2
(
log 1

ε

) q−4
2q−4 , N = 4,

ε
−

q−2
4(q−4) , N = 3.

(4.16)

Note that for N ≥ 5 the above lower and upper estimates are equivalent, and as a conse-
quence we obtain the following.

Corollary 4.7. Assume N ≥ 5. Then ‖vε‖q and ‖vε‖2 are bounded.

Proof. Follows from (4.14)–(4.16). ut

In the lower dimensions the growth of ‖vε‖2 is to be taken into account to obtain matching
bounds, so instead of (4.16) we shall use a more explicit upper bound

λε .
ε−1/2σ

1/2
ε

‖vε‖2
. ‖vε‖

−1
2

 ε
−

1
q−2
(
log 1

ε

) q−4
2q−4 , N = 4,

ε
−

q−2
4(q−4) , N = 3,

(4.17)

which is also a combination of (4.14) and (4.6).

4.6. A lower barrier

To control the norm ‖vε‖2, we note that

−1vε + Sεελ
2
εvε = Sε(v

p−1
ε − λ

−
2(q−p)
p−2

ε vq−1
ε ) ≥ −Vε(x) vε, x ∈ RN ,

where

Vε(x) := Sελ
−

2(q−p)
p−2

ε vq−2
ε (x).

According to the radial estimate (3.9),

uε(x) ≤ Cp|x|
−2/(p−2)

‖uε‖p.
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Using (4.13) and the fact that λ
−

2(q−p)
p−2

ε . σε → 0 by Lemmas 4.1 and 4.6, for sufficiently
small ε > 0 we obtain

Vε(x) = Sελ
−

2(q−p)
p−2

ε vq−2
ε (x) ≤ Sελ

−
2(q−p)
p−2

ε C
q−2
p ‖vε‖

q−2
p |x|

−
2(q−2)
p−2 ≤ C|x|

−
2(q−2)
p−2 ,

where the constant C > 0 does not depend on ε or x. Therefore, for small ε > 0 solutions
vε > 0 satisfy the linear inequality

−1vε + V0(x)vε + Sεελ
2
εvε ≥ 0, x ∈ RN ,

where V0(x) := C|x|
−

2(q−2)
p−2 .

Lemma 4.8. There exists R > 0 and c > 0 such that for all small ε > 0,

vε(x) ≥ c|x|
−(N−2)e−

√
εSε λε |x| (|x| > R).

Proof. Define the barrier

hε(x) := (|x|
−(N−2)

+ |x|β)e−
√
εSε λε |x|,

where β < 0 is fixed in such a way that

−(N − 2)−
2(q − p)
p − 2

< β < −(N − 2),

and the value of c > 0 will be specified later. A direct computation then shows that for
some R � 1 one gets

−1hε + V0(x)hε + ελ
2
εhε

= {−β(β +N − 2)|x|β−2
+ C(|x|−(N−2)

+ |x|β)|x|
−2 q−2

p−2

+

√
εSε λε((2β +N − 1)|x|β−1

+ (3−N)|x|−(N−1))} e−
√
εSε λε |x|

≤ {−β(β +N − 2)|x|β−2
+ 2C|x|−(N−2)−2 q−2

p−2 } e−
√
εSελε |x| ≤ 0,

for all |x| > R, where R � 1 can be chosen independent of ε > 0.
Note that Lemmas 4.5 and 3.1 imply

‖(vε −W1)χB2R\BR/2‖∞→ 0,

and hence
vε(R) ≥

1
2W1(R),

for all sufficiently small ε > 0. Choose c > 0 so that

c(R−(N−2)
+ Rβ) ≤ 1

2W1(R).

Then
vε ≥ chε for |x| > R,

by the comparison principle for the operator−1+V0+ ελ
2
ε (see, e.g., [2, Theorem 2.7]).

ut
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4.7. Cases N = 3 and N = 4 completed

We shall apply Lemma 4.8 to obtain matching estimates on the blow-up of ‖vε‖2 in low
dimensions.

Lemma 4.9. If N = 3 then ‖vε‖22 & 1
√
ε λε

.

Proof. Assuming N = 3 we directly calculate from Lemma 4.8:

‖vε‖
2
2 ≥

∫
R3\BR

|vε|
2 dx ≥

∫
∞

R

c2e−2
√
εSε λεr dr ≥

C
√
ε λε

,

as required. ut

As an immediate corollary, using (4.17), we obtain an upper estimate of λε which matches
the lower bound of (4.15) in the case N = 3.

Corollary 4.10. If N = 3 then λε . ε−1/(q−4).

Next we consider the case N = 4.

Lemma 4.11. If N = 4 then ‖vε‖22 & log 1
√
ε λε

.

Proof. Assuming N = 4 we directly calculate using Lemma 4.8:

‖vε‖
2
2 ≥

∫
R4\BR

|vε|
2 dx ≥

∫
∞

R

c2r−1e−2
√
εSε λεr dr = c20(0, 2

√
εSε λεR),

where
0(0, t) = − log(t)− γ +O(t), t ↘ 0,

is the incomplete Gamma function and γ ≈ 0.5772 is the Euler constant [1]. Hence we
obtain, for sufficiently small ε,

‖vε‖
2
2 ≥ c

2(− log(2
√
εSε λεR)− γ ) ≥ C log

(
1
√
ε λε

)
,

as required. ut

Corollary 4.12. If N = 4 then λε .
(
ε log 1

ε

)−1/(q−2)
.

Proof. An immediate corollary of (4.14) and (4.6) is the relation

Cελ2
ε log

1
√
ε λε
≤

(
ε log

1
ε

) q−4
q−2
.

Note that εδ1 ≤
√
ε λε ≤ ε

δ2 for some δ1,2 ≥ 0 and ε small enough, which is a conse-
quence of (4.16) and (4.15). Therefore,

log
1
√
ε λε

∼ log
1
ε
,

and the conclusion follows. ut
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4.8. Further estimates

The results in the previous section could be used in a standard way to improve upon some
earlier estimates.

An immediate consequence of the sharp upper estimates of λε is the following.

Corollary 4.13. ‖vε‖q = O(1).

The boundedness of the Lq norm also allows one to reverse estimates of ‖vε‖2 via (4.14).

Corollary 4.14.

‖vε‖
2
2 =


O(1), N ≥ 5,

O
(
log 1

ε

)
, N = 4,

O(ε
−

1
2
q−6
q−4 ), N = 3.

We now prove that the Lq bound also implies an L∞ bound.

Lemma 4.15. ‖vε‖∞ = O(1).

Proof. Note that by (R∗ε ) the function vε is a positive solution of the linear inequality

−1vε − Vε(x)vε ≤ 0, x ∈ RN ,

where
Vε(x) := Sεv

p−2
ε (x).

From the radial estimate (3.9) we obtain

vε(x) ≤ Cq‖vε‖q |x|
−N/q . (4.18)

Hence, using Corollary 4.13 we obtain

Vε(x) ≤ SεC
p−2
q ‖vε‖

p−2
q |x|−N(p−2)/q

≤ C∗|x|
−2p/q ,

for some constant C∗ > 0 which does not depend on ε or x. As a consequence, vε is a
positive solution of the linear inequality

−1vε − V∗(x)vε ≤ 0, x ∈ RN , (4.19)

where V∗(x) = C∗|x|
−2p/q

∈ Lsloc(R
N ) for some s > N/2. The result can then be

deduced from the weak Harnack inequality for subsolutions of (4.19) (cf. [26, Remark 5.1
on p. 226]). Here we give an elementary proof that also works in the present context.
Integrating the inequality (4.19) over a ball and applying the divergence theorem, by
monotonic decrease of vε(x) in |x| we have

|∇vε(x)| ≤
C

|x|N−1

∫
B|x|(0)

V∗(y)vε(y) dy ≤ C
′vε(0)|x|1−2p/q ,
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for some C,C′ > 0 independent of ε and x. Integrating again along the straight line
from 0 to x0, we obtain

vε(0) ≤ vε(x0)+ C
′′vε(0)|x0|

2(q−p)/q ,

for some C′′ > 0 independent of ε and x. We then conclude by choosing |x0| sufficiently
small independently of ε, using (4.18) and Corollary 4.13. ut

A standard consequence of the L∞ bound and elliptic regularity theory is the following
convergence statement.

Corollary 4.16. vε → U1 in C2(RN ) and Ls(RN ) for any s ≥ p. In particular,

vε(0) ' W1(0). (4.20)

Proof. Indeed, a consequence of the L∞ bound of Lemma 4.15 and convergence in
D1(RN ) via the compactness result for monotone radial functions in Lemma 3.1 is con-
vergence in Ls(RN ) for any s ≥ p. Then a Calderón–Zygmund estimate [15, Theo-
rem 9.11] implies convergence in W 2,s

loc (R
N ) and, hence, by Sobolev embedding, also

in C1,α
loc (R

N ). Since the nonlinearity in (R∗ε ) is smooth, using Schauder’s estimates [15,
Theorem 6.2, 6.6] we deduce convergence in C2

loc(R
N ). Finally, taking into account that

the constants in Schauder estimates are uniform with respect to translations, we conclude
convergence in C2(RN ). ut

Taking into account that
uε(0) ∼ λ−2/(p−2)

ε vε(0),

we can use (4.20) to estimate the amplitude of uε(0) to derive (2.4), which completes the
proof of Theorem 2.5.

5. Supercritical case p > 2∗

5.1. The limit equation

For p > 2∗ the limit equation

−1u− |u|p−2u+ |u|q−2u = 0 in RN (P0)

admits a unique positive radial ground state solution u0 ∈ D
1(RN )∩Lq(RN ). Further, it

is known that u0 ∈ C
2(RN ), u0(x) is a decreasing function of |x|, and there exists C0 > 0

such that
lim
|x|→∞

|x|N−2u0(x) = C0 > 0 (5.1)

(see [5, Theorem 4] for existence, or [20, 21] for existence and asymptotic decay, and [21,
18] for the uniqueness proofs).

Similarly to (3.6), the ground state u0 admits a variational characterization in the
Sobolev space D1(RN ) via the rescaling

u0(x) := w0(x/
√
S0), (5.2)
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where w0 is the positive radial (i.e., depending only on |x|) minimizer of the constrained
minimization problem

S0 := inf
{∫

RN
|∇w|2 dx

∣∣∣∣ w ∈ D1(RN ), 2∗
∫
RN
F0(w) dx = 1

}
, (S0)

where F0 is the truncated nonlinearity defined by (3.1) (see [5, Section 5]), so that the
minimization problem (S0) is well defined onD1(RN ). Similarly to (3.2)–(3.5), one con-
cludes that the minimizer w0 solves the Euler–Lagrange equation

−1w0 = S0(|w0|
p−2w0 − |w0|

q−2w0) in RN . (5.3)

Further, w0 satisfies Nehari’s identity∫
RN
|∇w0|

2 dx = S0

∫
(|w0|

p
− |w0|

q) dx,

and Pohožaev’s identity (see e.g. [5, Proposition 1])∫
RN
|∇w0|

2 dx = S02∗
∫ (
|w0|

p

p
−
|w0|

q

q

)
dx.

Taking into account that ‖∇w0‖
2
2 = S0, we then derive from Nehari and Pohožaev’s

identities the relation

‖w0‖
p
p − ‖w0‖

q
q =

2∗

p
‖w0‖

p
p −

2∗

q
‖w0‖

q
q = 1, (5.4)

which leads to the explicit expressions

‖w0‖
p
p =

(q − 2∗)p
(q − p)2∗

, ‖w0‖
q
q =

(p − 2∗)q
(q − p)2∗

. (5.5)

Remark 5.1. Note that the arguments leading to (5.5) also give nonexistence of non-
trivial weak solutions u ∈ D1(RN ) ∩ Lp(RN ) ∩ Lq(RN ) of problem (P0) in the case
2 < p ≤ 2∗ and q > p.

5.2. Energy and norm estimates

To control the relations between Sε and S0 it is convenient to consider the (equivalent to
(S0)) scaling invariant quotient

S0(w) :=

∫
RN |∇w|

2 dx

(2∗
∫
RN F0(w) dx)(N−2)/N , w ∈ D1(RN ),

∫
RN
F0(w) dx > 0. (5.6)

Then
S0 = inf

w∈D1(RN )
F0(w)>0

S0(w). (5.7)
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Lemma 5.2. 0 < Sε − S0 → 0 as ε→ 0.

Proof. To show that S0 < Sε simply note that

S0 ≤ S0(wε) < Sε(wε) = Sε. (5.8)

To control Sε from above we will use the minimizerw0 as a test function for (Sε). In view
of (5.1), we have w0 ∈ L

2(RN ) if and only if N ≥ 5. Therefore we shall consider the
higher and lower dimensions separately.

Case N ≥ 5. Testing (Sε) against w0, we obtain

Sε ≤ Sε(w0) ≤
S0

(1− ε‖w0‖
2
L2(RN ))

(N−2)/N
≤ S0 +O(ε), (5.9)

which proves the claim for N ≥ 5.

To consider the lower dimensions, given R > 1 we introduce a cut-off function ηR ∈
C∞c (R) such that ηR(r) = 1 for |r| < R, 0 < η(r) < 1 for R < |r| < 2R, ηR(r) = 0
for |r| > 2R and |η′(r)| ≤ 2/R. Then taking into account (5.1), for s > N/(N − 2) we
compute ∫

RN
|∇(ηRw0)|

2
= S0 +O(R

−(N−2)),∫
RN
|ηRw0|

s dx = ‖w0‖
s
Ls (RN )(1−O(R

N−s(N−2))),∫
RN
|ηRw0|

2
=

{
O(log(R)), N = 4,
O(R), N = 3.

Case N = 4. Let R = ε−1. Testing (Sε) against ηRw0 and using the fact that p > 4, we
obtain

Sε ≤ Sε(w0) ≤
S0 +O(R

−2)

(1−O(R−4)− εO(logR))1/2

≤
S0 +O(ε

2)(
1−O(ε4)−O

(
ε log 1

ε

))1/2 ≤ S0 +O

(
ε log

1
ε

)
,

which proves the claim.

Case N = 3. Let R = ε−1/2. Testing (Sε) against ηRw0 and using the fact that p > 6,
we obtain

Sε ≤ Sε(w0) ≤
S0 +O(R

−1)

(1−O(R−6)− εO(R))1/3

≤
S0 +O(ε

1/2)

(1−O(ε3/2)−O(ε1/2))1/3
≤ S0 +O(ε

1/2),

which completes the proof. ut
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Lemma 5.3. ‖wε‖∞ ≤ 1 and ‖wε‖s . 1 for all s > 2∗.

Proof. In view of (1.2) and (3.6) we have

‖wε‖∞ = ‖uε‖∞ ≤ 1.

Using Sobolev’s inequality and Lemma 5.2 we also obtain

‖wε‖
2
2∗ ≤ S

−1
∗ ‖∇wε‖

2
2 = S

−1
∗ Sε = S

−1
∗ S0(1+ o(1)).

Then for every s > 2∗,
‖wε‖

s
s ≤ ‖wε‖

2∗
2∗ ,

so the assertion follows. ut

Lemma 5.4. ε‖wε‖22 → 0.

Proof. Since wε is a minimizer of (Sε), we have

1 = 2∗
∫
RN
Fε(wε) dx = 2∗

∫
RN
F0(wε) dx − 2∗

ε

2
‖wε‖

2
2. (5.10)

Therefore

S0(wε) =
‖∇wε‖

2
2

(2∗
∫
RN F0(w) dx)(N−2)/N =

Sε(
1+ 2∗

2 ε‖wε‖
2
2
)(N−2)/N .

Assume contrary to the statement of the lemma that lim supε→0 ε‖wε‖
2
2 = m > 0. Then

by Lemma 5.2 for any sequence εn→ 0 we obtain

S0 ≤ S0(wεn) =
Sεn(

1+ 2∗
2 εn‖wεn‖

2
2
)(N−2)/N ≤

S0(1+ o(1))

1+ 2∗
2 m

< S0,

a contradiction. ut

5.3. Proof of Theorem 2.3

Consider a sequence of εn→ 0. Since ‖∇wεn‖
2
2 = Sεn → S0, the sequence (εn) contains

a subsequence, still denoted (εn), such that

wεn ⇀ w̄ in D1(RN ) and wεn → w̄ a.e. in RN ,

where w̄ ∈ D1(RN ) is a radial function. By Lemma 5.3, the sequence (wεn) is bounded
in L2∗(RN ) and L∞(RN ). Using Lemma 3.1 and Sobolev’s inequality, we also obtain a
uniform bound

wε(x) ≤ C|x|
−(N−2)/2

‖∇wε‖2 ≤ 2C|x|−(N−2)/2S0,

for ε sufficiently small. Using Lemma 3.1 we conclude that

wεn → w̄ in Ls(RN ) for any s ∈ (2∗,∞).
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Taking into account Lemma 5.4 and (5.10) we also obtain∫
RN
F0(w̄) dx = lim

n→∞

∫
RN
F0(wεn) dx = lim

n→∞

(
1+ 2∗

εn

2
‖wεn‖

2
2

)
= 1.

By weak lower semicontinuity we also conclude that

‖∇w̄‖22 ≤ lim inf
n→∞

‖∇wεn‖
2
2 = S0,

that is, w̄ is a minimizer for (S0). By the uniqueness of the radial minimizer of (S0) we
conclude that w̄ = w0.

We now claim that (wεn) converges strongly to w0 in D1(RN ). Indeed, we have

‖∇(wεn − w0)‖
2
2 = ‖∇wεn‖

2
2 + ‖∇w0‖

2
2 − 2

∫
RN
∇wεn · ∇w0 dx

= Sεn + S0 − 2
∫
RN
∇wεn · ∇w0 dx.

Estimating the last term and taking into account (5.3), (5.4) and the fact that by the Hölder
inequality ∣∣∣∣∫

RN
f0(w0)(wε − w0) dx

∣∣∣∣ ≤ ‖f0(w0)‖p/(p−1)‖wε − w0‖p

≤ C‖w0‖
p−1
p ‖wε − w0‖p → 0,

we obtain∫
RN
∇wεn · ∇w0 dx = S0

∫
RN
f0(w0)wεn dx

= S0

∫
RN
f0(w0)w0 dx + S0

∫
RN
f0(w0)(wεn − w0) dx

= S0(1+ o(1)),

which proves the claim.
Since (wεn) converges to w0 in D1(RN ) and in Ls(RN ) for any s ≥ 2∗, similarly to

the proof of Corollary 4.16 by standard elliptic regularity we conclude that (wεn) con-
verges to w0 in C2(RN ). The proof of of Theorem 2.3 is then completed by taking into
account the uniqueness of w0.

5.4. Remarks on a slightly supercritical limit problem

Here we discuss the asymptotic behaviour as p ↓ 2∗ of the minimizerw0 of the limit vari-
ational problem (S0). For convenience, set δ := p− 2∗ > 0. To highlight the dependence
on δ, in this section we denote the ground state energy in (5.7) by Sδ0 , while wδ0 will be
used to denote the corresponding minimizer. Also, in this section the asymptotic notation
such as . etc. is in terms of δ→ 0.

The following summarizes our results regarding the asymptotic behaviour of wδ0 as
δ ↓ 0.
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Proposition 5.5. 0 < Sδ0 − S∗→ 0 for δ ↓ 0. In addition,

δ1/(q−2∗) . wδ0(0) . δ1/(q+N),

and, provided that q > N(N+2)
2(N−2) ,

wδ0(0) ∼ δ
1/(q−2∗). (5.11)

Let us note, however, that the asymptotic of wδ0(0) for general values of q is open, and
numerical evidence suggests that the conclusion of (5.11) is false for q sufficiently close
to 2∗.

To prove Proposition 5.5, we first establish a few basic estimates for the behaviour of
the minimizer of the quotient in (5.6) as δ→ 0.

Lemma 5.6. ‖wδ0‖∞ ≤ 1, ‖∇wδ0‖2 . 1, ‖wδ0‖p . 1 and ‖wδ0‖q . δ.

Proof. The first inequality is an immediate consequence of ‖u0‖∞ ≤ 1 and (5.2). To
prove the second estimate, consider a suitable fixed test function w ∈ C∞0 (R

N ) satisfying
0 ≤ w ≤ 1. Then from (5.6) and (5.7) we conclude that Sδ0 . 1 as δ → 0, implying the
result. The last two inequalities are immediate consequences of (5.5). ut

We now establish a rough upper bound on the amplitude of wδ0.

Lemma 5.7. ‖wδ0‖∞ . δ1/(q+N).

Proof. In view of the gradient estimate of Lemma 5.6, by the Calderón–Zygmund in-
equality [15, Theorem 9.11] applied to wδ0 solving (5.3) we conclude that ‖wδ0‖W 2,p

loc (RN )
is uniformly bounded, and hence ‖∇wδ0‖∞ ≤ C for some C > 0 independent of δ for
sufficiently small δ > 0. This yields the following estimate for some c > 0 independent
of δ:

c‖wδ0‖
q+N
∞ ≤

1
2q
‖wδ0‖

q
∞|BR(0)| ≤

∫
BR(0)
|wδ0|

qdx ≤ ‖wδ0‖
q
q ,

where R = ‖wδ0‖∞/(2C), and we used monotonicity of wδ0(x) in |x|. The result then
follows from the fact that ‖wδ0‖

q
q ∼ δ by (5.5). ut

The relations in (5.5) immediately lead to the following lower bound on wδ0(0), which
was established in [18, Theorem A (1.7)] (see also [20, Proposition B]). We present a
proof for completeness.

Lemma 5.8. ‖wδ0‖∞ & δ1/(q−2∗).

Proof. Indeed, by (5.5) we have

δ‖wδ0‖
p
p ≤

p

q
(q − 2∗)‖wδ0‖

q−2∗−δ
∞ ‖wδ0‖

p
p ,

and the result follows from ‖wδ0‖
p
p > 0 and smallness of δ. ut

Importantly, for sufficiently large q we can prove a matching upper bound, yielding the
precise asymptotic behaviour of the minimizer’s amplitude as δ→ 0.
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Lemma 5.9. If q > N(N+2)
2(N−2) then ‖wδ0‖∞ . δ1/(q−2∗).

Proof. In view of Lemmas 3.1 and 5.6 and the Sobolev inequality, we have

wδ0(x) ≤ min{C2∗ |x|
−N/2∗

‖wδ0‖2∗ , Cq |x|
−N/q
‖wδ0‖q},

. min{|x|−(N−2)/2, δ1/q
|x|−N/q}.

In view of (5.1), (5.2) and Lemma 5.3, we can apply Newtonian kernel to (P δ0 ). We obtain

wδ0(x) = S
δ
0AN

∫
RN

(wδ0(y))
p−1
− (wδ0(y))

q−1

|x − y|N−2 dy,

where AN =
0((N−2)/2)

4πN/2 . In particular, for q > N(N+2)
2(N−2) we have (with a slight abuse of

notation)

wδ0(0) =
Sδ0

N − 2

∫
∞

0

(
(wδ0(r))

p−1
− (wδ0(r))

q−1)r dr
≤ S∗(1+ o(1))

∫
∞

0
(wδ0(r))

2∗−1r dr .
∫
∞

0
min{r−(N−2)/2, δ1/qr−N/q}

N+2
N−2 r dr,

.
∫
∞

R

r−N/2 dr + δ
N+2
q(N−2)

∫ R

0
r

1−N(N+2)
q(N−2) dr . R−(N−2)/2

+ δ
N+2
q(N−2)R

2−N(N+2)
q(N−2) .

Minimizing for q > N(N+2)
2(N−2) the function

ψδ(R) := R
−(N−2)/2

+ δ
N+2
q(N−2)R

2−N(N+2)
q(N−2)

we obtain
min
R>0

ψδ(R) = ψδ(R∗) ∼ δ
1/(q−2∗),

where R∗ ∼ δ
−

2
(N−2)(q−2∗) . ut

We also establish the energy convergence estimate.

Lemma 5.10. 0 < Sδ0 − S∗→ 0 as δ→ 0.

Proof. Taking into account (5.5) we obtain

S∗ ≤ S∗(wδ0) =
‖∇wδ0‖

2
2

‖wδ0‖
2
p

=

(
2∗(q − p)
p(q − 2∗)

)2/p

Sδ0 < Sδ0 .

To control Sδ0 from above we will use the Sobolev minimizers (Wλ)λ>0 as a family of test
functions for (Sδ0). Using (4.1) we obtain

Sδ0(Wλ) =
S∗( 2∗

p
λ−

N−2
2 δ
‖W1‖

p
p −

2∗
q
λ−

N−2
2 (q−2∗)

‖W1‖
q
q

)(N−2)/N . (5.12)
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To minimize the right hand side of (5.12), we need to maximize for λ > 0 the scalar
function

ψ(λ) :=
2∗

p
‖W1‖

p
pλ
−

1
2 (N−2)(p−2∗)

−
2∗

q
‖W1‖

q
qλ
−

1
2 (N−2)(q−2∗).

A direct calculation shows that ψ achieves its maximum at

λ∗ :=

(
p(q − 2∗)‖W1‖

q
q

q(p − 2∗)‖W1‖
p
p

) 2
N−2

1
q−p

,

and

ψ(λ∗) = A(p, 2∗, q)‖W1‖
p(q−2∗)
q−p

p ‖W1‖
−
q(p−2∗)
q−p

q ,

where

A(p, 2∗, q) := 2∗p−
q−2∗
q−p q

p−2∗
q−p

{(
q − 2∗

p − 2∗

)− p−2∗
q−p

−

(
q − 2∗

p − 2∗

)− q−2∗
q−p

}
> 0.

In particular, when δ = p − 2∗→ 0 we have A(p, 2∗, q) ' 1 and ψ(λ∗) ' 1, so

Sδ0 ≤ Sδ0(Wλ∗) = (ψ(λ∗))
−(N−2)/NS∗ = S∗(1+ o(1)),

which completes the proof. ut

Remark 5.11. Instead of Wλ we can use rescalings of an arbitrary functions w ∈
D1(RN ) ∩ Lq(RN ) as a family of test function in (5.12). Then, taking into account that
by Sobolev imbedding w ∈ L2∗(RN ), and hence by interpolation we have w ∈ Lp(RN )
as well, the above argument with generic q > p > 2∗ leads to

S0(p, 2∗, q)A2/2∗(p, 2∗, q)‖w‖
2p(q−2∗)
2∗(q−p)
p ≤ ‖∇w‖22‖w‖

2q(p−2∗)
2∗(q−p)
q ,

which could be interpreted as a supercritical Gagliardo–Nirenberg type inequality. Simi-
lar ideas were used in [31, 10] to characterize sharp constants in the Gagliardo–Nirenberg
inequality for 1 < q < p < 2∗.

6. Subcritical case 2 < p < 2∗ revisited: Proof of Theorem 2.1

In the subcritical case Pohožaev’s identity implies that the limit equation (P0) has no posi-
tive finite energy solutions. As discussed in the Introduction, to understand the asymptotic
behaviour of the ground states uε we consider the rescaling in (1.3), which transforms
(Pε) into (Rε), with the associated limit problem as ε→ 0 given by (R0) (see Sec. 1).

Let Gε : R→ R be a bounded C2 function such that

Gε(w) :=
1
p
|w|p −

1
2
|w|2 −

ε
q−p
p−2

q
|w|q
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for 0 ≤ w ≤ ε−1/(p−2), Gε(w) ≤ 0 for w > ε−1/(p−2), and Gε(w) = 0 for w ≤ 0. For
ε ∈ [0, ε∗), consider the family of constrained minimization problems

S′ε := inf
{∫

RN
|∇w|2 dx

∣∣∣∣ w ∈ H 1(RN ), 2∗
∫
RN
Gε(w) dx = 1

}
. (S′ε)

Note that all the problems (S′ε), including the limit problem (S′0), are well-posed in the
same energy space H 1(RN ). According to [5, Theorem 2], (Sε) admits a radial positive
minimizer wε for every ε ∈ [0, ε∗). In view of its uniqueness [17], the rescaled function

vε(x) := wε(x/
√
S′ε),

coincides with the radial ground state of (Rε).
In order to estimate S′ε, consider the associated dilation invariant representation

S ′ε(w) :=
∫
RN |∇w|

2 dx

(2∗
∫
RN Gε(w) dx)

(N−2)/N , w ∈M′
ε,

where M′
ε := {0 ≤ u ∈ H

1(RN ),
∫
RN Gε(w) dx > 0}. Clearly

S′ε = inf
w∈M′

ε

S ′ε(w)

and for sufficiently small ε we have

S′0 ≤ S ′0(wε) < S ′ε(wε) = S′ε. (6.1)

Indeed, since by definition 2∗
∫
RN Gε(wε) dx = 1 and Gε(s) is a decreasing function

of ε for each s > 0, we have wε ∈ M′

0, and the second inequality again follows by
monotonicity of Gε(s) in ε. At the same time, by continuity w0 ∈ M′

ε for sufficiently
small ε. Therefore, usingw0 as a test function for (S′ε), we obtain, for sufficiently small ε,

S′ε ≤ S ′ε(w0) =
S′0(

1− 2∗
q
ε
q−p
p−2 ‖w0‖

q
q

)(N−2)/N
≤ S′0 +O

(
ε
q−p
p−2
)
.

Therefore, S′ε → S′0.
Arguing as in the proof of Lemma 4.2, we may conclude that

‖wε‖
p
p =

(q − 2∗)p
(q − p)2∗

+
p(q − 2)
2(q − p)

‖wε‖
2
2.

Then, using this identity to compute S ′0(wε) and the convergence of S′ε to S′0, after some
tedious algebra we obtain

lim
ε→0
‖wε‖

2
2 =

2(2∗ − p)
2∗(p − 2)

, lim
ε→0
‖wε‖

p
p =

(2∗ − 2)p
(p − 2)2∗

.

In particular, this implies that 2∗
∫
RN G0(wε) dx → 1 as ε → 0. Hence, there exists

a rescaling λε → 1 such that 2∗
∫
RN G0(w̃ε) dx = 1 and S ′ε(w̃ε) → S′0 for w̃ε(x) :=
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wε(λεx). This implies that (w̃ε) is a minimizing family for (S′0) that satisfies the constraint
used in the analysis of [5]. Then, applying [5, Theorem 2] we conclude that for a sequence
εn → 0 we have w̃εn → w̄ strongly in H 1(RN ), and in view of the convergence of (λε)
we have wεn → w̄ as well, where w̄ is the minimizer of (S′0) satisfying the constraint.
Therefore, by uniqueness of minimizers of (R0) [17], we have w̄ = w0 and the limit is a
full limit.

Finally, arguing as in the proof of Lemma 4.15, using ‖wε‖2∗ instead of the Lq norm
to control the growth of wε at the origin, we also conclude that ‖wε‖∞ . 1 as ε → 0.
Then by standard elliptic regularity, similarly to the proof of Corollary 4.16, we conclude
that wε converges to w0 in Ls(RN ) for any s ≥ 2 and in C2(RN ), which completes the
proof of Theorem 2.1.
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dre à coefficients discontinus. Ann. Inst. Fourier (Grenoble) 15, no. 1, 189–258 (1965)
Zbl 0151.15401 MR 0192177

[27] Strauss, W. A.: Existence of solitary waves in higher dimensions. Comm. Math. Phys. 55,
149–162 (1977) Zbl 0356.35028 MR 0454365

[28] Struwe, M.: Variational Methods. Springer, Berlin (1990) Zbl 0746.49010 MR 1078018
[29] Unger, C., Klein, W.: Nucleation theory near classical spinodal. Phys. Rev. B 29, 2698–2708

(1984)
[30] van Saarloos, W., Hohenberg, P. C.: Fronts, pulses, sources and sinks in generalized complex

Ginzburg–Landau equations. Phys. D 56, 303–367 (1992) Zbl 0763.35088 MR 1169610
[31] Weinstein, M.: Nonlinear Schrödinger equations and sharp interpolation estimates. Comm.

Math. Phys. 87, 567–576 (1983) Zbl 0527.35023 MR 0691044
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