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Abstract. We consider the Trudinger—Moser type functional

J,(v) = %/QWUF —A/I(log/Qea“> Pda),

where Q2 is a two-dimensional Riemannian surface without boundary, v € H 1(9), fsz v =0,
I = [—1,1], P is a Borel probability measure on / and A > 0. The functional J) arises in the
statistical mechanics description of equilibrium turbulence, under the assumption that the intensity
and the orientation of the vortices are determined by P. We formulate a Toland nonconvex duality
principle for J, and we compute the optimal value of A for which Jj, is bounded from below.

Keywords. Trudinger—Moser inequality, mean field equation, logarithmic Hardy-Littlewood—So-
bolev inequality

1. Introduction and main results

In the pioneering article [21] (see also [12]), Onsager initiated the equilibrium statistics
for a two-dimensional system of point vortices and pointed out the possibility and impor-
tance of negative temperatures. Based on this observation, Joyce-Montgomery [16] and
Pointin—Lundgren [22] derived the corresponding mean field equation of Liouville type
in the high-energy limit. See also [7, 8] for recent developments of the kinetic theory.

Assuming that the distribution of circulations is determined by a general Borel prob-
ability measure P defined on the interval [—1, 1], such methods lead to the following
“continuous system”, as derived in [23]:

e*? 1
—Av = )\/[‘O((m - @) P(doe), LU =0. (1)

T. Ricciardi: Dipartimento di Matematica e Applicazioni, Universita di Napoli Federico II,
Via Cintia, 80126 Napoli, Italy; e-mail: tonia.ricciardi @unina.it

T. Suzuki: Department of Systems Innovation, Osaka University Graduate School of Engineering
Science, 1-3 Machikaneyama, Toyonaka, Osaka 560-8531, Japan;
e-mail: suzuki@sigmath.es.osaka-u.ac.jp

Mathematics Subject Classification (2010): Primary 26D15; Secondary 35J20, 35J60



1328 Tonia Ricciardi, Takashi Suzuki

Here, Q2 is an orientable compact Riemannian surface without boundary, v is the stream
function, A > 0 is a constant related to the inverse temperature, / = [—1, 1], and
P € M(I) is a Borel probability measure which determines the distribution of the inten-
sity of the vortices. Equation (1) has a variational formulation. Indeed, (1) is the Euler—
Lagrange equation for the Trudinger—Moser type functional

J(v) = %/Q|VU|2 —A/I<log/Qe°‘”> P(da), )

defined for v € H'(Q), [q v =0.

The special case P(da) = §1, the Dirac mass concentrated at « = 1, corresponds to
assuming that all vortex points have the same intensity and the same orientation. In this
case, equation (1) reduces to the well known and extensively studied mean field equation

1

ev

Further applications of (3) include the Nirenberg problem in differential geometry and
the description of chemotaxis in biology. In the context of two-dimensional turbulence
it was rigorously derived and analyzed in [3, 4, 17]. See [18, 26] for an overview of
known results for (3) including uniqueness, tolopogical degree, construction of bubbling
solutions, etc. For P(da) = §1, the functional (2) reduces to

)| _! [Vv]> — Alog | €°
A P=6; ) Q g o .

In view of the sharp Trudinger—Moser inequality on compact Riemannian surfaces, as
established by Fontana [13]:

1
fe” §Cexp{—/ |Vv|2}, “@
Q 167 Q

the functional J; |p—s, is bounded from below if and only if A < 87. An alternative proof
of the sharp constant in the Trudinger—-Moser inequality (4) was obtained in [3].

On the other hand, the assumption P = t8; + (1 — t)d_ corresponds to assuming
that all vortex points have one of two-sided circulations with given rate. In this case,
equation (1) takes the form

—Av—kr( ¢ —L>—A(1—t)<i—i> 5)
e 19l Joev 1Ql)’

which received considerable attention in recent years, particularly in view of the pos-
sibility of two-sided blow-ups (see [11, 15, 20]). See also [10] for related very recent
applications to chemotaxis involving two species. The corresponding Trudinger—-Moser
functional is given by

1 _
JA(U)|7;=T81+(17I)871 = 5/;2|Vv|2 —Mlog/ﬂe” - —r)log[ge v,
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In [20], by blow-up analysis, it is shown that the above functional is bounded below if
and only if A < 87 /max{t, 1 — t}. The arguments in [20] were extended to equation (1)
in [19], where in particular a blow-up analysis on the product space I x 2 is carried out.
As an application of that analysis, it is shown that the functional (2) is bounded below if

8
< .
- max{f[o’l]oz2 P(da), f[—l,O] a?P(da)}

However, a comparison with the sharp result of Shafrir and Wolansky [24, 25] for an
equivalent free energy functional of logarithmic Hardy-Littlewood—Sobolev type with
discrete P indicates that the above estimate may be improved. Indeed, in view of such
results, it is conjectured in [19] that Jj is bounded below if and only if

8nP(K+)

““‘“f{m

K Clen suppP} (6)

where K is a Borel set and I, = [0, 1]and I_ = [—1, 0).

Our aim in this article is to confirm the constant appearing in (6). In this direction, our
first objective is to identify a duality principle for J). More precisely, we rigorously prove
a Toland type nonconvex duality principle for the following Lagrangian from [23, 27]:

|
c(@pa,m:f/ paaogpa—l)v?(daw—f |Vv|2—// apuv P(dar).
IxQ 2 Ja IxQ

Here (®py, v) € &I, x E, where

m:{peLlogL(sz):pzo, / p=x},
Q

T, = {®pq : po € 'y for P-ae. a € I},

E:{veHl(Q):fv=0}.
Q

We define the following free-energy functional of logarithmic Hardy-Littlewood—Sobo-
lev type:

1
w@o = [[ puttozna—1)=3 [[ ot [ puGx0p P Piap)

for @py € @I's. The following duality principle implies that minimization of Jj, is equiv-
alent to minimization of W:

Theorem 1 (Duality principle). For any A > 0 the following relation holds:

inf £ =infJ, +Ar(logh — 1) = inf . 7)
@Iy xE E T,
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Theorem 1 may be viewed as a Toland nonconvex duality principle for J, and ¥
(see [28]). It is stated without proof in [27]. In the special case where P = §; the duality
principle is known, and the corresponding free energy W has been extensively studied by
Beckner [1] in arbitrary dimensions. See also [5]. In Section 2 we prove Theorem 1 by
a direct minimization argument which requires some care, since on one hand the space
L' (I, P; Llog L()) is not reflexive, and on the other hand the logarithmic nonlinearity
is not differentiable at 0.

With the duality principle at hand, the study of Jj, is reduced to the study of functionals
of the form

Tp(@pa) = /I /Q pa l0g o P(dar)

+//12A(a, B) //Qz pa(x)logd(x,y) pg(y) P(da) P(dp).  (8)

where A € C(I?) is symmetric and satisfies the sign condition
aBA(a, B) >0 onl?, )
and ®py € BTy, where
@Iy, = {®pa : po € Ty, for P-ae. a € I}.

In the special case where P is an atomic measure, namely

P = iaiaom
i=1

the free energy (8) takes the form

Voo =Y o [ pitogn+ 3 ay [[ ot po. a0
i=1

i,j=1

with a;; = A(a;, aj)a;aj, i, j = 1,...,n. Discrete functionals of the form (10) have
been extensively investigated by Shafrir and Wolansky [24, 25], who derived an optimal
condition for boundedness below. In Section 3 we extend the Shafrir—Wolansky condition
to the case of arbitrary P in the subcritical case by an approximation argument. We first
consider the case of nonnegative A(«, 8). We prove:

Theorem 2. Suppose A € C(Iz) is symmetric and such that A > 0 on 1%, Dry € CU)
is such that infyey Ay > 0 and ®p, € C(I, Llog L(K2)). If there exists € > 0 such that

2—¢) / Ao P(da) — //2 A(et, B)Agrp P(da) P(dB) = 0 (11)
J J

for all Borel subsets J C I, then U is bounded below on eT;,.

In order to extend Theorem 2 to the case where A satisfies the sign condition (9) we
exploit a useful remark concerning collaborating systems with two blocks from [25]. We
derive the following result.
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Theorem 3. Suppose A € C(I 2y s symmetric and satisfies (9), Ay € C(I) is such that
infyes Ay > 0 and ®p, € C(I, Llog L(R2)). If there exists ¢ > 0 sltch that (11) holds
for all Borel subsets J C 14 and for all Borel subsets J C 1_, then V is bounded below
on ®I',,.

At this point, using Theorem 3, we are able to confirm the value (6) in the subcritical case.
Namely, we prove the following result.

Theorem 4 (Lower bound for J,). Let A be the constant defined in (6). The functional
Jy. is bounded below on E if . < A.

The constant A is sharp in the sense that it cannot be replaced by any larger constant. We
expect that the strict inequality is a technical limitation of our approximation argument.

Notation. Throughout this article all integrals over Q2 are taken with respect to the
Lebesgue measure induced by the underlying metric. All integrals over I are taken
with respect to P. We denote by G(x,y) the Green’s function uniquely defined by
—AyG(x,y) =8y, fQ G(x,y)dx = 0. We denote by C a general constant whose value
may vary from line to line.

2. A duality principle

The aim of this section is to prove by an ad hoc minimization method, which is perhaps
of independent interest, the duality relation between J,, ¥ and L, as stated in Theorem 1.

Our main result in this section is Proposition 1 below, which rigorously establishes for
every fixed v € E the existence of a minimizer ®p, for the functional L(-, v), satisfying
the constraint

0 :keav//e“” (12)
Zo Q

for P-ae.a € 1.

We note that since the Banach space L](I, P; Llog L(2)), on which L(-,v) is
coercive, is not reflexive, the standard minimization argument for convex functionals
cannot be applied. Therefore, in Lemma 2 we show that any minimizing sequence in
L'(I, P; Llog L(S2)) may be replaced by a minimizing sequence in L>(I x €2). Thus,
for every fixed v € E we obtain ®p, such that

L®p,,v) = min{L(Dpa, V) : pa € I'1}.

At this point, it may seem natural to derive the asserted constraint by Gateau differen-
tiation. However, such an argument is not applicable on the subsets of €2 where L, = =0.
Therefore, in Lemma 3 we first show that the set {(¢, x) € [ x Q : o, (x) =0} has zero
measure. Finally, in Lemma 4 we prove that (12) holds for P-a.e. « € I. The detailed
proof is as follows.

We recall that £ is the Lagrangian defined by

1
ﬁ(@pa,v)=/f Pa(log pg — 1)73(da)+—f IVvlz—/f apv P(da).
IxQ 2 Jo IxQ
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The Lagrangian £ is naturally defined for ®p, > 0 belonging to the space
X = L'(I, P; Llog L())

andforve E={ve H(Q): fQ v = 0}. The space X may be equipped with the norm

||eapa||x=// |/0a|10g(e+|p—a|>dx73(doz).
1Ja [l oall1

We recall that, in view of results from [14], the functional

/ |p(x)] log(e + M) dx
Q ol

defines an order-preserving norm on L log L(£2), which is equivalent to the standard Lux-
emburg and Orlicz norms.

Proposition 1. For every fixed v € E N L*(2) the functional L(-, v) admits a minimizer
@Ba € @yer 'y satisfying (12) for P-a.e. a € 1. Moreover,

L(®pq, V)| = Jr(v) + A(logi — 1). 13)

pa:&,,:)‘eav/fg eV
We divide the proof of Proposition 1 into several steps.

Lemma 1. For every fixed v € HY(Q) the functional L(-, v) is coercive on ®T'.

Proof. In view of Young’s inequality st < s(logs — 1) + ¢’ for all s, ¢ > 0, we estimate

V/ *Po¥ // [epa(log(epe) — 1) + €!V*]
I1xQ I1xQ
:8// Pa(logpa—l)—i-elogS-// pa—l—/e‘“'/*’.
IxQ IxQ Q

1
ﬁ(eapa,v)z(l—w// pa(logpa—1>+§/ Vo2
IxQ Q

—810g8'f/ pa—/ elvl/e,
IxQ Q

In view of the elementary inequality ¢ < t(log? — 1) + e for all # > 0, we derive

IA

It follows that

1
L(Bpy,v) > (l—s—eloga)// pa(logpa—l)—}-—/ |Vv|?
IxQ 2 Ja

—e|§2|8log£—f elvl/e, (14)
Q
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Here, we have C, > 0 such that

plog(e + p/A) < plogp + Cy, 0O<p<l,
plogle+p/r) < pllogp+Cu), p=1,

which implies
plog(e + p/2) < p(logp+Co) +Ci,  p > 0.

/p(Ing—l)Z/plog<e+L>—Ci
Q Q ol

with C{ > 0 independent of p € T;.
Finally, by choosing ¢ small in (14) and in view of the Trudinger—Moser inequality,
we conclude that for every fixed v € H'(S) there exists a constant C(v) > 0 such that

Hence

L(®po-v) = 5[Bpallx — C(v)
for any ®p, € Iy O

Since L(-, v) is bounded below and coercive, there exists a minimizing sequence which is
bounded in X. However, since X is not reflexive, we cannot directly deduce the existence
of a minimizer. Therefore, we first show that there exists a minimizing sequence which
is bounded in L*°(I x ) (see Lemma 2 below). In what follows it will be convenient to
denote

(1) = t(logt — 1).

We consider, for w € L°°(£2) and p € I';, the functional

Fw(p)Z/QcD(p)_/;pr-

Lemma 2. There exists M > 0, depending on |2|, . and ||w|| only, such that for any
p € Iy there exists p € Ty with p < M such that

Fy(p) < Fu(p).

Proof. For M > 0 large, we define
A=lp=M), E=(p<2/Q) K = f (h— M),
A
We note that k¥ — 0as M — +oo and kM < A. Moreover,

A / / +f > 2 qal - 1E) = 2 — 22 E]
Q E Q\E 1€2] |€2]

and therefore
|E] > [€2]/2. (15)
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Hence, we may define
p=Mxa+pxeane + (o +kM/|E)xE.

‘We note that

/,5=M|A|+/ p+/p+kM=/p—/(p—M)+kM=A,
Q (Q\A\E E Q A

so that o € ;.. In view of (15) we also have
KM/E| < 20/19]. (16)

We have
kM
Fy(p) — Fy(p) =/[¢(M)—<D(p)]+/ [Cb(er—) —q)(p)] —/(ﬁ—p)w
A E |E| Q

By the Mean Value Theorem, we estimate
/A[Cb(p) —oM)] = /A D' (M +6(x)(p — M))(p — M)
zlogM~/(,o—M)=leogM 17)
A

with 0 < 8(x) < 1. On the other hand, by the same argument and (16), we have

kM
J (o iz) —ow)]
EN{1/2=p=21/I2} |E|

kM kM
/ [@’(,ow(x)—)—” <k  max |®'(s)]
EN{1/2<p<21/I} |E|) |E| 1/2<s<4)./1Q|

We claim that

kM
/ |:CI>(p) — c1><p + —)] > —kM max | (s)]. (18)
EN{0<p=<1/2} |E]| 1/2<5<1/2+22/|9|

Indeed, since ® is decreasing on [0, 1], if kM /|E| < 1/2, we readily have

kM
/ [‘D(p)—q><p+—>] > 0.
EN{0<p<1/2} |E]

IfkM/|E| > 1/2,then 0 < p + kM /|E| — 1/2 < k™ /| E| and therefore

N L (| B N L G R ) ]
EN{0<p<1/2) |E] EN{0<p<1/2) 2 |E]
(s A
EN{0<p=<1/2) 2 E| 2 [E] 2

> kM max |D/(5)].
1/2<s<1/2421/|Q]
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Hence, (18) is established. It follows that

kM
/ ot — | =D (p) <kM( max  |®'(s)|+  max |q>’(s)|). (19)
E |E| 1/2<s<4)/|Q| 1/2<s<1/2421/1|

Furthermore, we have

kM
/(ﬁ—p)w=—/(/0—M)w+/ —w
Q A E |E]

and therefore

/(ﬁ — pyw| < 2kMwl|oc. (20)
Q
From (17), (19) and (20) we conclude that
Fy(p) — Fu(p)
< (— logM+ max |®'(s)|+  max | (s)] + 2||w||oo)kM
1/2<s<41/|9| 1/2<s<1/2421/|9|
In particular, for large M we have F,,(p) — Fy(p) < 0, as asserted. O

In view of Lemma 2, we can prove the existence part of Proposition 1:

Proof of Proposition 1 (existence of a minimizer). Fix v € E N L°°(2) and consider the
functional

Fo@pa) = /1 Fau(pa) P(da).

In view of Lemma 1, F is convex and coercive on the closed convex subset X, =
{®Bpy € X : po = 0, pra = ) ae. Q for P-ae. « € I}. In view of Lemma 2
and |lav|lco < llv[leo, there exists a minimizing sequence @p) which is bounded in
L°°(I x ). In particular, @p]; is bounded in LP (I x ) for all p > 1. It follows that
there exists ®p, € LP(I x ) such that §p) — ®p, weakly in LP (I x ). By weak

LP(I x Q)- lower semicontinuity of the convex functlonal Fu, we conclude that

Fv(@fa) = linzinf}—v(@pg)

Since L(-, v) = F,(-) + ||Vv ||%/2, we conclude that @fa is the desired minimizer. ]
Lemma 3. Let ®p, € @), and for every a € I let
Ey ={x € Q:py =0}

If there exists J C I such that P(J) > 0 and |Ey| > O for all o € J, then there exists
B py € B, such that py > 0 forall ¢ € J and L(Bpy, v) < L(Bpqy, V).
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Proof. Let Ay = {pq = 1/(2|R2])}. We claim that
|Ay| > 0. 21

Indeed, if this is not the case we have p, < A/(2|€2]) a.e. in @ and hence

K—/ Q- A A
= Pa = 2|Q| 27

a contradiction. In view of our assumption on E, and (21), for all « € J we define

1 1
XEq — T
|Eq| |Aql

Do = XAy

and we set ¢, = 0 for @ ¢ J. We note that fQ 0y = 0. We have, recalling the definition
of @

L(D(po + fa®a), V) — L(®py, V)
= f/ Pa(l0g(pg + tape) — 10g pg)
IxQ

+ /f tot(pa(l()g(pa + ta‘ﬂa) - 1) - // Aly PV
IxQ IxQ
ty
= y 10g pa —1
//m < <p Aq |> ng> //JE < & Ed| )
//Maml( (”“WA |) ) //JE Eq|
+//J><AaAav
Pu Io
= —1 —1 1—
/J {< Eal >+/A o °g< |Aa|pa>
[ Qee(oe i) =) =i e 1)
|A| e A Eol J, " 1Al Ju, "]

In view of the elementary expansion x! log(1+x) =14+ O(x) as x | 0, we have

A%log(l |At|pa) Al [ <|Aa|pa>}

We note that since p, > A/(2|2|) on A, by choosing 7, suitably small we may assume
that 75, /(| A | per) 1s small. We conclude that

Puo Iy
b ty) = —log( 1 —
Larlle) /A la g( |Aa|pa>
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is bounded with respect to #,. On the other hand, we have

|A| ( (2|sz| |ftxaa|) ) Aql ( <p“_|ftxaa|>_1) X

1
< logpy < — | pa < —.
|Aa|/Aa T Al Ja, T T 1A

We conclude that there exists ¢, = ¢4 (A, v) such that

/Aaf_jl(’g(l A |pa) |A|/< (”"‘éﬁ)”)

- v+
|E0t| Ey |A0£|

Forevery o € J, choosing 0 < 1, < |E,|exp{l—cy} we obtain log(ty, /| Ey|)—14+cq < 0
and therefore

£(®(pa + tot@ot)9 v) — £(®pa: v) <0,
as asserted. ]

We denote by @p  the minimizer of L(-, v) on I';x. In view of Lemma 3 we may assume
that P, > 0 a.e. in  for P-a.e. « € I. However, this condition is not sufficient to
differentiate £ at L, Therefore, we derive the constraint (12) by the following direct
arguments.

Lemma 4. The minimizer ®p, satisfies the constraint (12).

Proof. Throughout this proof, for the sake of simplicity, we omit the underlining of P,
We define

Fon= {poe = 1/n}.

Then, for all ®¢, € L x Q) such that supp ¢y C Fy.n, fQ 0o = 0, loglloce < 1/n,
and for all 0 < ¢ < 1, we have p, + t¢y € I'), and consequently, by minimality of ®p,,

L@ (py + @), v) = LIDpg, V).

We derive

1
< 7[£(®(Po¢ +19q), V) — LIBpy, v)]

1
= —U/ {(pa + t@a)[l0g(po + t@y) — 1] — po(log pg — 1)} — // tawav].
t IxFyp IxFyp

By the Mean Value Theorem applied to f(s) = s(logs — 1) we have

0< /f log(pg +0(t, x, )t Qa)Po — f/ Py v
IxFyp IxFyp
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with 0 < 0(¢, x, ) < 1. Taking limits as t — 0, we derive

0 < / / [log o — avlga
IxFyp

for all p, € L™ (2) with supp ¢y C Fy.n, fQ 0o = 0,and [|¢y|lcc < 1/n. By considering

—@q, we conclude that
// [log pe — av]py =0
IxFyp

for all ¢, satisfying the above assumptions. It follows that for any ¥, € L% (£2) such that

supp Yo C Fon,
1
f/ [Inga_av](l//a__/ wgg) =0.
IxFan 12| Jo
‘We derive that

1
/ f [log pu — V] = — / Vi / / [log p — av]
IxFyn 2] Jo Ix Fan
I L)
= log py — a v )Y
S ixr, \Jr, o0 e, )
and, in turn, that

1 o
log py — v — — log o —}——/ v]w =0
/flp[ : @ Je, 7 1RlE, 177

for all ¥, € L*°(2). It follows that

log po —av = log pqu

V=!Can

121 JF,, 121 JF,,

on Fy . Now, we observe that Fy, , C Fy nt1, U, Fa,n = 2\ Eq and in view of Lemma 3
we have |Ey| = 0. We conclude that ¢y , does not depend on n and

1 o 1
log p —av:—/logp - — v:—/logp.
: QlJe -7 Qe Qe ST
This, in turn, implies (12). O

Proof of Proposition 1 completed. We have already established (12). On the other hand,
if py = 1€V / [ e*Y, we have

av = log py — log A +10g/ e,
Q

and therefore, recalling that fQ Pou = A,

// APV = // Pa(log pe — 1) +A/10g/ e*’ — A(logh — 1).
IxQ IxQ I Q

Inserting the above identity into £, we obtain (13). O
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Proof of Theorem 1. By density, we have

inf L= inf
@ XE @Iy, x (ENL®())

The first equality in (7) is a direct consequence of (13). Hence, we are left to verify the
second equality in (7), that is,

inf £ = inf V.
Gy xE T,
By density, we have
inf L= inf L, inf ¥ = inf v,
@I xE (@®THMNL®(IxQ))xE @r; BTHNL®(IxQ)

Let ®py € LI x ). In view of the estimate

IR
oV
IxQ2

= _”@poz”%w(b(g) + E/ |U|27
2¢e 2 Q
it is readily seen that L(®py, -) is coercive on E for any A. Moreover, the minimum is
attained at v = v, where

v = G*/apa Plda).
I

Integration by parts and Fubini’s Theorem yield

/|Vv|2= / VG*/ozpaP(da)-VG*/ﬂp,gP(d,B): f/ aﬁ/,oaG*pﬁ.
Q Q I I 12 Q

On the other hand, we also have

//apay=// apaG*fﬂpﬁP(dﬁ)=// aﬁ/paG*pﬂ-
1JQ IxQ 1 12 Q

We conclude that L(Bpy, v) = V(B py) and the second inequality in (7) follows.
Now, Theorem 1 is completely established. O
3. An approximation argument

This section is devoted to obtaining a sufficient condition for boundedness from below of
the functional

v@pn) = [ putogpu Pida)
IxQ
+ [[ s [ putsrtogder, ) ps) Piden P,
as stated in Theorem 2.

Our aim is to approximate P by atomic measures. More precisely, for a fixed interval
J C I we define a sequence of atomic measures P, as follows. For every n € N, let J; ,,,
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i =1,...,n,be disjoint semi-closed intervals such that sup;_;
and J = J'_, Jin. Letaj, € Jin, i =1, ..., n. We define

nlJinl = 0asn — oo

.....

Po=Y_ Pin)ba,, (22)
i=1

where §, denotes the Dirac measure concentrated at € J. The following result holds.

Lemma 5. Let P be a Borel probability measure on I = [—1, 1], let J C I be a fixed
interval and let Py, be defined by (22). Then:

(i) Forevery f € C(J) we have

/fdPn—>/fd73 asn — oo.
J J
(ii) Forevery g € C (72) we have

/] Pt piapy — [[ s p P pap.

Proof. (i) We have

f, fdPy =" f@i)PUin) = /J D f@in)xs, dP.
i=1 i=1

Setting fr, = Y 71—, f(ctin) Xz, Wehave || fulloo < |l flloo- Moreover, for any o € J and
any n leta € J; ,. By uniform continuity of f on J we have

|f (@) = fa(@)| < o0scy;, f— 0

as n — oo. Here, osc; f = sup, ,c;|f(x) — f(y)]. Now, the claim follows by standard
Riemann integration arguments.
The proof of (ii) is similar. ]

Now, we strengthen the previous lemma as follows.

Lemma 6. Let J C I be a fixed interval and let f € C(J) and g € C (72). Then for

every n > 0 there exists an ny, € N such that for all n > n, and for all v, C {1, ...,n}
we have
Y PUin) f@in) — f fdP| <, (23)
I€Ewy, ]wn
and
Z PJi)P(Jjn)&(in, &jn) — /f g(a, pYPda)PdB)| <n,  (24)
i,jewn Jzn
where J,,, = Uiew,, Jin.
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Proof. We first prove (23). We have

S P [ = 3 flain) /, ap

i€wy, i€Ewy,

and therefore

> U ) = [

icw, Jo

< Z/]‘ \f = f@nldP.

icwy Y Jin

fdpP

Choosing n;, sufficiently large so that sup;
ing that P(J) < 1, we conclude that

n) oscy,, f < nforalln > ny, and recall-

,,,,,

> /J |f = flein)|dP <1,

i€wy

and the claim follows.
We now prove (24). As before, we have

> 8@in i) PUin)P(Jjn) = / /J _ 8(@. ) Pu(da) Pu(dp)

i,j€wp

and therefore

> PULWPUjn)8 @i i) — f /J  8(e. p)P(da) P(dp)

i,jew, wp

< Z //.] o |g(ai,n,05j,n)_g(05, ﬂ)|’P(da)'P(d‘3)

i,jEwy

Choosing n, sufficiently large so that sup; ;e ., 08¢y, xJ;,8 < nforalln > n,, we
conclude the proof. O

Now we consider the functional

\I/(m,...,pn>=2bi/9p,- logpi + ) aij //;Zzpi(x)IOgd(x,Y)Pj(y) (25)
i=1

i,j=1
where (p1, ..., pp) € [1/_; T, (aij) is a symmetric matrix with nonnegative entries and
b;i > 0 foreveryi = 1,...,n. The next result, which is essentially contained in [24],

provides the optimal condition for boundedness below of W in the subcritical case. Since
we are interested in keeping track of the explicit values of the constants with respect to ,
we provide the proof.
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Proposition 2. Suppose that there exists ¢ > 0 such that

Q=&)Y biri— Y aijhirj =0 (26)

ieJ i,jeJ

forall J C {1,...,n}. Then ¥V is bounded below on ]_[;':1 I'y,. Moreover, there exist
Tij = 0 such that Tij + Tji = 1 and

n

aijAiAj
W<p1,...,pn>>——2b—2 5 [Cale) = 7ijlog A; — jj log ]
i,j=1

forall py, ...

, Pn € ]_[?Z] I'y,, where Cq(e) > 0 is a constant depending on & and 2
only.

The constant Cq(¢) is defined in the following lemma.

Lemma 7 ([24]). For every ¢ > 0 there exists Cq(e) > 0 such that for every T € [0, 1]

(2—8)// F(x)log ! G(y)g(l—t)/FlogF—i—r[GlogG—i—CQ(s)
Q2 d(x,y) Q Q

forall F, G € T)=.

Proof of Proposition 2. We use Lemma 7 with F = p; /A;, G = pj/Aj, T =1
order to estimate the cross-term in the functional W defined in (25). We have

// pi(X)1 I pi(y
0og
Q2 A d(x,y) Aj
1 Oj ; Cql(e)
52—8|:tij/5; log——i—rj,/ ’1 ] 5,

Multiplying by ;1; and recalling that [ pi = A;, [o pj = Aj, we derive

1
//Qz pi(x) log aGy) ;i (y)

1 i AiriCqle
=< _|:'L'l])L f Pi 10g + Tji 1/ Pj 10g p_ji| + LQ)
2—¢ Q Aj

— Tij in

2—¢
1
= 2_ TijAj ,Oz log pi + TjiAi pjlog p; | + Cij(e),

where

Aik
Cij(e) = —[CQ(E,‘)—T,/ logA; — 7ji log Aj].
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In view of symmetry of g;; and relabelling, we have

n
Y aij // pi() log ——— p; ()
Q=1 y)
n
= 2_¢ Z dij <le)‘ / pilog pi + 1ji I/S;,Oj logpj> + Z a;;jCij(e)

=1 =1
= Zaljrl] / i log p; + Zaljcl](g)
2-e i,j=1 i,j=1
Note that
n
> aijCijle) = — Z aijriri[Cale) — ijlog A — Tj; log A;1.
i,j=1 l] 1

Plugging this into W we estimate

n 2 n n
Vo1, ..., pn) = Z(bi iy me;%) /Q,Oi log pi — Z a;jCij(e).
i=1 =

ij=1

We note that [, p; log p; > —|Q2|/e. Therefore, ¥ is bounded below on [i_; T, if there
exist (t;;);,j such that

b; —ZTZaur,]k >0 Vi=1,. 27)

If (27) holds, then we have the lower bound

WPty on) = ——Zb - Z aijCij (e).

i,j=1
Finding (7;;); ; such that condition (27) holds is equivalent to the following problem:

7 =20,

Tii + T = 1’
1y Jt (28)

n
ZZaijTijli)»j < (2 —8)bjA;.
i=1

Similarly to [24], we introduce new unknowns x;; = 2a;;7;jA;A; and new coefficients
dij = ajjAi)j, c; = (2 — €)b;A;. Then a solution (7;;) to (28) exists if and only if there
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exists a solution (x;;) to the problem

xij =0,

xij + xji = 2d;j,
n
E Xij = Cj.
j=1

This is exactly Problem (P) in the Appendix of [24]. Hence, we may use the linear pro-
gramming argument in [24, Proposition A.1] (see also [27]) in order to conclude that a
solution to system (29) exists if and only if

dodij<) o YIC{l....nh

i,jeJ ieJ

(29)

By definition of d;; and ¢;, the above is equivalent to (26). ]

We shall also need the following estimate concerning functions in the logarithmic space
Llog L(€2). We note that it may be alternatively derived by duality from Lemma 7. The
proof below uses standard rearrangement arguments.

Lemma 8. There exists a constant C > 0 such that

H/QIIOgd(-,y)If(y)dyH =CA+ 1 fllLiogL) (30)

o
forall f € Llog L(S).

Proof. For a fixed x € © we take a normal coordinate system on a geodesic disc B, (x).
Moreover, for every measurable function g defined on E C 2 we denote by g* the
decreasing rearrangement of g defined on (0, |E|). See, e.g., [2]. We note that the de-
creasing rearrangement of the function g(y) = [logd(:, y)| on E = B,(x) is given by
g*(t) = log \/7/t,t € (0, r?). Hence, by standard rearrangement properties,

7Tr2 T
< f log\/if*(t)dt.
0 t
In view of Lemma 6.2, p. 243 in [2] we have

7Tr2 T
/ log\/;f*(t)dt <CA+fllLogL)-
0

V IIOgd(x,y)If(y)dy‘ _ V llog rl.f
B (x) B-(0)

On the other hand,
/ logd(x,y) fMIdy < Cllflli = CllfllLiogL)-
Q\ By (x)

Hence, (30) is established. ]

Finally, we provide the proof of Theorem 2.
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Proof of Theorem 2. For every @&p, € @Iy, using the discrete probability measure P,
defined in (22) with J = I, we consider the discretized functional ¥, = Wp_p, defined
by

n
v, (@pg) = ZP(JIV!) /Q Paj log Pa;
i=1

+ Z A, )P (Ji))P(Jjn) P, (X) logd(x, y) pa;, (¥)-
=1 Q2 !

€29}

Note that (pg, ,)7_; € [T, I'(Ag; ,,)- Moreover, W, has the form (25) with b; = P(J; ),
ajj = A(®in, @jn)PJin)P(Jj,). In view of assumption (11) and Lemma 6 we take
n > 0 with

&

/ Ao P(da) > 1.
2 J;
We conclude that there exist ¢ > 0 and n, € N such that

2-¢/2) ZP(Ji,n))&a,-,,, - Z A(din, QI,n)P(Ji,n)P(Jj,n))‘di,n)‘Olj,n =0

ieJ i,jeJ

for all J C {1,...,n} with n > n,. Throughout the rest of this proof, we assume
n > ng. In view of Proposition 2 and recalling that Y '_, P(J;,) < 1, we conclude
that W, (B pa) > —[€2|/e — Cp(e), where

1 n
Ca®) = 53— > AW@in, &) PUin) Pk, hay,
i,j=1

x [Cq(e) — tij log Ag;, — Tji log )‘Olj,n]
for some 0 < 7;; < 1. We note that in view of Lemma 5 we have
n
Z A@in, o n)PJin)P(Jjn) = //2 A(a, B) P(da) P(dB),
i,j=1 1

and therefore the constant C,, (¢) is uniformly bounded with respect to n. Hence, we may
take limits. We recall that by assumption @p, € C (I, L log L(£2)) and therefore f (o) =
fg Po log py is continuous on /. Letting n — oo and using Lemma 5(i) we conclude that

n
ZP(Ji,n) f P, 108 Pu;,, = / / Pa log po Pp(da) — / / Pa log po P(dar).
i=1 Q 1JQ 1J%

On the other hand, in view of the assumption ®p, € C(/, Llog L) and Lemma 8 we
derive that the function

gla, ) = //;22 pa(x)logd(x, y) pp(y) dx dy
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is continuous on /2. Letting n — oo and using Lemma 5(ii) we conclude that

> Ain. )P Uin)PJjn) // Pa;, (x)ogd(x, y) pa;, (¥)

ijes @2
= //{2 A(a, B) f/ﬂz P (x)logd(x, y) pp(y) Pn(da) P,(dpB)
- | /1 @ [ /Q pa®)logd(x, y) py() Plda) P(dP).

We conclude that ¥ is bounded below on @T';,, if condition (11) holds for all J C I,
J a finite union of intervals. Since subintervals of / form a base for the standard topology
on I, we conclude that it is equivalent to assume that (11) holds for all Borel subsets
JCLI

The proof of Theorem 2 is now complete. O

The proof of Theorem 3 relies on the observation that a kernel A(w, ) satisfying the
sign condition (9) may be viewed as a “collaborating system with two blocks”, as defined
in [25, Section 5.2].

Proof of Theorem 3. We rewrite
U (@po) = ¥(@aer, pa) + ¥ (@uer pa)

H//I ; A(“”g)//gzpa(x)logd(x,y)pﬁ(y)P(da)P(dﬂ).

In view of the sign assumption (9), we have A(«, f) < 0 on I x I_. Therefore, we
estimate

[ 4@ [[ aiode, ) pp) P Pap)

1
= // [A(a, ﬁ)l/f Po(x) log pp(y) P(da) P(dB)
LixI_ 2 d(x,y)

1

>log

It follows that {IVJ(GB Pa) is bounded below on @I, if and only if @(@ae I, Pe) is bounded
below on @ger, ', and W(@yes_ po) is bounded below on Bge;_ I's, . In view of The-
orem 2 with J = I and J = I_, we derive the conclusion of Theorem 3. O

Finally, we provide the proof of Theorem 4.

Proof of Theorem 4. By Theorem 1, it is equivalent to obtain boundedness below of the
functional

1
V(®pa) = /fl Q,Oa(Inga -b-3 f/{z Oéﬂ/QpaG*pﬂ P(da) P(dB)
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on @T;. In view of standard properties of the Green’s function on compact manifolds, we
equivalently consider the functional

U(®py) = // Pa log py
I1xQ

1
t o // aﬁ// pa(x)logd(x, y) pp(y)dx dy P(de) P(dB).
T 12 Q

Using Theorem 3 with A(e, 8) = (4m)'ap and A, = A forall @ € I, we derive that W
is bounded below if there exists ¢ > 0 such that

2 —eAP(J) — A2 // op P(da)P(dp) =0
J2 47

for all Borel sets J C I} and J C I_. At this point, it suffices to observe that

2
// af P(da) P(dB) = </ aP(da)) . O
J? J
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