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Abstract. We study various statistics related to the eigenvalues and eigenfunctions of random
Hamiltonians in the localized regime. Consider a random Hamiltonian at an energy E in the lo-
calized phase. Assume the density of states function is not too flat near E. Restrict it to some large
cube 3. Consider now I3, a small energy interval centered at E that asymptotically contains in-
fintely many eigenvalues when the volume of the cube 3 grows to infinity. We prove that, with
probability one in the large volume limit, the eigenvalues of the random Hamiltonian restricted to
the cube inside the interval are given by independent identically distributed random variables, up to
an error of size an arbitrary power of the volume of the cube. As a consequence, we derive
• uniform Poisson behavior of the locally unfolded eigenvalues,
• a.s. Poisson behavior of the joint distributions of the unfolded energies and unfolded localization

centers in a large range of scales,
• the distribution of the unfolded level spacings, locally and globally,
• the distribution of the unfolded localization centers, locally and globally.
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0. Introduction

To introduce our results, we first restrict our exposition to the celebrated random Ander-
son model, that is, on `2(Zd), we consider the operator

Hω = −1+ Vω

where −1 is the free discrete Laplace operator

(−1u)n =
∑
|m−n|=1

um for u = (un)n∈Zd ∈ `
2(Zd)

and Vω is the random potential

(Vωu)n = ωnun for u = (un)n∈Zd ∈ `
2(Zd).
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We assume that the random variables (ωn)n∈Zd are independent identically distributed
and that their distribution admits a compactly supported smooth density.

It is well known (see e.g. [Kir08]) that, ω-almost surely, the spectrum ofHω is equal to
a fixed closed set, say, 6. Moreover, there exists a Lebesgue almost everywhere bounded
density of states, say λ 7→ ν(λ), such that, for any continuous function ϕ : R→ R, one
has ∫

R
ϕ(λ)ν(λ) dλ = E(〈δ0, ϕ(Hω)δ0〉).

The function ν is the density of a probability measure on 6.
For L > 1, consider 3 = [−L,L]d ∩ Zd , a cube on the lattice, and let Hω(3) be

the random Hamiltonian Hω restricted to 3 with periodic boundary conditions. It is a
finite-dimensional symmetric matrix; let us denote its eigenvalues ordered increasingly
and repeated according to multiplicity by E1(ω,3) ≤ · · · ≤ EN (ω,3). For x ≥ 0,
define the empirical level spacing distribution of Hω(3) as

DLS(x;ω,3) =
#{j ; (Ej+1(ω,3)− Ej (ω,3))|3| ≥ x}

|3|
.

A result that is typical of the results we prove in the present paper is

Theorem 0.1. There exists λ0 > 0 such that, for |λ| > λ0, with probability 1, as
|3| → ∞, DLS(x;ω,3) converges uniformly to the distribution x 7→ g(x) where

g(x) =

∫
6

e−ν(λ)xν(λ) dλ, (0.1)

that is, ω-almost surely,

sup
x≥0
|DLS(x;ω,3)− g(x)| −−−−→

|3|→∞
0.

This result shows that, for the discrete Anderson Hamiltonian with smoothly distributed
random potential at sufficiently large coupling, the limit of the level spacing distribution is
that of i.i.d. random variables distributed according to the density of states of the random
Hamiltonian.

To the best of our knowledge, this is the first rigorous study of the level spacing
distribution of random Schrödinger operators.

The purpose of the paper is to study spectral statistics for random Hamiltonians in
the localized regime. The large coupling Anderson Hamiltonian described above is the
typical example. Spectral statistics have been studied in various works, mainly for discrete
or continuous Anderson models (see e.g. [Mol82, Min96, KN07, Wan01]) but up to now,
to the best of our knowledge, studies have only described the local spectral statistics.
For a random Hamiltonian restricted to a cube 3, the existence of the density of states,
that is, of a limit for the number of eigenlevels per unit of volume (see (1.3)) implies
that the average distance between levels is of order |3|−1. Local spectral statistics are
the statistics in energy intervals I of size |3|−1. Thus, such intervals contain typically
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a number of eigenvalues that is bounded uniformly in the volume of the cube. This, in
particular, hinders the study of the empirical distribution of level spacings.

In the present paper, we go beyond this. Therefore, we introduce a new method of
study of the eigenlevels and localization centers that is quite close to the physical heuris-
tics (see e.g. [Jan98, LR85, Mir00]). The method consists in approximating the eigen-
values of the true random operator (restricted to some finite cube) by a family of i.i.d.
random variables that are constructed as eigenvalues of the random operator restricted
to smaller cubes. That this is possible is a consequence of localization: due to their ex-
ponential falloff, eigenfunctions only see the random potential surrounding them. This
construction is only feasible under some restrictions on the relative size of the region
where one wants to study eigenvalues and the size of the cube to which one restricts the
random operator. If one wants to control, with a good probability, all the eigenvalues in
some interval I , then one roughly needs I to be of size |3|−α , the inverse of the volume
of the cube to some power α smaller than but close to 1 (see Theorem 1.1). If one wants to
enlarge the interval I , one can go up to sizes that are of order a negative power of log |3|
at the expense of being able to describe only most of the eigenvalues (see Theorem 1.2).

The basic tools that we use to control the eigenvalues are the so-called “Wegner” and
“Minami” estimates (see (W) and (M) in Section 1.1). Using the approximation described
above, we obtain a large deviation estimate for the number of eigenvalues inside a possibly
shrinking interval of a random operator restricted to some large cube (see Theorem 1.3).
This bound shows that, for intervals I that are not too small, with good probability, the
number of eigenvalues in I is given by the weight that the integrated density of states
gives to I times the volume of the cube up to an error of smaller order.

Then, we derive the almost sure level spacing statistics near fixed energies as well as
inside non-trivial compact intervals (see Theorems 1.4, 1.6 and 1.7). We also compute the
localization center spacing statistics (see Theorem 1.7).

This is the first time that these statistics are obtained for random Schrödinger opera-
tors.

The next result is the uniform local statistic for the eigenvalues and localization cen-
ters when they are rescaled covariantly, i.e. the scaling in energy is of order the scaling
in space to the power −d (see Theorem 1.10); we prove that the covariantly scaled local
statistics are independent of the scale (if they are not too small), i.e. one always obtains
Poisson statistics. In the non-covariant scaling case, we obtain almost sure results on the
counting function (see Theorem 1.15). In the case of the standard scale, i.e. energies are
scaled by |3|−1 on a cube of volume |3|, we also study the asymptotic independence
of these local processes (see Theorems 1.11 and 1.12). This extends known results of
[Mol82, Min96, KN07].

We point out that our analysis goes beyond the previous results also in the sense that
locally the images of the eigenvalues by the IDS are shown to exhibit a Poissonian behav-
ior. When the DOS exists and is non-zero, we recover the previously known statements,
but a vanishing derivative of the IDS is allowed in the present work.

We also consider the problem from a different point of view. The usual procedure
consists in restricting the random Hamiltonian to some finite cube and study the statistics
for this operator in the limit when the cube grows to be the whole space. One can also
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consider the Hamiltonian in the whole space. In a compact interval in the localized region,
say I , the Hamiltonian admits countably many eigenvalues. We enumerate them using the
localization center attached to an associated eigenfunction (see Proposition 1.2). That is,
we consider the eigenvalues in I having localization in some finite cube. We derive the
almost sure statistics of the level spacing distributions (see Theorem 1.8); they are the
same as the ones obtained for the Hamiltonian restricted to a cube.

Finally let us conclude this introduction by saying that a number of the results ob-
tained in the present paper for general random Schrödinger operators were already de-
scribed for discrete random operators in [GKl11].

1. The main results

After this short illustration of what can be obtained from our method, we now turn to
the description of the main results of this paper. Results will be given for general random
Schrödinger operators under a number of assumptions that are known to hold for, e.g., the
Anderson model and various discrete models.

We shall use the following standard notations: a . b means there exists c < ∞ so
that a ≤ cb; a � b means a . b and b . a; 〈x〉 = (1+ |x|2)1/2.

1.1. The random model. Consider Hω = H0 + Vω, a Zd -ergodic random Schrödinger
operator on H = L2(Rd) or `2(Zd) (see e.g. [PF92, Sto01]). Typically, the background
potential H0 is the Laplacian −1, possibly perturbed by a periodic potential. Magnetic
fields can be considered as well; in particular, the Landau Hamiltonian is also admissible
as a background Hamiltonian. For the sake of simplicity, we assume that Vω is almost
surely bounded; hence, almost surely, Hω share the same domain H 2(Rd) or `2(Zd).

For3 a cube in either Rd or Zd , we letHω(3) be the operatorHω restricted to3with
periodic boundary conditions. Our analysis stays valid for Dirichlet boundary conditions.

Furthermore, we shall denote by 1J (H) the spectral projector of the operatorH on the
energy interval J , and E(·) denotes the expectation with respect to ω. Our first assumption
will be an independence assumption on the local Hamiltonian, that is,

(IAD) Independence At a Distance: there exists R0 > 0 such that for dist(3,3′) > R0,
the random Hamiltonians Hω(3) and Hω(3′) are independent.

Such an assumption is clearly satisfied by standard models like the Anderson model, the
Poisson model or the random displacement model if the single site potential is compactly
supported (see e.g. [PF92, Sto01]).

Remark 1.1. As will be seen in the course of the proofs, the above assumption can be
weakened to assuming that the correlations between the local Hamiltonians decay poly-
nomially at a rate that is faster than the −d-th power of the distance separating the cubes
on which the local Hamiltonians are considered.

Let 6 be the almost sure spectrum of Hω. Pick a relatively compact open subset I
of 6. Assume the following holds:
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(W) A Wegner estimate holds in I , i.e. given I there exists C > 0 such that, for J ⊂ I
and a cube 3 in Rd or Zd , one has

E [tr(1J (Hω(3)))] ≤ C|J | |3|. (1.1)

(M) A Minami estimate holds in I , i.e. given I there exist C > 0 and ρ > 0 such that,
for J ⊂ I and a cube 3 in Rd or Zd , one has

E
[
tr(1J (Hω(3))) · [tr(1J (Hω(3)))− 1]

]
≤ C(|J | |3|)1+ρ . (1.2)

Remark 1.2. The Wegner estimate has been proved for many random Schrödinger mod-
els and both discrete and continuous Anderson models under rather general conditions
on the single site potential and on the randomness (see e.g. [His08, KM07, Ves08]). The
right hand side in (1.1) can be lower bounded by the probability of having at least one
eigenvalue in J .

As the proofs will show, one can weaken assumption (W) and replace the right hand
side with C|J |α|3|β for arbitrary positive α and β. Such Wegner estimates are known to
hold also for some non-monotone models (see e.g. [Kl95, HK02, GHK07]).

On the Minami estimate, much less is known: it holds for the discrete Anderson model
with I = 6 (see [Min96, GV07, BHS07, CGK09]). These proofs yield an optimal expo-
nent ρ = 1.

In dimension 1, it has been proved recently (see [Kl14]) that, for general random
models, the Minami estimate (for any ρ ∈ (0, 1)) is a consequence of the Wegner estimate
within the localization region (see Section 1.2).

In higher dimensions, for continuous Anderson models, proving a Minami estimate is
still a challenging open problem. The right hand side in (1.2) can be lower bounded by the
probability to have at least two eigenvalues in J . For ρ = 1, it behaves as the square of
the probability to have one eigenvalue in J . So, roughly speaking, close-by eigenvalues
behave as independent random variables.

The integrated density of states is defined as

N(E) := lim
|3|→∞

#{e.v. of Hω(3) less than E}
|3|

. (1.3)

By (W), N(E) is the distribution function of a measure that is absolutely continuous
with respect to the Lebesgue measure on R. Let ν be the density of states of Hω, i.e. the
distributional derivative of N . In what follows, for a set I , we will often write N(I) for
the mass the measure ν(E)dE puts on I , i.e.

N(I) =

∫
I

ν(E) dE. (1.4)
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1.2. The localized regime. For L ≥ 1, 3L denotes the cube [−L/2, L/2]d in either Rd
or Zd . Let H3 be `2(3 ∩ Zd) in the discrete case and L2(3) in the continuous one. For
a vector ϕ ∈ H, we define

‖ϕ‖x =

{
‖13(x)ϕ‖2 where 3(x) = {y; |y − x| ≤ 1/2} if H = L2(Rd),
|ϕ(x)| if H = `2(Zd).

(1.5)

In the discrete case, the definition is that given in Section 1.8.
Let I be a compact interval. We assume that I lies in the region of complete localiza-

tion (see e.g. [GK04, GK06]) for which we use the following finite volume version:

(Loc) For all ξ ∈ (0, 1), one has

sup
L>0

sup
supp f⊂I
|f |≤1

E
(∑
γ∈Zd

e|γ |
ξ

‖13(0)f (Hω(3L))13(γ )‖2
)
<∞. (1.6)

Whenever the fractional moment method is available, one may replace the factor e|γ |
ξ

by
an exponential one eη|γ |, where η > 0.

Remark 1.3. Assumption (Loc) may be relaxed to requiring (1.6) for a single ξ . This will
not change the subsequent results in an essential way, but only modify some constants.

We note that the assumption (Loc) implies in particular that the spectrum ofHω is pure
point in I (see e.g. [GK06, Kir08]). We refer to Appendix 6.2 where, in Theorem 6.1, we
provide equivalent finite volume properties of the region of complete localization, and
show it coincides with the infinite volume one. For ease of exposition, from Theorem 6.1,
we extract the following lemma that we shall use intensively in this paper.

Lemma 1.1. Assume (W) and (Loc).

(I) For any p > 0 and ξ ∈ (0, 1), for L ≥ 1 large enough, there exists a set U3L of
configurations such that P(U3L) ≥ 1− L−p and for ω ∈ U3L , if

(1) ϕj (ω,3L) is a normalized eigenvector ofHω(3L) associated toEj (ω,3L) ∈ I ,
(2) xj (ω,3L) ∈ 3L is a maximum point of x 7→ ‖ϕj (ω,3L)‖x in 3L,

then, for x ∈ 3L, one has

‖ϕj (ω,3L)‖x ≤ L
p+de−|x−xj (ω,3L)|

ξ

. (1.7)

(II) For any ν, ξ ∈ (0, 1) with ν < ξ , and for L ≥ 1 large enough, there exists a set V3L
of configurations such that P(V3L) ≥ 1− e−L

ν
, and for ω ∈ V3L , if

(1) ϕj (ω,3L) is a normalized eigenvector ofHω(3L) associated toEj (ω,3L) ∈ I ,
(2) xj (ω,3L) ∈ 3L is a maximum point of x 7→ ‖ϕj (ω,3L)‖x in 3L,

then, for x ∈ 3L, one has

‖ϕj (ω,3L)‖x ≤ e
2Lν e−|x−xj (ω,3L)|

ξ

. (1.8)
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Remark 1.4. Both (I) and (II) of Lemma 1.1 are consequences of the localization hy-
pothesis. We shall use both of these characterizations of localization. Part (I) is relevant
for large scales (typically, powers of the volume of the reference box) and yields a smaller
constant in front of the exponential, while (II) will be used for smaller scales (typically
powers of log of the volume of the box) and yields a better probability.

Such a result can essentially be found in [GK06] for the continuous case and in [Kl11]
for the discrete case.

Clearly, the function x 7→ ‖ϕj (ω,3L)‖x need not have a unique maximum in 3L.
But, as, for any x ∈ 3L, one has∑

γ∈3L∩Zd
‖ϕj (ω,3L)‖

2
x+γ = ‖ϕj (ω,3L)‖

2
= 1,

if xj (ω,3L) is a maximum, then ‖ϕj (ω,3L)‖2xn(ω) ≥ (2L + 1)−d . Hence, if xj (ω,3L)
and x′j (ω,3L) are two maxima, then (Loc), through Lemma 1.1(I), implies that, for
any p, there exists Cp > 0 such that, with probability larger than 1− L−p, we have

|xj (ω,3L)− x
′

j (ω,3L)| ≤ Cp(logL)1/ξ .

For ϕ ∈ H3, define the set of localization centers for ϕ as

C(ϕ) =
{
x ∈ 3; ‖ϕ‖x = max

γ∈3
‖ϕ‖γ

}
. (1.9)

As a consequence of Lemma 1.1, one has

Lemma 1.2. Pick I in the localized regime for Hω. For any p > 0, there exists Cp > 0
such that, with probability larger than 1 − L−p, if Ej (ω,3L) ∈ I then the diameter of
C(ϕj (ω,3L)) is less than Cp(log |3|)1/ξ .

From now on, a localization center for a function ϕ will mean any point in the set of
localization centers C(ϕ), and let xj (ω,3L) be a localization center for ϕj (ω,3L). One
can e.g. order them lexicographically and pick the one with largest coefficients.

1.3. The asymptotic description of the eigenvalues. We now state our main results.
They are also the main technical results on which we base all our studies of the spectral
statistics.

They consist in a precise approximation of the eigenvalues of Hω(3) in I3 by inde-
pendent random variables, which follows in a rather straightforward way from the stan-
dard properties of random Schrödinger operators recalled above ((IAD), (W), (M) and
localization). This approximation is at the heart of the proofs of the new statistical results
we present in this paper: from it, we derive estimations on the number of eigenvalues
in small intervals, we provide the first computation of the level spacing distribution, and
we extend the known results about the convergence to a Poisson process of rescaled (or
unfolded) eigenvalues.
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We will give two different descriptions depending on the size of N(I3). When this
quantity is sufficiently small with respect to |3|−1, our procedure enables us to control
all the eigenvalues. If it is not, we only control most of the eigenvalues.

Recall that our cube of reference is 3 = 3L, with center 0 and side length L.

1.3.1. Controlling all the eigenvalues. To start, pick ρ̃ such that

0 ≤ ρ̃ <
ρ

1+ dρ
. (1.10)

Assume E0 is such that (1.42) holds. Now, pick I3 centered at E0 such that N(I3) �
|3|−α for α ∈ (αd,ρ,ρ̃, 1) where αd,ρ,ρ̃ is defined as

αd,ρ,ρ̃ := (1+ ρ̃)
dρ + 1

dρ + 1+ ρ
, (1.11)

where ρ̃ > 0 and ρ is defined in the Minami estimate (M). Assumption (1.10) clearly
implies that αd,ρ,ρ̃ < 1.

Our restriction will enable us to control all the eigenvalues of Hω(3) in I3.

Theorem 1.1. Assume E0 is such that (1.42) holds for some ρ̃ ∈ [0, ρ/(1+ dρ)). Recall
that αd,ρ,ρ̃ is defined in (1.11) and pick α ∈ (αd,ρ,ρ̃, 1). Pick I3 centered at E0 such that
N(I3) � |3|

−α . There exist β > 0 and β ′ ∈ (0, β) small so that 1+βρ < α
1+ρ
1+ρ̃ and, for

` � Lβ and `′ � Lβ
′

, there exists a decomposition of 3 into disjoint cubes of the form
3`(γj ) := γj + [0, `]d satisfying:

•
⋃
j 3`(γj ) ⊂ 3,

• dist(3`(γj ),3`(γk)) ≥ `′ if j 6= k,
• dist(3`(γj ), ∂3) ≥ `′

• |3 \
⋃
j 3`(γj )| . |3|`

′/`,

and such that, for L sufficiently large, there exists a set Z3 of configurations such that:

• P(Z3) ≥ 1− |3|−(α−αd,ρ,ρ̃ ),
• for ω ∈ Z3, each localization center associated toHω(3) belongs to some3`(γj ) and

each box 3`(γj ) satisfies:

(1) the HamiltonianHω(3`(γj )) has at most one eigenvalue in I3, sayEj (ω,3`(γj ));
(2) 3`(γj ) contains at most one localization center, say xkj (ω,3), of an eigenvalue of

Hω(3) in I3, say Ekj (ω,3);
(3) 3`(γj ) contains a center xkj (ω,3) if and only if σ(Hω(3`(γj ))) ∩ I3 6= ∅; in

which case, one has

|Ekj (ω,3)− Ej (ω,3`(γj ))| ≤ e
−(`′)ξ and dist(xkj (ω,3),3 \3`(γj )) ≥ `

′.

(1.12)

In particular if ω ∈ Z3, all the eigenvalues of Hω(3) are described by (1.12).
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With probability tending to 1, Theorem 1.1 describes all the eigenvalues of Hω(3) inside
a sufficiently small interval I3 as i.i.d. random variables defined as the unique eigenvalue
of a copy of the random Hamiltonian Hω(3`(0)) inside I3.

As one can easily imagine, this description yields the local statistics for both eigen-
levels and localization centers. Actually as the intervals under consideration are larger
than |3|−1, it yields uniform local statistics (see Sections 1.7.1 and 1.8.1). Theorem 1.1
is at the heart of the proofs of Theorems 1.9, 1.10, 1.13, 1.14 and 1.15 found in Section 1.7
and 1.8. Moreover, under additional decorrelation estimates (see assumptions (GM) and
(D) in Section 1.7.2), Theorem 1.1 will be sufficient to prove the mutual independence of
the local processes at distinct energies when they are sufficiently far apart, that is, when
their distance is asymptotically infinite with respect to |3|−1 (see Section 1.7.2).

1.3.2. Controlling most eigenvalues. We now state a result that works for intervals I3
such thatN(I3) is of size (log |3|)−d/ξ but gives control only on most of the eigenvalues.
This is enough to control the level spacings on such sets. This is the main tool to obtain
Theorems 1.4, 1.6, 1.7 and 1.8. For that purpose we state it in a more axiomatic way than
what we did for Theorem 1.1.

Definition 1.1. Pick ξ ∈ (0, 1), R > 1 large and ρ′ ∈ (0, ρ) where ρ is defined in (M).
For a cube 3, consider an interval I3 = [a3, b3] ⊂ I . Set `′3 = (R log |3|)1/ξ . We say
that the sequence (I3)3 is (ξ, R, ρ′)-admissible if, for any 3, one has

|3|N(I3) ≥ 1, N(I3)|I3|
−(1+ρ′)

≥ 1, N(I3)
1/(1+ρ′)(`′3)

d
≤ 1. (1.13)

Theorem 1.2. Assume (IAD), (W), (M) and (Loc) hold. Pick ρ′ ∈ [0, ρ/(1+ (ρ + 1)d))
where ρ is defined in (M). For any q > 0, for L sufficiently large, depending only on
ξ, R, ρ′, p, for any sequence of intervals (I3)3 that is (ξ, R, ρ′)-admissible, and any
sequence of scales ˜̀3 such that `′3 � ˜̀3 � L and

N(I3)
1/(1+ρ′) ˜̀d

3 −−−−→
|3|→∞

0, (1.14)

there exist

• a decomposition of 3 into disjoint cubes of the form 3`3(γj ) := γj + [0, `3]
d , where

`3 = ˜̀3(1+O( ˜̀3/|3|)) = ˜̀3(1+ o(1)) such that

–
⋃
j 3`3(γj ) ⊂ 3,

– dist(3`3(γj ),3`3(γk)) ≥ `
′
3 if j 6= k,

– dist(3`3(γj ), ∂3) ≥ `
′
3,

– |3 \
⋃
j 3`3(γj )| . |3|`

′
3/`3,

• a large set Z3 of configurations, namely,

P(Z3) ≥ 1− |3|−q − exp(−c|I3|1+ρ |3|`
dρ
3 )− exp(−c|3| |I3|`′3`

−1
3 ) (1.15)

such that
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• for ω ∈ Z3, there exist at least (|3|/`d3)(1 + o(N(I3)
1/(1+ρ′)`d3)) disjoint boxes

3`3(γj ) satisfying the properties (1)–(3) of Theorem 1.1 with `′3 = (R log |3|)1/ξ

in (1.12); we note that N(I3)`d−1
3 `′3 = o(1) as |3| → ∞;

• the number of eigenvalues of Hω(3) that are not described above is bounded by

CN(I3)|3|
(
N(I3)

ρ−ρ′

1+ρ′ `
d(1+ρ)
3 +N(I3)

−
ρ′

1+ρ′ (`′3)
d+1`−1

3

)
; (1.16)

this number is o(N(I3)|3|) provided

N(I3)
−

ρ′

1+ρ′ (`′3)
d+1
� `3 � N(I3)

−
ρ−ρ′

d(1+ρ)(1+ρ′) . (1.17)

Before turning to the description of the global and local statistics, let us make two remarks
about the choice of parameters and length scales for which Theorem 1.2 is useful. First,
if N(I3)−1 is of an order much larger than that of (`′3)

d , then condition (1.17) essen-
tially requires that ρ−ρ′

(1+ρ′)(1+ρ) >
dρ′

1+ρ′ , which is satisfied if ρ′ ∈ [0, ρ/(1 + (ρ + 1)d)).

Condition (1.17) then guarantees that condition (1.14) is met: indeed, ˜̀3 ∼ `3 and, as
ρ − ρ′ < 1+ ρ and N(I3)→ 0, one has

N(I3)
−1/(1+ρ′)

� N(I3)
−

ρ−ρ′

(1+ρ)(1+ρ′) .

We shall use this in the proof of the large deviation estimate (1.21) in conjunction with
a choice of `3 and N(I3)−1 as large powers of `′3, that is, large powers of log |3| (see
Section 2.2).

Note that, if ρ′ ∈ [0, ρ/(1+ d(ρ + 1))), then (1.17) and (1.14) are satisfied for some
choice of α ∈ (0, 1) and ν ∈ (0, 1/d) if one sets `′3 � (log |3|)1/ξ , `3 � N(I3)−ν and
N(I3) � |3|

−α (see Section 4.3.1). This is the choice of parameters we shall use in our
study of level spacings.

In [GKl13], for a less general class of models, by improving on the assumptions (W)
and (M), we improve on the bound (1.16), which

• enables us to relax the second condition in (1.13) so as to admit N(I3) of size e−|I3|
−α

for α ∈ (0, 1);
• provides a better large deviation estimate for the number of eigenvalues of Hω(3) in

the interval I3 than the first rough estimate given in Theorem 1.3.

1.3.3. Comparing various cube sizes. We end this section with a related result we shall
use later:

Proposition 1.1. Assume (IAD), (Loc) and (W) hold in J . Fix a compact interval I ⊂ J
and compact cubes C, C′ in Rd such that C ⊂ C̊′. Fix p > 0 and a sequence (`3)3
satisfying (1.52). Then there exists a set Z3 of configurations such that P(Z3) → 1 as
|3| → ∞ and, for ω ∈ Z3 and |3| sufficiently large,
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• to every eigenvalue of Hω(3) in E0 + `
−d
3 I associated to a localization center in

`3C, say Ej (ω,3), one can associate an eigenvalue of Hω(`3C′), say Ej (ω, `3C′);
moreover, these eigenvalues satisfy

|Ej (ω, `3C
′)− Ej (ω,3)| ≤ |3|

−p
; (1.18)

• to every eigenvalue of Hω(`3C′) in E0 + `
−d
3 I associated to a localization center in

`3C, say Ej (ω, `3C′), one can associate an eigenvalue ofHω(3), say Ej (ω,3), with
localization center in `3C′; moreover, these eigenvalues satisfy

|Ej (ω, `3C
′)− Ej (ω,3)| ≤ |3|

−p. (1.19)

Proposition 1.1 is a consequence of Lemma 3.1.

Remark 1.5. As the proofs will show, the sizes of the intervals where the control of the
eigenvalues is possible and the probability of the event where this control is possible
both depend very much on the forms of the Wegner and Minami estimates, (W) and
(M). In particular, if one replaces (W) by what is suggested in Remark 1.1, the constants
appearing in Theorems 1.1 and 1.2 and Proposition 1.1 have to be modified.

1.4. Level spacing statistics. Our goal is now to understand the level spacing statistic
for eigenvalues near E0 ∈ I . Pick a compact interval I3 containing E0 such that its
density-of-states measure N(I3) stays bounded. We note that, by the existence of the
density of states and also Theorem 1.9, the spacing between the image of the eigenvalues
of Hω(3) through N near E0 is of size |3|−1. Hence, to study the empirical statistics
of level spacings in I3, N(I3) should contain asymptotically infinitely many images of
energy levels of Hω(3). Let us first study this number.

1.4.1. A large deviation principle for the eigenvalue counting function. Define the ran-
dom numbers

N(I3,3, ω) := #{j ; Ej (ω,3) ∈ I3}. (1.20)

Write I3 = [a3, b3] and recall that N(I3) = N(b3)−N(a3) where N is the integrated
density of states. We show that N(I3,3, ω) satisfies a large deviation principle:

Theorem 1.3. Assume (IAD), (W), (M) and (Loc) hold. Fix ρ̃ ∈ (0, ρ/(1 + d(ρ + 1)))
where ρ is given by (M), and ν ∈ (0, 1). Then there exists δ > 0 small such that, if (I3)3
is a sequence of compact intervals in the localization region I satisfying

• N(I3)(log |3|)1/δ → 0 as |3| → ∞,
• N(I3)|3|

1−ν
→∞ as |3| → ∞,

• N(I3)|I3|
−1−ρ̃

→∞ as |3| → ∞,

then, for any p > 0, for |3| sufficiently large (depending on ρ′ and ν but not on the
specific sequence (I3)3), one has

P
(∣∣N(I3,3, ω)−N(I3)|3|∣∣ ≥ N(I3)|3|(log |3|)−δ

)
≤ |3|−p. (1.21)
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We note that we do not need the intervals (I3)3 to lie near points E0 where (1.42) is
satisfied; the density of states may vanish near E0 though not faster than the rate fixed by
the condition N(I3)|I3|−1−ρ

→ ∞. The large deviation principle (1.21) is meaningful
only if N(I3)|3| → ∞; as N is Lipschitz continuous as a consequence of (W), this
implies that

|3| · |I3|→∞ as |3| → ∞. (1.22)

For the discrete Anderson model, we improve upon (1.21) in [GKl13] by relaxing
N(I3)|I3|

−1−ρ
→ ∞ to N(I3)|I3|−ν → ∞ for some arbitrarily large ν > 0 and

obtain precise estimates of the term o(N(I3)|3|), exploiting an improved Wegner and
Minami estimate.

1.4.2. Level spacing statistics near a given energy. Fix E0 ∈ I . Pick I3 = [a3, b3] so
that |a3| + |b3| → 0. Consider the unfolded eigenvalue spacings, for 1 ≤ j ≤ N ,

δNj (ω,3) = |3|
(
N(Ej+1(ω,3))−N(Ej (ω,3))

)
≥ 0. (1.23)

Define the empirical distribution of these spacings to be the random numbers, for x ≥ 0,

DLS(x;E0 + I3, ω,3) =
#{j ; Ej (ω,3) ∈ E0 + I3, δNj (ω,3) ≥ x}

N(I3,3, ω)
. (1.24)

We will now study the spacing distributions of energies inside intervals that shrink to a
point but that asymptotically contain infinitely many eigenvalues.

We prove

Theorem 1.4. Assume (IAD), (W), (M) and (Loc) hold. Fix E0 ∈ I such that, for some
ρ̃ ∈ [0, ρ/(1+ d(ρ + 1))), there exists a neighborhood of E0, say U , such that

∀(x, y) ∈ U2, |N(x)−N(y)| ≥ |x − y|1+ρ̃ . (1.25)

Fix a decreasing sequence (I3)3 of intervals such that supE∈I3 |E| → 0 as |3| → ∞.
Assume that, for some δ > 0,

|3|1−δ ·N(E0+I3) −−−−→
|3|→∞

∞ and if `′ = o(L) then
N(E0 + I3L+`′ )

N(E0 + I3L)
−−−−→
|3|→∞

1.

(1.26)
Then, with probability 1, as |3| → ∞, DLS(x;E0 + I3, ω,3) converges uniformly to
the distribution x 7→ e−x , that is, with probability 1,

sup
x≥0
|DLS(x;E0 + I3, ω,3)− e

−x
| −−−−→
|3|→∞

0. (1.27)

Hence, the unfolded level spacings behave as if the images of the eigenvalues under
the IDS were i.i.d. uniformly distributed random variables (see [Wei55] or [Pyk65, Sec-
tion 7]). The exponential distribution of the level spacings is the one predicted by physical
heuristics in the localized regime ([Jan98, LR85, Mir00, Tho74]). It is also in accordance
with Theorem 1.9. In [Mol82, Min96], the domains in energy where the statistics were
studied were much smaller than the ones considered in Theorem 1.4. Indeed, in these
works, the energy interval is of order |3|−1, whereas here it is assumed to tend to 0 but
to be asymptotically infinite when compared with |3|−1.
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Remark 1.6. The first condition in (1.26) ensures that I3 contains sufficiently many
eigenvalues of Hω(3). The second condition in (1.26) is a regularity condition of the
decay of |I3|.

If, in (1.26), one replaces the first condition by |3|N(E0 + I3) → ∞ or omits the
second or does both, one still gets convergence in probability of DLS(x;E0 + I3, ω,3)

to e−x (see Remark 4.3), i.e.

P
(

sup
x≥0
|DLS(x;E0 + I3, ω,3)− e

−x
| ≥ ε

)
−−−−→
|3|→∞

0.

Condition (1.25) is slightly stronger than (1.42); it requires some uniformity in the
lower bound. Theorem 1.4 can be applied to obtain the level spacing distribution near
regular points of the IDS. Define E to be the set of energies E such that ν(E) = N ′(E)
exists and

lim
|x|+|y|→0

N(E + x)−N(E + y)

x − y
= ν(E). (1.28)

Obviously the set E contains the continuity points of ν(E). In the Appendix we prove

Lemma 1.3. The set E is of full Lebesgue measure.

For E0 ∈ E such that ν(E0) > 0, assumption (1.25) holds with ρ̃ = 0. Moreover,

δEj (ω,3) = ν(E0)|3|(Ej+1(ω,3)− Ej (ω,3))(1+ o(1)).

Then as a corollary of Theorem 1.4, we immediately obtain

Theorem 1.5. Assume (IAD), (W), (M) and (Loc) hold. Fix E0 ∈ I ∩ E such that
ν(E0) > 0. Fix a sequence (I3)3 of intervals such that supI3 |x| → 0 as |3| → ∞.
Assume that, for some δ > 0,

|3|1−δ · |I3| −−−−→
|3|→∞

∞ and if `′ = o(L) then
|I3L+`′ |

|I3L |
−−−−→
|3|→∞

1.

Then, with probability 1, as |3| → ∞, the empirical distribution function

#{j ; Ej (ω,3) ∈ I3, ν(E0)|3|(Ej+1(ω,3)− Ej (ω,3)) ≥ x}

N(I3,3, ω)

converges uniformly to the distribution x 7→ e−x .

1.4.3. Level spacing statistics on macroscopic energy intervals. Theorem 1.5 seems op-
timal as the density of states at E0 enters into the correct rescaling to obtain a universal
result. Hence, the distribution of level spacings on larger intervals needs to take into ac-
count the variations of the density of states on these intervals. Indeed, on intervals of
non-vanishing size, under additional regularity assumptions on ν, one can compute the
asymptotic distribution of the level spacings when one omits the local density of states in
the spacing and obtain
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Theorem 1.6. Assume (IAD), (W), (M) and (Loc) hold. Pick a compact interval J ⊂ I
such λ 7→ ν(λ) is continuous on J and N(J ) :=

∫
J
ν(λ) dλ > 0. Define the unfolded

eigenvalue spacings, for 1 ≤ j ≤ N , by

δJEj (ω,3) =
N(J )

|J |
|3|(Ej+1(ω,3)− Ej (ω,3)) ≥ 0, (1.29)

and the empirical distribution of these spacings to be the random numbers, for x ≥ 0,

DLS′(x; J, ω,3) =
#{j ; Ej (ω,3) ∈ J, δJEj (ω,3) ≥ x}

N(J, ω,3)
. (1.30)

Then, with probability 1, as |3| → ∞, DLS′(x; J, ω,3) converges uniformly to the
distribution x 7→ gν,J (x) where

gν,J (x) =

∫
J

e−νJ (λ)|J |xνJ (λ) dλ where νJ =
1

N(J )
ν. (1.31)

We see that, in the large volume limit, the unfolded level spacings behave as if the eigen-
values were i.i.d. random variables distributed according to the density 1

N(J )
ν(λ), i.e. the

density of states renormalized to be a probability measure on J (see [Pyk65, Section 7]).
Theorem 0.1 is then an immediate consequence of Theorem 1.6 and the results on

the regularity for the density of states of the discrete Anderson model at large disorder
obtained in [BCKP88]. We point out that for random Hamiltonians in the continuum, the
continuity of the density of states is still an open problem.

1.5. Localization center spacing statistics. Pick E0 ∈ I . Inside a large cube 3, the
number of centers that correspond to energies in I3, N(E0 + I3,3, ω) (see (1.20)),
is asymptotic to N(E0 + I3)|3|. Theorem 1.15 states that they are uniformly dis-
tributed. It follows that the reference mean spacing between localization centers is of size
(|3|/N(E0 + I3)|3|)

1/d
= (N(E0 + I3))

−1/d . This motivates the following definition.
Define the empirical distribution of center spacings to be the random number

DCS(s; I3,3, ω) =

#

j ; Ej (ω,3) ∈ I3,d
√
N(E0 + I3)min

i 6=j
|xi(ω)− xj (ω)| ≥ s


N(E0 + I3,3, ω)

. (1.32)

We prove an analogue of Theorem 1.4:

Theorem 1.7. Assume (IAD), (W), (M) and (Loc) hold. Pick E0 ∈ I such that, for some
ρ̃ ∈ [0, ρ/(1+ d(ρ + 1))) small enough (depending on ρ and d), in some neighborhood
U of E0, one has (1.25). Assume that, for some ν ∈ (0, 1),

N(E0 + I3)|3| −−−−→
|3|→∞

∞ and N(E0 + I3)(log |3|)d/ν −−−−→
|3|→∞

0. (1.33)
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Then, as |3| → ∞, in probability, DCS(s; I3,3, ω) converges uniformly to the distri-
bution x 7→ e−s

d
, that is, for any ε > 0,

P
({
ω; sup

s≥0
|DCS(s;E0 + I3,3, ω)− e

−sd
| ≥ ε

})
−−−−→
3↗Rd

0. (1.34)

Of course, as Theorem 1.7 is the counterpart of Theorem 1.4, Theorem 1.6 also has its
counterpart for localization centers.

1.6. Another point of view. In the present section, we want to adopt a different point of
view on the spectral statistics. Instead of discussing the statistics of the eigenvalues of the
random system restricted to some finite box in the large box limit, we will describe the
spectral statistics of the infinite system in the localized phase. Therefore, we first need to
specify what we mean by the localized phase for the random Hamiltonian on the whole
space, i.e. state the appropriate replacement for assumption (Loc) in this setting.

Let I ⊂ R be an interval. We assume

(Loc′) There exist ξ ∈ (0, 1], q > 0 and γ > 0 such that, with probability 1, if E is in
I ∩ σ(Hω) and ϕ is a normalized eigenfunction associated to E then, for some
maximum point x(E, ω) in Rd or Zd of x 7→ ‖ϕ‖x , for some Cω > 0, one has,
for x ∈ Rd ,

‖ϕ‖x ≤ Cω(1+ |x(E, ω)|2)q/2e−γ |x−x(E,ω)|
ξ

; (1.35)

moreover, E(Cω) <∞.

As above, x(E) is called a localization center for energy E or for the associated eigen-
function ϕ.

It is well established that (Loc′) holds in any interval contained in the region of com-
plete localization. The first proof is due to [dRJLS96] for the discrete Anderson model
where they show that (Loc′) is a consequence of the fractional moment method [Aiz94,
AM93]; there ξ = 1. The proof extends to continuous Hamiltonians thanks to [AEN+06].
In [GDB98], the multiscale analysis is shown to imply (1.35) with ξ = 1 but with no con-
trol on E(Cω). That the multiscale analysis yields (Loc′) for any ξ < 1 follows from
[GK06, Corollary 3] and [GK06, Eq. (4.17)], the latter showing that E(Cω) <∞.

Pick an interval I where the HamiltonianHω is localized, i.e. satisfies (Loc′). Assume
that,ω-almost surely, σ(Hω)∩I = I . Hence, any subinterval of I contains infinitely many
eigenvalues and to define statistics, we need to enumerate these eigenvalues in a way or
another. To do this, we use the localization centers. First, we prove

Proposition 1.2. Assume (Loc′) holds for some ξ ∈ (0, 1] and fix q > 2d. Then there
exists γ > 0 such that, ω-almost surely, there exists Cω > 1, with E(Cω) <∞, such that

(1) if x(E, ω) and x′(E, ω) are two localization centers for E ∈ I then, for some Cd > 0
(depending only on d),

|x(E, ω)− x′(E, ω)| ≤ γ−1/ξ log1/ξ
(
CdCω〈x(E, ω)〉

q
〈x′(E, ω)〉q

1
γ d/ξ

)
. (1.36)
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(2) for L ≥ 1, pick a sequence (IL)L of intervals IL ⊂ I such that, for some ε > 0,
one has Ld−εN(IL) → ∞ and N(IL)|IL|−1−ρ

→ ∞ where ρ is given by (M)
and N(IL) by (1.4); if N(IL, L) denotes the number of eigenvalues of Hω having a
localization center in 3L, then

N(IL, L) = N(IL)|3L|(1+ o(1)). (1.37)

For L ≥ 1, pick IL ⊂ I such that Ld−εN(IL)→∞ for some ε > 0. In view of Proposi-
tion 1.2, there are only finitely many eigenvalues of Hω in IL having a localization center
in 3L. Thus, we can consider their level spacings: let us enumerate these eigenvalues as
E1(ω, L) ≤ · · · ≤ EN (ω, L) where we repeat them according to multiplicity. Define the
empirical distributions DLS and DLS′ as in (1.24) and (1.30) for the eigenvalues of Hω
in IL having a localization center in 3L. We prove

Theorem 1.8. Assume (IAD), (W), (M) and (Loc′) hold. One has

• if E0 ∈ IL is such that (1.42) is satisfied for some ρ̃ ∈ [0, ρ/(1 + dρ)) and |IL| → 0
and satisfies (1.26), then, ω-almost surely, for x ≥ 0,

lim
L→∞

DLS(x; IL, ω, L) = e−x; (1.38)

• if, for all L large, |IL| = J such that N(J ) > 0 and ν is continuous on J then,
ω-almost surely,

lim
L→∞

DLS′(x; IL, ω, L) = gJ (x), (1.39)

where gJ is defined in (1.31).

We see that the level spacing distributions of the eigenvalues of Hω having a localiza-
tion center in 3L have the same limits as those of the eigenvalues of Hω(3). This is a
consequence of the localization assumption (Loc′).

1.7. Local level statistics. We now exploit approximation of eigenvalues by i.i.d. ones
to revisit and extend previous results on the convergence to the Poisson law of rescaled
eigenvalues and localization centers.

For L ∈ N, recall that 3 = 3L and that Hω(3) is the operator Hω restricted to 3
with periodic boundary conditions. The notation |3| → ∞ is a shorthand for considering
3 = 3L in the limit L→∞.

Denote the eigenvalues ofHω(3) ordered increasingly and repeated according to mul-
tiplicity by E1(ω,3) ≤ E2(ω,3) ≤ · · · .

Let E0 be an energy in I . The unfolded local level statistics near E0 is the point
process defined by

4(ξ ;E0, ω,3) =
∑
j≥1

δξj (E0,ω,3)(ξ), (1.40)

where
ξj (E0, ω,3) = |3|(N(Ej (ω,3))−N(E0)). (1.41)

The numbers (|3|N(Ej (ω,3)))j are called the unfolded eigenvalues of Hω(3) (see
e.g. [Min07, Min08] for more details).

The unfolded local level statistics are described by
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Theorem 1.9. Assume (IAD), (W), (M) and (Loc) hold. Pick ρ̃ satisfying (1.10) where
ρ is defined by (M). Let E0 be an energy in I such that the integrated density of states
satisfies

∀a>b, ∃C(a, b)>0, ∃ε0>0, ∀ε∈(0, ε0), |N(E0+aε)−N(E0+bε)|≥C(a, b)ε
1+ρ̃ .

(1.42)
When |3| → ∞, the point process 4(E0, ω,3) converges weakly to a Poisson process
on R with intensity the Lebesgue measure.

If one assumes that N is differentiable at E0 and that its derivative ν(E0) is positive, i.e.

0 < ν(E0) := lim
E→E0

N(E)−N(E0)

E − E0
, (1.43)

it is easy to check that (1.42) is satisfied with ρ̃ = 0 and that, for Ej − E0 small,

ξj (E0, ω,3) = |3|ν(E0)(Ej (ω,3)− E0)(1+ o(1)).

Thus, one recovers the convergence to a Poisson process when the point process (1.40) is
replaced by the one defined by the points (|3|ν(E0)(Ej (ω,3)− E0))j .

Theorem 1.9 under the additional assumption (1.43) was first obtained in [Mol82] for
a special one-dimensional random Schrödinger model on the real line. For the discrete
Anderson model, Theorem 1.8 was proved in [Min96] under the assumption (1.43).

Our method of proof is different from that of [Min96] and, in spirit, closer to that
of [Mol82] and to the physical heuristics. Clearly, for (1.42) to be satisfied, we do not need
N to be differentiable at E0 nor its derivative to be positive. E.g. if N satisfies N(E) =
N(E0) + c(E − E0)

1+ρ̃(1 + o(1)) near E0 then (1.42) is satisfied. Condition (1.42)
demands that at a given scale, N behaves roughly uniformly near E0. Note however that,
if N is not differentiable at E0, then the local statistics of the eigenvalues themselves will
not be Poissonian anymore.

Our method yields a uniform version of Theorem 1.9 to which we now turn.

1.7.1. Uniform Poisson convergence over small intervals. Fix α ∈ (αd,ρ,ρ̃, 1) (recall that
αd,ρ,ρ̃ is defined in (1.11)). The uniform version of the Poisson process is a version that
holds uniformly over an interval of energy, say I centered atE0, such thatN(I) � |3|−α .
Such an interval is much larger than an interval satisfyingN(I) � |3|−1. This is the main
improvement of Theorem 1.10 below over Theorem 1.9 or the statements found in [KN07,
Min96, Mol82]. It is natural to wonder what is the largest size of interval in which a result
like Theorem 1.10 holds. We do not know the answer to that question.

Let I3(E0, α) be the interval such that N(I3(E0, α)) is centered at N(E0) of length
2|3|−α . Denote by N3(ω,E0) := tr 1I3(E0,α)(Hω(3)) the number of eigenvalues of
Hω(3) in I3(E0, α). For 1 ≤ j ≤ N3(ω,E0), define the unfolded local eigenval-
ues ξj (ω,3) by (1.41). Hence, for all 1 ≤ j ≤ N3(ω,E0), one has ξj (ω,3) ∈
|3|1−α · [−1, 1].
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Theorem 1.10. Assume (IAD), (W), (M) and (Loc) hold. Let E0 be an energy in I such
that, for some ρ̃ such that (1.10) holds true and

ρ̃ ≥ ρ
1− dρ
1+ dρ

(1.44)

the integrated density of states satisfies

∀δ ∈ (0, 1), ∃C(δ) > 0, ∃ε0 > 0, ∀ε ∈ (0, ε0), ∀a ∈ [−1, 1],

|N(E0 + (a + δ)ε)−N(E0 + aε)| ≥ C(δ)ε
1+ρ̃ . (1.45)

Pick α ∈ (αd,ρ,ρ̃, 1). Then there exists δ > 0 such that, for any sequence of intervals
I1 = I

3
1 , . . . , Ip = I

3
p in |3|1−α · [−1, 1] (here, p may depend on 3 and be arbitrarily

large) satisfying
inf
j 6=k

dist(Ij , Ik) ≥ e−|3|
δ

, (1.46)

we have, for any sequences of integers k1 = k
3
1 , . . . , kp = k

3
p ∈ Np,

lim
|3|→∞

∣∣∣∣∣∣P
ω;

#{j ; ξj (ω,3) ∈ I1} = k1
...

...
#{j ; ξj (ω,3) ∈ Ip} = kp


− |I1|

k1

k1!
e−|I1| · · ·

|Ip|
kp

kp!
e−|Ip |

∣∣∣∣∣∣ = 0.

(1.47)

In particular, 4(ξ ;E0, ω,3) defined in (1.40) converges weakly to a Poisson point pro-
cess with Lebesgue intensity.

Note that, in Theorem 1.10, we do not require the limits

lim
|3|→∞

|I1|
k1

k1!
e−|I1| = lim

|3|→∞

|I31 |
k31

k31 !
e−|I

3
1 |, . . . ,

lim
|3|→∞

|Ip|
kp

kp!
e−|Ip | = lim

|3|→∞

|I3p |
k3p

k3p !
e−|I

3
p |

to exist.
Condition (1.44) imposes no restriction upon condition (1.10) if we know that the

Minami estimate (M) holds for all ρ in (0, 1). This is the case for all the models we know
of for which the Minami estimate is proved (see [Min96, GV07, BHS07, CGK09, Kl14]
and references therein).

1.7.2. Asymptotic independence of the local processes. Once Theorem 1.9 is known, it
is natural to wonder how the point processes obtained at distinct energies relate to each
other. To understand this, we assume

(GM) For J ⊂ K ⊂ I , one has

E
[
tr(1J (Hω(3))) · tr(1K(Hω(3))− 1)

]
≤ C|J | |K| |3|2. (1.48)
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(D) For β ∈ (0, 1) and {E0, E
′

0} ⊂ I such that E0 6= E
′

0, when L→∞ and ` � Lβ ,
one has

P

({
σ(Hω(3`)) ∩ (E0 + L

−d
[−1, 1]) 6= ∅,

σ (Hω(3`)) ∩ (E
′

0 + L
−d
[−1, 1]) 6= ∅

})
= o((`/L)d). (1.49)

In their nature, assumptions (GM) and (D) are similar: they state that the probability to
have two eigenvalues constrained to some intervals is much smaller than that of having a
single eigenvalue in an interval. Note that (`/L)d is the order of magnitude of the right
hand side in Wegner’s estimate (W) for Hω(3`) and the interval E0 + L

−d
[−1, 1].

Assumption (GM) was proved to hold for the discrete Anderson model in [CGK09].
In [Kl11], it is proved that assumption (D) holds for the discrete Anderson model in
dimension 1 at any two distinct energies, and, in any dimension, for energies sufficiently
far apart.

Under these assumptions, we have

Theorem 1.11. Assume (IAD), (W), (GM), (Loc), and (D) hold. PickE0 ∈ I andE′0 ∈ I
such that E0 6= E′0 and (1.42) is satisfied at E0 and E′0. When |3| → ∞, the point
processes 4(E0, ω,3) and 4(E′0, ω,3), defined in (1.40), converge weakly respectively
to two independent Poisson processes on R with intensity the Lebesgue measure. That is,
for compact intervals U+, U− ⊂ R and {k+, k−} ∈ N× N, one has

P
({
ω;

#{j ; ξj (E0, ω,3) ∈ U+} = k+
#{j ; ξj (E′0, ω,3) ∈ U−} = k−

})
−−−−→
3→Zd

(
|U+|

k+

k+!
e−|U+|

)(
|U−|

k−

k−!
e−|U−|

)
.

Theorem 1.11 naturally leads to wonder how far the energies E0 and E′0 need to be from
each other with respect to the scaling used to renormalize the eigenvalues for such a result
to still hold.

We prove

Theorem 1.12. Assume (IAD), (W), (GM) and (Loc) hold. Pick E0 ∈ I such that (1.42)
is satisfied. Assume moreover that the density of states ν is continuous at E0. Consider
two sequences of energies, say (E3)3 and (E′3)3, such that

(1) E3 −−−−→
3→Zd

E0 and E′3 −−−−→
3→Zd

E0,

(2) |3| · |N(E3)−N(E′3)| −−−−→
3→Zd

∞.

Then the point processes 4(E3, ω,3) and 4(E′3, ω,3), defined in (1.40), converge
weakly respectively to two independent Poisson processes on R with intensity the
Lebesgue measure.

Theorem 1.12 shows that, in the localized regime, eigenvalues whose distance is asymp-
totically infinite when compared to the mean spacing between the eigenlevels, behave as
independent random variables. There are no interactions except at very short distances.

Clearly, assumption (2) cannot be omitted in Theorem 1.12; it suffices to consider e.g.
E3, E

′
3 such that N(E3) = N(E′3)+ a|3|

−1 to see that the two limit random processes
are obtained as a shift of one another.
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1.8. Joint (energy, localization center) statistics. Recall that E1(ω,3) ≤ · · · ≤

EN (ω,3) denote the eigenvalues of Hω(3) ordered increasingly and repeated accord-
ing to multiplicity. Recall Lemmas 1.1 and 1.2: it states that, to an eigenvector associated
to Ej (ω,3), we can associate a localization center that we denote by xj (ω,3).

1.8.1. Uniform Poisson convergence for the joint (energy, center) distribution. We now
consider the same setting as in Section 1.7.1. We prove

Theorem 1.13. Assume (IAD), (W), (M) and (Loc) hold. Let E0 be an energy in I such
that (1.45) holds for some ρ̃ ∈ [0, ρ/(1 + dρ)). Pick α ∈ (αd,ρ,ρ̃, 1). Then there exists
δ > 0 such that

• for any sequences of intervals I1 = I31 , . . . , Ip = I3p in |3|1−α · [−1, 1] satisfy-
ing (1.46),
• for any sequences of cubes C1 = C

3
1 , . . . , Cp = C

3
p in [−1/2, 1/2]d ,

one has, for any sequences of integers k1 = k
3
1 , . . . , kp = k

3
p ∈ Np,

lim
|3|→∞

∣∣∣∣∣∣∣∣∣∣∣
P




ω;

#
{
j ;
ξj (ω,3) ∈ I1
xj (ω,3)/L ∈ C1

}
= k1

...
...

#
{
j ;
ξj (ω,3) ∈ Ip
xj (ω,3)/L ∈ Cp

}
= kp



−
p∏
n=1

e−|In| |Cn|
(|In| |Cn|)

kn

kn!

∣∣∣∣∣∣∣∣∣∣∣
= 0,

(1.50)

where the ξj (ω,3L)’s are defined in (1.41). In particular the point process defined as

42
3(ξ, x;E0,3) =

N∑
j=1

δξj (ω,3L)(ξ)⊗ δxj (ω,3)/L(x) (1.51)

converges weakly to a Poisson point process on R×Rd with intensity the Lebesgue mea-
sure.

The joint (energy, center) distribution given by42
3(ξ, x;E0,3) in (1.51) have been stud-

ied in [KN07], where it is proved to converge weakly to a Poisson process.
We point out that in Theorem 1.13 intervals Ij ’s and cubes Cj ’s may depend on 3.

But the limit only depends on the product |Ij | |Cj |. We shall exploit this fact in the next
result.

1.8.2. Covariant scaling joint (energy, center) distribution. Fix ξ ∈ (0, 1) and an in-
creasing sequence ` = (`3)3 of scales such that

`3

(log |3|)1/ξ
−−−−→
|3|→∞

∞ and `3 ≤ |3|
1/d . (1.52)

Pick E0 ∈ I so that ν(E0) > 0. Consider the point process

42
3(ξ, x;E0, `) =

N∑
j=1

δ`d3[N(Ej (ω,3))−N(E0)]
(ξ)⊗ δxj (ω)/`3(x). (1.53)
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The process is valued in R× Rd ; actually, if c`3 ≥ |3|1/d , it is valued in R× (−c, c)d .
Assume it exists and define the limit

c` = lim
|3|→∞

|3|1/d`−1
3 ∈ [1,∞]. (1.54)

Note that if `3 = L, we recover (1.51). We prove

Theorem 1.14. Assume (IAD), (W), (M) and (Loc) hold. Let E0 be an energy in I such
that (1.42) holds for some ρ̃ ∈ [0, ρ/(1 + dρ)). The point process 42

3(ξ, x;E0, `) con-
verges weakly to a Poisson process on R×(−c`, c`)d with intensity the Lebesgue measure.

As a result, we see that, once the energies and the localization centers are scaled covari-
antly, the convergence to a Poisson process is true at any scale that is essentially larger
than the localization width. This covariant scaling is very natural; it is the one prescribed
by the Heisenberg uncertainty principle: the more precision we require in the energy vari-
able, the less we can afford in the space variable. In this respect, the energies behave like
a homogeneous symbol of degree d. This is quite different from what one obtains in the
case of the Laplace operator.

1.8.3. Non-covariant scaling joint (energy, center) distribution. One can also study what
happens when the energies and localization centers are not scaled covariantly. Consider
two increasing sequences of scales, say ` = (`3)3 and ˜̀ = ( ˜̀3)3. Pick an energy E0 in
I such that (1.42) holds for some ρ̃ ∈ [0, ρ/(1+ dρ)). Consider the point process

42
3(ξ, x;E0, `, ˜̀) =

N∑
j=1

δ`d3[N(Ej (ω,3))−N(E0)]
(ξ)⊗ δ

xj (ω)/ ˜̀3
(x). (1.55)

Then we prove

Theorem 1.15. Assume (IAD), (W), (M) and (Loc) hold. Let E0 be an energy in I such
that (1.42) holds for some ρ̃ ∈ [0, ρ/(1+dρ)). Assume the sequences of increasing scales
` = (`3)3 and ˜̀ = ( ˜̀3)3 satisfy (1.52). Assume that

if `′ = o(L) then
`3L+`′

`3L
−−−−→
|3|→∞

1 and
˜̀
3L+`′

˜̀
3L

−−−−→
|3|→∞

1. (1.56)

Let J and C be bounded measurable sets respectively in R and (−c ˜̀, c ˜̀)d ⊂ Rd . One
has

(1) if ˜̀3/`3 ≤ |3|−δ for some δ > 0, then ω-almost surely, for 3 sufficiently large,∫
J×C

42
3(ξ, x;E0, `, ˜̀) dξ dx = 0;

(2) if ˜̀3/`3 ≥ |3|δ for some δ > 0, then ω-almost surely,(
`3

˜̀
3

)−d ∫
J×C

42
3(ξ, x;E0, `, ˜̀) dξ dx −−−−→

|3|→∞
|J | · |C|.
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Theorem 1.15 proves that the local energy levels and the localization centers become uni-
formly distributed in large energy windows if one conditions the localization centers to a
much larger window. On the other hand, for a typical sample, if one looks for eigenvalues
in an energy interval much smaller than the correctly scaled one with localization center
in a cube, then asymptotically there are none.

If one replaces the polynomial growth or decay conditions on the ratio of scales `3/ ˜̀3
by the condition that they tend to 0 or∞, or if one omits condition (1.56), the result stays
valid except that the convergence is not almost sure anymore but simply holds in proba-
bility; actually, one has convergence in some Lp norm (see Remark 4.2 in Section 4.2.3).

1.9. Outline of the article. To complete this section, let us now briefly describe the
architecture of the remaining parts of the paper that consist of the proofs of all the results
stated in Sections 0 and 1.

We start in Section 2 with the computation of two important quantities related to our
approximation scheme. Consider a cube 3 and an energy interval I such that |I | · |3| is
small. In Section 2, we compute

• the probability that Hω(3) has exactly one eigenvalue in I ,
• the distribution of this eigenvalue conditioned on the fact that it is unique.

This distribution is used later to approximate the eigenvalue and localization center pro-
cesses.

Section 3 is devoted to the proof of the approximation theorems, Theorems 1.1
and 1.2. Section 4 is devoted to the proof of the results on the spectral statistics. In Sec-
tion 5, we derive the results for the full Hamiltonian, i.e. we develop the other point of
view presented in Section 1.6. Finally, the appendix is devoted to various technical re-
sults used in the course of the proofs, including a description of equivalent finite volume
localization properties.

2. The local distribution of eigenvalues

In this section, we compute the distribution of unfolded eigenvalues.

2.1. The distribution of unfolded eigenvalues. Pick 1 � `′ � `. Consider a cube 3
of side length `, i.e. 3 = 3` and an interval I3 = [a3, b3] ⊂ I (i.e., I3 is contained in
the localization region). Consider the following random variables:

• X = X(3, I3) = X(3, I3, `
′) is the Bernoulli random variable

X = 1Hω(3) has exactly one eigenvalue in I3 with localization center in 3`−`′ ;

• Ẽ = Ẽ(3, I3) is the eigenvalue of Hω(3) in I3 conditioned on X = 1;
• ξ̃ = ξ̃ (3, I3) = (Ẽ(3, I3)− a3)/|I3|.

Clearly ξ̃ is valued in [0, 1]; let 4̃ be its distribution function.
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In the present section, we will describe the distribution of these random variables as
|3| → ∞ and |I3| → 0. We prove

Lemma 2.1. Assume (W), (M) and (Loc) hold. For any ν ∈ (0, 1), one has∣∣P(X = 1)−N(I3)|3|
∣∣ . (|3| |I3|)

1+ρ
+N(I3)|3|`

′`−1
+ |3|e−(`

′)ν (2.1)

where N(E) denotes the integrated density of states of Hω. For all x, y ∈ [0, 1],

|(4̃(x)− 4̃(y))P(X = 1)| . |x − y| |I3| |3|. (2.2)

Moreover, setting N(x, y,3) := [N(a3 + x|I3|)−N(a3 + y|I3|)]|3|, one has∣∣(4̃(x)−4̃(y))P(X=1)−N(x, y,3)
∣∣ . (|3| |I3|)

1+ρ
+|N(x, y,3)| `′`−1

+|3|e−(`
′)ν .

(2.3)

This lemma differs from the usual computation of the DOS in the sense that the size of
the interval decays as the thermodynamic limit is taken. A joint limit in the volume and
the size of the interval has to be taken here. The price we pay for this joint limit is that
we shall restrict ourselves to the localization regime, while the IDS exists in a broader
region.

First let us note that, when we will use Lemma 2.1 in conjunction with Theorem 1.1
or 1.2, the role of 3 will be played by the cube 3`.

Of course, estimates (2.1) and (2.3) are of interest mainly if their right hand side
which is to be understood as an error is smaller than the main term. In (2.1), the main
restriction comes from the requirement that N(I3)|3| � (|3| |I3|)

1+ρ , which is essen-
tially a requirement that N(I3) should not be too small with respect to |I3| (similar to
that found in Theorems 1.1 and 1.2). Lemma 2.1 will be used in conjunction with Theo-
rems 1.1 and 1.2. The cube3 in Lemma 2.1 will be the cube3` in Theorems 1.1 and 1.2.
Therefore, the requirements induced by the other two terms are less restrictive.

In (2.3), the main restriction comes from the requirement that N(x, y,3) �
(|3| |I3|)

1+ρ . This is essentially a requirement on the size of |x− y|: it should not be too
small. On the other hand, we expect the spacing between the eigenvalues of Hω(3L) to
be of size |3L|−1 (we keep the notations of Theorem 1.2 and recall that the cube 3 in
Lemma 2.1 will be the cube 3` in Theorem 1.2). So to distinguish between the eigenval-
ues, one needs to be able to know 4̃ up to resolution |x − y| |I3| � |3L|−1. This will
force us to use Lemma 2.1 on intervals I3 such that N(I3) � |3|−α for some α ∈ (0, 1)
close to 1 (see the discussion following Theorem 1.2, and Section 4.3.1).

To prove Lemma 2.1, we will use

Lemma 2.2. Assume (W) and (Loc) hold in a compact interval I . For ν ∈ (0, 1) and
1� `′ � `, letN(J, `, `′) be the number of eigenvalues ofHω(3`) in J with localization
center in 3`−`′ . Then there exists C > 0 such that, for an interval J ⊂ I such that
|J | ≥ e−(`

′)ν , one has∣∣E(N(J, `, `′))−N(J )|3`|∣∣ . N(J )|3`|`
′`−1
+ `de−(`

′)ν . (2.4)
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Proof. Recall Lemma 1.1 and let V3` be the set of configurations given in Lemma 1.1(II)
for some given ν ∈ (0, 1). Outside V3` , we bound the number of eigenvalues of Hω(3)
in J by C|3`|. Thus,

E(1ω 6∈V3`N(J, `, `
′)) . `de−`

ν

. (2.5)
Assume now that ω ∈ V3` . It follows from Lemma 3.1 that for such ω’s,

tr(13`−2`′
1J−(Hω))+O(`

de−(`
′)ν ) ≤ N(J, `, `′)) ≤ tr(13`1J+(Hω))+O(`

de−(`
′)ν )

(2.6)

where, for some C>0, J+=J+Ce−(`
′)ν
[−1, 1] and J−=J \[(R\J )+Ce−(`

′)ν
[−1, 1]].

Note that |J | − 2Ce−(`
′)ν
≤ |J−| ≤ |J+| ≤ |J | + 2Ce−(`

′)ν .
Taking the expectation of the right hand side of (2.6), using the covariance for the

operator Hω and the Wegner estimate (W), we compute

E(tr(13`1J+(Hω))) = N(J+)|3`| = N(J )|3`| +O(`
de−(`

′)ν ). (2.7)

The left hand side is estimated in the same way. Plugging this back into the expectation
of (2.6) and using (2.5), |3`−2`′ | = |3`|(1 + C`′`−1), and the assumption that |J | ≥
e−(`

′)ν easily yields (2.4). ut

Proof of Lemma 2.1. Using the notations of Lemma 2.2, note that P(X = 1) =
P{N(I3, `, `′) = 1}. First, we relate P{N(I3, `, `′) = 1} to E[N(J, `, `′)]. To do so,
we follow the ideas used in [Kri08, CGK09] to estimate the probability for Hω(3) to
have an eigenvalue in J . We notice that, as N(J, `, `′) is integer valued,

E[N(J, `, `′)] − P(X = 1) = E[N(J, `, `′)] − P{N(I3, `, `′) = 1}

=

∞∑
k=2

k P{N(I3, `, `′) = k}

≤

∞∑
k=2

k(k − 1)P{tr 1I3(Hω(3)) = k}

= E
{
tr 1I3(Hω(3))

(
tr 1I3(Hω(3))− 1

)}
.

Thus, by our assumption (M), we know that

0 ≤ E[N(J, `, `′)] − P(X = 1) ≤ C|3|1+ρ |I3|1+ρ . (2.8)

The evaluation of E[N(J, `, `′)] is then given by Lemma 2.2. This yields (2.1).
The estimate (2.2) is an immediate consequence of the Wegner estimate (W) and the

normalization of 4̃.
Set Ix,y,3 = [a3 + x|I3|, a3 + y|I3|]. To prove (2.3), we write∣∣P{N(Ix,y,3, `, `′) = 1} − (4̃(x)− 4̃(y))P(X = 1)

∣∣
≤ P{Hω(3) has at least two eigenvalues in I3} . (|3`| |I3|)

1+ρ (2.9)

using (M). Replacing I3 with Ix,y,3 in the estimation of P(N(I3, `, `′) = 1) yields
the estimation of the probability P(N(Ix,y,3, `, `′) = 1), and thus completes the proof
of (2.3). ut
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Remark 2.1. The gist of Lemma 2.1 is that the local distribution of Ẽ is that of the
density of states, i.e., in (2.3), the remainder terms should be negligible with respect
to N(x, y,3). Clearly, this will only be the case if N(x, y,3) � (|3| |I3|)

1+ρ . This
imposes a condition on the size of |y − x|, namely y − x cannot be too small. This
restriction will be made clear in the following result.

If one uses the improved Minami estimates of [CGK09] in (2.9), one can improve the
result to∣∣(4̃(x)− 4̃(y))P(X = 1)−N(x, y,3)

∣∣
≤ C

(
|x − y|1+ρ |3|1+ρ |I3|

1+ρ
+ |3|2|I3| |Ix,y,3| +N(x, y,3)`

′`−1
+ |3|e−(`

′)ν
)

and thus take advantage of the possible smallness of Ix,y,3 compared to I3. So this will
lift the above restriction, at least if N(J ) & |J | for J ⊂ I3. This can be done in some
cases [GKl13].

We now describe the distribution of the unfolded eigenvalues. Therefore we slightly
change our notations to localize the quantities near some energy E0. Let 1 � `′ � `.
Pick E0 ∈ I such that (1.42) is satisfied and I3 = [a3, b3]. Recall that

• X = X(3,E0 + I3) = X(3,E0 + I3, `
′) is the Bernoulli random variable

X = 1Hω(3) has exactly one eigenvalue in E0+I3 with localization center in 3`−`′ ,

• Ẽ = Ẽ(3,E0 + I3) is this eigenvalue conditioned on X = 1.

Define

ξ =
N(Ẽ)−N(E0 + a3)

N(E0 + b3)−N(E0 + a3)
=
N(Ẽ)−N(E0 + a3)

N(E0 + I3)
. (2.10)

The random variable ξ is valued in [0, 1]. Let 4 be its distribution function. We prove

Lemma 2.3. Assume (W), (M) and (Loc) hold. Pick E0 such that (1.25) holds for ρ′ ∈
(0, ρ). Fix ν ∈ (0, 1). Assume, moreover, that

e−(`
′)ν
≤ N(E0 + I3) = o(|3|

−ρ(1+ρ′)/(ρ−ρ′)) as |3| → ∞. (2.11)

Then, for 1� `′ � ` and (x, y) ∈ [0, 1]2 such that |x − y| � N (I3)
(ρ−ρ′)/(1+ρ′)

|3|ρ ,

4(x)−4(y) = (x−y)
(
1+O

(
`′`−1

+e−(`
′)ν
+|x−y|−1N(E0+I3)

ρ−ρ′

1+ρ′ |3|ρ
))
. (2.12)

Recalling the discussion following Lemma 2.1, to be able to perform our analysis of the
level spacings, we will need (2.12) to give a good approximation of 4(x) − 4(y) for
|x − y| � (N(E0 + I3)|3L|)

−1 (recall that 3 in Lemma 2.3 is 3` in Theorem 1.2).
Indeed, by Lemma 2.1 and Theorem 1.2, the number of eigenvalues of Hω(3L) in I3 is
asymptotic to N(E0 + I3)|3L| (see Theorem 1.3).
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Proof of Lemma 2.3. Recall that the IDS N is monotone by definition and Lipschitz
continuous thanks to (W). Assumption (1.25) and the Wegner estimate (W) guarantee
that, for 3 sufficiently large, for [a, b] ⊂ E0 + I3, one has

1
C
(b − a) ≤ |N−1([a, b])| ≤ (b − a)1/(1+ρ

′). (2.13)

Here, |N−1([a, b])| denotes the Lebesgue measure of the interval N−1([a, b]).
By the definitions of ξ̃ and ξ (see the beginning of Section 2.1 and (2.10)), for x ∈

[0, 1], one has

4(x) = 4̃
[
N−1(N(E0 + a3)+ xN(E0 + |I3|))

]
. (2.14)

By Lemma 2.1 applied e.g. with ν replaced with (1 + ν)/2, for (x, y) as in (2.12), one
has

4(x)−4(y) = (x − y)
1+ A+ B + C

1+ A′ + B ′ + C′
(2.15)

where, using (2.13), the assumption on |x − y| in (2.12) and the left hand side of (2.11),
we compute

|A| .
(|I3| |3|)

1+ρ

|x − y|N(I3)|3|
.
N(E0 + I3)

(ρ−ρ′)/(1+ρ′)
|3|ρ

|x − y|
, |B| . `′`−1,

|C| .
e−(`

′)(1+ν)/2

N(E0 + I3)|x − y|
. e−(`

′)ν .

The quantities |A′|, |B ′| and |C′| are respectively bounded by the same bounds as |A|, |B|
and |C| for (x, y) = (0, 1). This completes the proof of Lemma 2.3. ut

2.2. The proof of Theorem 1.3. Theorem 1.3 will be a consequence of Theorem 1.2 and
Lemma 2.1. We use the notation of Theorem 1.2. Recall that the number of eigenvalues
of Hω(3) in I3 is denoted by N(I3,3, ω). The control of N(I3,3, ω) will be useful to
obtain the level spacing statistics.

Recall the assumptions of Theorem 1.3:

• N(I3)(log |3|)1/δ → 0 as |3| → ∞;
• N(I3)|3|

1−ν
→∞ as |3| → ∞;

• N(I3)|I3|
−1−ρ̃

→∞ as |3| → ∞.

For δ > 0 sufficiently small, this guarantees that one can pick α > 1 large and ` =
`3 � (log |3|)α and `′ = `′3 � (log |3|)1/ξ so that they fulfill all the assumptions of
Theorem 1.2, in particular, (1.13), (1.14) and (1.17) for some ξ ∈ (0, 1) (see also the
discussion following Theorem 1.2). The estimate (1.15) gives the probability of Z3, the
set of configurations where one has a good description of most the eigenvalues. Moreover,
for δ > 0 sufficiently small, the number of eigenvalues of Hω(3) in I3 that are not
described by Theorem 1.2 is bounded by

CN(I3)|3|
(
N(I3)

ρ−ρ̃
1+ρ̃ `

d(1+ρ)
3 + (`′3)

d+1`−1
3

)
≤ CN(I3)|3|(log |3|)−δ. (2.16)
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Consider the boxes (3`(γj ))1≤j≤Ñ given by Theorem 1.2. Their number, say Ñ , satisfies

Ñ = (|3|/|3`|)(1 + o(1)). For 1 ≤ j ≤ Ñ , let Xj = X(3`(γj ), I3), i.e. Xj is the
Bernoulli random variable equal to 1 if Hω(3`(γj )) has exactly one eigenvalue in I3
with localization center at a distance at least `′ from ∂3 (see Theorem 1.2) and zero
otherwise. It follows from Lemma 2.1 and the choice of (`, `′) in Theorem 1.2 made
above that

P(Xj = 1) = N(I3)|3`|[1+ o((log |3|)−δ)]. (2.17)

We have

∣∣N(I3,3, ω)−N(I3)|3|∣∣ ≤ ∣∣∣N(I3,3, ω)− Ñ∑
j=1

Xj

∣∣∣+ ∣∣∣ Ñ∑
j=1

Xj −N(I3)|3|

∣∣∣. (2.18)

By (2.16), for ω ∈ Z3, we have∣∣∣N(I3,3, ω)−∑
j

Xj

∣∣∣ . N(I3)|3|(log |3|)−δ.

The second term on the right hand side of (2.18) is then bounded by a standard large
deviation estimate for i.i.d. Bernoulli variables valued in {0, 1} with expectation p =
p(Ñ) such that p ∈ (0, 1/2] and pÑ ∼ N(I3)|3| → ∞ (see e.g. [Dur96]); for δ′ ∈
(1/2, 1), it yields, for |3| sufficiently large,

P
(∣∣∣ Ñ∑
j=1

Xj − pÑ

∣∣∣ ≥ (pÑ)δ′) ≤ e−(pÑ)2δ′−1/4. (2.19)

Theorem 1.3 follows by taking δ′ close to 1/2, using (2.17) and noting that pÑ �
(log |3|)γ for any γ > 0 by our assumptions on N(I3). ut

Remark 2.2. We can get a more precise version of Theorem 1.3 by optimizing in the
intermediate scale `, the number of eigenvalues we miss in the picture of Theorem 1.2,
namely by choosing ` so that Kn = K ′n′. Estimates can even be improved by resorting
to higher order Minami estimates in order to bound the missing eigenvalues (replacing
the crude deterministic bound given by the Weyl formula).

Remark 2.3. If N(I) � |I |1+ρ , Theorem 1.3 still holds if one can improve on the Mi-
nami estimate, replacing one power of the interval length |I | by N(I). This can be done
in some cases [GKl13].

3. The proofs of Theorems 1.2 and 1.1

Recall 3L is a cube of side length L. Let I3 be an interval inside I the region of local-
ization. We first prove the useful
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Lemma 3.1. Assume (IAD), (W), (M) and (Loc). Consider scales `′, ` such that
(log |3L|)1/ξ � `′ � ` � L, and, for some given γ ∈ 3L, consider a box 3`(γ )
such that 3`−`′(γ ) ⊂ 3L. Let W3L be either the set U3L or V3L defined in Lemma 1.1.
For L large enough, we have:

(1) For any ω ∈W3L , ifE(ω) is an eigenvalue ofHω(3L)with a localized eigenfunction
in the sense of (1.7) with a localization center in 3`−`′(γ ), then Hω(3L ∩ 3`(γ ))
has an eigenvalue in a neighborhood of E(ω) of size O(e−(`

′)ξ /2); moreover, if
ω ∈W3`(γ ), the corresponding eigenfunction is localized in the sense of (1.7).

(2) Assume now additionally that3`(γ ) ⊂ 3L. Then, conversely, for any ω ∈W3`(γ ), if
E(ω) is eigenvalue ofHω(3L) inHω(3`(γ )) with an eigenfunction exponentially lo-
calized, in the sense of (1.7) with a localization center in3`−`′(γ ), thenHω(3L) has
an eigenvalue in a neighborhood ofE(ω) of sizeO(e−(`

′)ξ /2); moreover, if ω ∈W3L ,
the corresponding eigenfunction is localized in the sense of (1.7).

As a consequence of (1), (W) and (M), given an interval I3,

• the probability that at least one localization center in 3`−`′(γ ) corresponds to an
eigenvalue of Hω(3L) in I3 is bounded by C(P(Wc

3L
)+ |I3|`

d
+ `de−(`

′)ξ /2);
• the probability that at least two localization centers in 3`−`′(γ ) correspond to

two eigenvalues of Hω(3L) in I3 is bounded by C(P(Wc
3L
) + (|I3|`

d)(1+ρ) +

Ld(1+ρ)e−ρ(`
′)ξ /2).

Similar results can be found in [Kl11].

Remark 3.1. In the first part of Lemma 3.1, we do not require the small cube3`(γ ) to lie
entirely inside the big cube 3L. This will be used in our analysis to treat the localization
centers near the boundary of 3L.

If 3`(γ ) ⊂ 3L, then, using Lemma 2.1, the bound on the probability that at least
one localization center in 3`−`′(γ ) corresponds to an eigenvalue of Hω(3L) in I3 can
be improved to C(P(Wc

3L
)+N(I3)`

d
+ `de−(`

′)ξ /2).
Finally, we note that, in the last part of Lemma 3.1, it is of importance that the proba-

bility that appears, namely P(Wc
3L
), is the one related to the box 3L, and not to a small

box of size `.

Proof of Lemma 3.1. (1) Let ϕ = ϕω,3L be the eigenfunction associated to the center
x(ω), and E(ω) ∈ I3 the corresponding eigenvalue. Let 9` be a smooth characteris-
tic function covering the cube 3`(γ ), i.e. supp9` ⊂ 3`(γ ), 9` = 1 on 3

`− 1
2 `
′(γ ),

supp∇9` ⊂ 3`(γ ) \ 3`− 1
2 `
′(γ ). Since ω ∈ U3L , we have ‖9`ϕ‖ ≥ 1/2 for `′ large

enough. Set η` := 9`ϕ/‖9`ϕ‖. Then η` is an approximate eigenvector of the Hamilto-
nian Hω(3`(γ )), in the sense that ‖η`‖ = 1 and

‖(Hω(3`(γ ))− E)η`‖ ≤ 2‖[Hω(3`(γ )),9`]ϕ‖ . sup
supp∇9`

|ϕ| . e−(`
′)ξ .

It follows that Hω(3`(γ )) has an eigenvalue in the interval [E − ce−(`
′)ξ , E + ce−(`

′)ξ
].
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(2) Recall 9` above. Let ϕ = ϕω,3`(γ ) ∈ L
2(3`(γ )) be the eigenfunction associated

to x(ω). Set η` = 9`ϕ on 3`(γ ) and η` = 0 on 3L \3`(γ ). Since dist(x(ω), ∂3`(γ ))
≥ `′, it is immediate that η` is an approximate eigenfunction of Hω(3L) in the sense that

‖(Hω(3L)− E)η`‖ . sup
supp∇9`

|ϕ| . e−(`
′)ξ /2.

The first consequence is immediate. For the second, if the two eigenvalues of Hω(3)
are a distance at least e−(`

′)ξ /2 apart, by point (2), they give rise to two distinct eigenvalues
of Hω(3`(γ )); thus, we can apply (M). If they are closer, we bound the probability using
(M) for Hω(3L). This completes the proof of Lemma 3.1. ut

Proof of Theorem 1.1. For β ′ > 0 sufficiently small (to be defined precisely below) and
β > β ′ to be chosen later, set `′ = Lβ

′

and ` so that (`+`′)k+`′ = L, where k = [L1−β
].

Note that ` = O(Lβ) in the large volume limit. With such definitions we can pick equally
distributed boxes of size ` in 3L (with distance `′ between two neighbors) satisfying the
conditions of the theorem.

Note that for L large enough, `′ > R, so that events based on distinct boxes 3`(γj )
are independent.

In this proof, we shall use the localization property described by Lemma 1.1(I).
Up to a probability less than C|3L|(1−β)−βp . |3L|−1 provided p ≥ 2β−1

− 1, we
can assume that all the boxes 3`(γ ) satisfy (I) of Lemma 1.1, since p in Lemma 1.1 can
be chosen arbitrarily large. Since α − αd,ρ,ρ̃ < 1 we can neglect this probability.

Recall N(I3) � |3L|−α . Since N(I3) . |I3|, we have P(Uc3L) . |I3|`d and
P(Uc3L) . |I3|

1+ρ`2d , provided p > 0 in Lemma 1.1 is large enough.
Let S`,L be the set of boxes 3`−`′(γj ) ⊂ 3L containing at least two localization

centers of Hω(3L). It follows from Lemma 3.1 and (1.42) that

P(#S`,L ≥ 1) . |3L|1−β(|3L|β |I3|)1+ρ ≤ |3L|1+βρN(I3)
1+ρ
1+ρ̃ . |3L|

1+βρ−α 1+ρ
1+ρ̃ .

(3.1)

To ensure that all the centers of Hω(3L) fall inside one of the 3`(γj )’s and actually
sufficiently well inside (by a distance `′), we define ϒ ⊂ 3L as the set 3L \

⋃
j 3`(γj )

enlarged by a length `′. In other terms ϒ = 3L \
⋃
j 3`−`′(γj ). One has |ϒ | . |3L|`′/`.

We consider a partition ϒ =
⋃2d−1

m=1ϒm, with ϒm ∩ ϒm′ = ∅ if m 6= m′, each ϒm being
a union of boxes of side length `′ which are at least `′ distant from one another. For each
given m, the distance between two boxes of ϒm is larger than `′, so that we can enlarge
each box in ϒm by, say, 1

10`
′, except for sides of boxes that coincide with the boundary

of 3L. It follows from Lemma 3.1 and the Wegner estimate that

P(Hω(3L) has a localization center in ϒ)

.
∑
m

P(Hω(3L) has a localization center in ϒm)

.
∑
m

|ϒm| |I3| . |ϒ |N(I3)
1

1+ρ̃ . |3L|
1− 1

d
(β−β ′)− α

1+ρ̃ . (3.2)
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We thus require that

α > (1+ ρ̃)max
(

1+ βρ
1+ ρ

, 1−
1
d
(β − β ′)

)
.

Optimization yields

β =
dρ + β ′(1+ ρ)
(d + 1)ρ + 1

, α > (1+ ρ̃)
(

1−
dρ + β ′(1+ ρ)
(d + 1)ρ + 1

)
. (3.3)

We thus require αd,ρ,ρ̃ < α where

αd,ρ,ρ̃ = (1+ ρ̃)
(

1−
ρ

ρ(d + 1)+ 1

)
= (1+ ρ̃)

ρd + 1
ρ(d + 1)+ 1

< 1,

which is our assumption (1.11).
It follows from (3.1) and (3.2) that with probability larger than 1− c|3L|−(α−αd,ρ,ρ̃ ),

item (2) of Theorem 1.1 holds, as well as the “only if” part of item (3).
Next, item (2) of Lemma 3.1 implies that item (1) as well as the “if” part of item (3) of

Theorem 1.1 hold, with probability at least 1−c|3L|−α+β−
1
d
(β−β ′)

≥1−c|3L|−(α−αd,ρ,ρ̃ ).
This completes the proof of Theorem 1.1. ut

Proof of Theorem 1.2. For a given scale `3, we set q = [(L − `′)/(`3 + `′)]. Then we
may adjust the scale `3 by enlarging it to a new scale ` so that (` + `′)q + `′ = L and
0 ≤ ` − `3 . `2

3/|3L| = o(`3). As a consequence, we can consider a collection of
boxes 3`(γj ) at equal distance `′ to their closest neighbors and satisfying the description
of the theorem. In particular, events based on different boxes are independent.

In this proof, we shall use the localization property described by Lemma 1.1(II).
For L sufficiently large, up to a probability . |3L|(1−β)e−`

ν
≤ |3L|

−q , with q > 0
arbitrarily large, we can assume that all the boxes 3`(γ ) satisfy (II) of Lemma 1.1.

It follows from (1.13) and Lemma 1.1 that for ` large enough, we have P(Vc3L) .

|I3|`
d and P(Vc3L) . |I3|

1+ρ`2d .
Let S`,L be the set of disjoint boxes3`(γj ) ⊂ 3L containing at least two localization

centers of Hω(3L). We set n = `d . It follows from Lemma 3.1 (taking into account
`′ � `) that, using independence and Stirling’s formula,

P(](S`,L ≥ k) .
(
|3L|/n

k

)
(|I3|n)

(1+ρ)k . (e|3L|/(nk))
k(|I3|n)

(1+ρ)k

=

(
e|3L|

k
N(I3)

1+ρ
1+ρ′ nρ

)k
. 2−k,

if we choose

k ≥ K :=
[
2eN(I3)|3L|(N(I3)

ρ−ρ′

1+ρ′ nρ)
]
+ 1. (3.4)

Note that

K �
|3L|

n

(
N(I3)

1
1+ρ′ n

)1+ρ
= o

(
|3L|

n

)
(3.5)
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by assumption. As a consequence,

P(#(S`,L) ≥ K) . 2−K .

So we can assume that, with probability larger than 1− 2−K , the boxes 3`(γj ), except at
most K of them, contain at most one localization center.

We now control the number of localization centers that may be contained in these K
exceptional boxes. In a box of size `, the deterministic a priori bound on the number of
eigenvalues guarantees that this number is bounded by . `d := n (see e.g. [RS78]). Using
this crude estimate the number of eigenvalues we miss with these K boxes is bounded by

Kn . N(I3)|3L|
(
N(I3)

ρ−ρ′

1+ρ′ n1+ρ)
= o(N(I3)|3L|),

provided

N(I3)
ρ−ρ′

1+ρ′ n1+ρ
= o(1). (3.6)

We now turn to the complement of the 3`(γj )’s, that is,

ϒ = 3L \
⋃
j

3`−`′(γj ),

and we consider a partition of ϒ into 2d−1 sets of boxes of side length `′. More precisely,
ϒ =

⋃2d−1

m=1ϒm, with ϒm ∩ ϒm′ = ∅ if m 6= m′, each ϒm is a union of boxes of side
length `′ at distance at least `′ from one another. Clearly, |ϒ | . |3L|`′/`.

Let S ′`,L be the set of boxes 3`′(γj ) ∈ ϒ containing at least one localization center
of Hω(3L). From considerations similar to those above, for each given m, taking into
account that boxes in ϒm may be enlarged by, say, 1

10`
′, for the distance between any two

of them is larger than `′, it follows from Lemma 3.1 and the Wegner estimate that, using
independence and Stirling formula,

P(#(S ′`,L ∩ ϒm) ≥ K
′) .

∑
k≥K ′

(
|ϒm|/(`

′)d

k

)
(C|I3|(`

′)d)k .

(
C|3L|N(I3)

1
1+ρ′ `′

k`

)k
. 2−K

′

,

where C is a constant that only depends on the constant appearing in Wegner and d, and
provided one sets, for C′ > C,

K ′ :=

[
C′|3L|N(I3)

1
1+ρ′ `′

`

]
+ 1. (3.7)

Note that

K ′ �
|3L|

n

(
N(I3)

1
1+ρ′ n

`′

`

)
= o

(
|3L|

n

)
(3.8)

by assumption. As a consequence,

P(#S ′`,L≥ 2d−1K ′)≤P(∃m, #(S ′`,L ∩ ϒm)≥K
′)≤

2d−1∑
m=1

P(#(S ′`,L ∩ ϒ
′
m)≥K

′). 2−K
′

.
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Hence we can assume that, up to 2d−1K ′ boxes, boxes of size `′ in ϒ ′ contain at most
one localization center.

The maximal number of eigenvalues that can be contained in these 2d−1K ′ bad boxes
is . K ′n′ = o(N(I3)|3L|) provided

`� (`′)d+1. (3.9)

Combining (3.6) and (3.9), we see that the intermediate scale ` has to satisfy (1.17). To
summarize, we proved that the picture described by Theorem 1.2 holds with probability
larger than

1− e−cK − e−cK
′

≥ 1− exp
(
−cN(I3)|3L|(N(I3)

ρ−ρ′

1+ρ′ `dρ)
)

− exp
(
−cN(I3)|3L|N(I3)

−
ρ′

1+ρ′ `′`−1). (3.10)

Moreover, the number of eigenvalues of Hω(3L) that are not described by this picture is
bounded by

C(Kn+K ′n′) . N(I3)|3L|

(
N(I3)

ρ−ρ′

1+ρ′ `d(1+ρ) +N(I3)
−

ρ′

1+ρ′
(`′)d+1

`

)
= o(N(I3)|3L|), (3.11)

provided (1.17) holds. This completes the proof of Theorem 1.2. ut

4. The spectral statistics

In this section, we prove most of the results on the local spectral statistics described in
Section 1.

The whole of our analysis relies on Theorems 1.1 and 1.2.

4.1. Convergence of local level statistics. We first prove uniform Poisson convergence,
Theorem 1.10, of which Theorem 1.9 is an immediate consequence if one takes into
account Remark 4.1 to relax assumption (1.45) to assumption (1.42).

4.1.1. Proof of Theorem 1.10. We keep the notations of Section 1.7.1. Recall that
3 = 3L. Under the assumptions of Theorem 1.10, we can apply Theorem 1.1 to
the interval I3 = N−1(N(E0) + |3|

−α
[−1, 1]). Let Z3 be the set of configurations

where the conclusions of Theorem 1.1 for this interval hold and let Ñ be the num-
ber of cubes constructed in Theorem 1.1; let (3`(γj ))1≤j≤Ñ be those cubes. Then
Ñ = |3|1−β(1−O(|3|−(1−β)/d)).

Recall that ξj (E0, ω,3) is defined by (1.41) and consider the event

�3I1,k1;...;Ip,kp
:=

p⋂
l=1

{
ω; #{j ; ξj (ω,3) ∈ Il} = kl

}
.

Pick δd < p := β ′ξ where β ′ is given by Theorem 1.1 and δ by (1.46).
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As P(Z3)→ 1, to prove Theorem 1.10, it suffices to prove that

P(�3I1,k1;...;Ip,kp
∩ Z3)− e−|I1|

|I1|
k1

k1!
· · · e−|Ip |

|Ip|
kp

kp!
−−−−→
|3|→∞

0. (4.1)

Recall that the function N is non-decreasing and continuous; thus, for I an interval, the
set N−1(I ) is an interval. For a cube 3 and an interval I , define the Bernoulli random
variable X3`,I by

X3`,I = 1Hω(3`) has an e.v. in N−1[N(E0)+|3|−1I ] with localization center in 3`−`′
. (4.2)

Here, the length scales ` and `′ are taken as in Theorem 1.1, that is, ` � Lβ and `′ � Lβ
′

.
Notice that, using the notations of Section 2, one has X3`,I = X(3`, N

−1
[N(E0) +

|3|−1I ], `′).
We are first going to eliminate a degenerate case, when the length of one interval |Ij |

goes to 0. Assume |I1| ≤ ε for some ε small fixed. Let us first assume that k1 6= 0. Then,
by the description given by Theorem 1.1, for some η > 0 and L sufficiently large, one
has

P(�3I1,k1;...;Ip,kp
∩ Z3) ≤ P(�3I1,k1

∩ Z3) . Ñ P(X3`(γ ),I1+e−Lη [−1,1] = 1)

. Ñ ·N
(
N−1[N(E0)+ |3|

−1(I1 + e
−Lη
[−1, 1]

)])
|3`|

+ Ñ
(
|3`|

∣∣N−1[N(E0)+ |3|
−1(I1 + e

−Lη
[−1, 1])

]∣∣)1+ρ
. ε + |3| |3`|

ρ
|3|−(1+ρ)/(1+ρ̃)ε(1+ρ)/(1+ρ̃) . ε.

To obtain the second inequality, we have used the upper bound provided by (2.1) of
Lemma 2.1. The third inequality is a consequence of assumption (1.42).

On the other hand, if k1 6= 0, one clearly has e−|I1| |I1|
k1

k1!
. ε; moreover, always

e−|I |
|I |k

k!
≤ 1. Thus, e−|I1| |I1|

k1

k1!
· · · e−|Ip |

|Ip |
kp

kp !
. ε.

If k1 = 0, then, by the computation made above,

0 ≤ P(�3I2,k2;··· ;Ip,kp
∩ Z3)− P(�3I1,0;I2,k2;··· ;Ip,kp

∩ Z3) . ε

and

0 ≤ e−|I2|
|I1|

k2

k2!
· · · e−|Ip |

|Ip|
kp

kp!
− e−|I1|e−|I2|

|I1|
k2

k2!
· · · e−|Ip |

|Ip|
kp

kp!
. ε.

Thus we are back to estimating P(�3
I2,k2;...;Ip,kp

)− e−|I2|
|I2|

k2

k2!
· · · e−|Ip |

|Ip |
kp

kp !
.

So, from now on, we assume that all the intervals (Ij )j have length greater than ε.
Define I+j = Ij ∪ [−e

−Lη , e−L
η
] and I−j = Ij ∩ (

cIj + [−e
−Lη , e−L

η
]). Clearly, I−j ⊂

Ij ⊂ I
+

j . Moreover, by (1.46), for L sufficiently large, we have I+j ∩ I
+

k = I
−

j ∩ I
−

k = ∅

for j < k and |I+j | = |Ij |(1+O(e
−Lη )) and |I−j | = |Ij |(1+O(e

−Lη )). For L sufficiently
large, one has |I+j | ≥ |I

−

j | ≥ ε/2 for j ∈ {1, . . . , p}.
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By Theorem 1.1, in particular (1.12), and the Wegner estimate (W), we know that
p⋂
l=1

{
ω; #{j ; X3`(γj ),I−l = 1} = kl

}
∩ Z3 ⊂ �3I1,k1;...;Ip,kp

∩ Z3,

�3I1,k1;...;Ip,kp
∩ Z3 ⊂

p⋂
l=1

{
ω; #{j ; X3`(γj ),I+l = 1} = kl

}
∩ Z3.

(4.3)

Let us first use this to upper bound P(�3
I1,k1;...;Ip,kp

∩ Z3) and to show that we may
assume that p is finite (depending on ε). We compute

P(�3I1,k1;...;Ip,kp
∩ Z3) ≤ P

( p⋂
l=1

{
ω; #{j ; X3`(γj ),I+l = 1} = kl

}
∩ Z3

)
≤

∑
Kl⊂{1,...,Ñ}

#Kl=kl , 1≤l≤p
Kl∩Kl′=∅ if l 6=l′

P

(
p⋂
l=1

{
ω;
∀j ∈ Kl, X3`(γj ),I

+

l
= 1

∀j 6∈ Kl, X3`(γj ),I
+

l
= 0

}
∩ Z3

)

as, by the definition of Z3 (see Theorem 1.1), one has P({X3`(γj ),I+l =1, X3`(γj ),I+l′
=1}

∩Z3)=0 if l 6= l′. AsKl∩Kl′ = ∅ if l 6= l′, the random vectors ((X3`(γj ),I+l )j∈Kl )1≤l≤p
are independent. Thus,

P(�3I1,k1;...;Ip,kp
∩ Z3) ≤

∑
Kl⊂{1,...,Ñ}

#Kl=kl , 1≤l≤p
Kl∩Kl′=∅ if l 6=l′

p∏
l=1

P({ω; ∀j ∈ Kl, X3`(γj ),I+l = 1})

× P
({
ω; ∀j 6∈

p⋃
l=1

Kl,

p∑
l=1

X3`(γj ),I
+

l
= 0

})
≤

∑
Kl⊂{1,...,Ñ}

#Kl=kl , 1≤l≤p

p∏
l=1

P({ω; ∀j ∈ Kl, X3`(γj ),I+l = 1})

× P
({
ω; ∀j 6∈

p⋃
l=1

Kl,

p∑
l=1

X3`(γj ),I
+

l
= 0

})
≤

(
Ñ

k1 + · · · + kp

) p∏
l=1

(
p+l

)kl P({ω; p∑
l=1

X3`(γ1),I
+

l
= 0

})Ñ−(k1+···+kp)
(4.4)

where p±l = P(X3`(γ1),I
±

l
= 1) for 1 ≤ l ≤ p. Here, we have used the fact

that, as the cubes (3`(γj ))j are a distance at least R apart (see (IAD)), the events
({ω; #{j ; X3`(γj ),I−l = 1} = kl})j are pairwise independent for 1 ≤ l ≤ p.

To estimate the last term in (4.4), we will use

Lemma 4.1. Set

δ := α
1+ ρ
1+ ρ̃

− 1− βρ. (4.5)
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With the choice of (I+l )1≤l≤p made above, under the assumptions of Theorem 1.10, with
our choice of ` and `′, possibly reducing β somewhat, for L sufficiently large, one has

P
( p∑
l=1

X3`(γ1),I
+

l
= 0

)
= 1−

1−O(|3|−δ)

Ñ

p∑
l=1

|Il |.

Proof. The proof is analogous to that of Lemma 2.1; it also relies on our choice of the
intervals (Il)1≤l≤p. The derivation of (2.8) yields

0 ≤ E
[
N
( p⋃
l=1

N−1(N(E0)+ |3|
−1I+l ), `, `

′

)]
− P

( p∑
l=1

X3`(γj ),I
+

l
≥ 1

)
≤ C|3`|

1+ρ
|I3|

1+ρ .

Thus using Lemma 2.2 and assumption (1.42), we obtain

P
( p∑
l=1

X3`(γj ),I
+

l
≥1
)
=N

( p⋃
l=1

N−1(N(E0)+|3|
−1I+l )

)
+|3`|

1+ρ
|N(I3)|

(1+ρ)/(1+ρ̃)

=|3|β−1
p⋃
l=1

|I+l |+O(|3|
β(1+ρ)−α(1+ρ)/(1+ρ̃)). (4.6)

To conclude the statement of Lemma 4.1, it now suffices to recall that |I+l | ≥ ε/2 and
that 1 + βρ < α

1+ρ
1+ρ̃ , i.e. β − 1 > β(1 + ρ) − α 1+ρ

1+ρ̃ . Moreover, by the definition of the
intervals (I+l )l , the main term in (4.6) is |3|β−1⋃p

l=1 |Il |. ut

By (2.1) of Lemma 2.1, the assumption (1.45) and the definition of (I±l )l , we have

p±l = |Il ||3|
β−1(1+O(|3|−δ)) = |Il |Ñ−1(1+O(|3|−δ)). (4.7)

Setting k = k1 + · · · + kp and I+ = |I+1 | + · · · + |I
+

1 |, we note that by Theorem 1.1, for
ω ∈ Z3, we have k . N(I3)|3| . |3|1−α and, by the assumptions of Theorem 1.10,
we have I+ ≤ 2|3|1−α . Thus, for L large,

k + I+ = o(|3|1−β) = o(Ñ). (4.8)

From (4.4), (4.7) and Lemma 4.1, at the possible expense of reducing β somewhat, we
obtain the upper bound

P(�3I1,k1;...;Ip,kp
∩ Z3) ≤

(
Ñ

k

)(
I+

Ñ

)k(
1−

1−O(|3|−δ)

Ñ
I+
)Ñ−k

≤
(I+)k

k!
e−I

+

eO(|3|
−δI+) .

(I+)k

k!
e−I

+

(4.9)

where we have used (4.8) as well as the assumption (1.44) to obtain

|3|−δI+ ≤ |3|−δ+1−α
= o(1). (4.10)
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Indeed, by (4.5), the definition of δ, and as αd,ρ,ρ̃ < α (see (1.11)), one computes

−δ + 1− α = −α
1+ ρ
1+ ρ̃

+ 1+ βρ + 1− α < −
(2+ ρ + ρ̃)(1+ dρ)

1+ (d + 1)ρ
+ 2+ βρ

= −
ρ̃(1+ dρ)− ρ(1− dρ)

1+ (d + 1)ρ
+ βρ.

So, under assumption (1.44), at the expense of possibly reducing β, one has −δ + 1− α
< 0, which, taking into account (4.10), implies (4.9). The bound (4.9) proves that if
k + I+ →∞ (as L→∞) then P(�3

I1,k1;...;Ip,kp
∩ Z3)→ 0. Note that, for 1 ≤ l ≤ p,

one has |I+l | ≥ ε/2, and P(�3
I1,k1;...;Ip,kp

∩Z3)→ 0 if p→∞ as L→∞. On the other
hand, 0 is clearly also the limit of the product

|I1|
k1

k1!
e−|I1| · · ·

|Ip|
kp

kp!
e−|Ip |

in any of these cases (as |I+l | � |Il | ≥ ε/2). So we have proved (1.47) if k+I++p→∞
when L→∞.

From now on, we assume that k, I+ and p are bounded and that |I−| ≥
ε. Let us prove (1.47) in this case. Since by the definition of Z3, each operator
Hω(3`(γj )) has at most one eigenvalue in the interval I3 that contains all the intervals
(N−1

[N(E0)+ |3|
−1I±l ])1≤l≤p, one has

p⋂
l=1

{
ω; #{j ; X3`(γj ),I±l = 1} = kl

}
∩ Z3

=

⋃
Kl⊂{1,...,Ñ}

#Kl=kl , 1≤l≤p
Kl∩Kl′=∅ if l 6=l′

p⋂
l=1

ω;
∀j ∈ Kl, X3`(γj ),I

±

l
= 1

∀j 6∈
⋃
l′ 6=l

Kl′ , X3`(γj ),I
±

l
= 0

 ∩ Z3.

Hence, as 1− P(Z3) = o(1), one has

∑
Kl⊂{1,...,Ñ}

#Kl=kl , 1≤l≤p
Kl∩Kl′=∅ if l 6=l′

P

(
p⋂
l=1

{
ω;
∀j ∈ Kl, X3`(γj ),I

−

l
= 1

∀j 6∈ Kl, X3`(γj ),I
−

l
= 0

})
+o(1) ≤ P(�3I1,k1;...;Ip,kp

∩Z3),

P(�3I1,k1;...;Ip,kp
∩Z3) ≤

∑
Kl⊂{1,...,Ñ}

#Kl=kl , 1≤l≤p
Kl∩Kl′=∅ if l 6=l′

P

(
p⋂
l=1

{
ω;
∀j ∈ Kl, X3`(γj ),I

+

l
= 1

∀j 6∈ Kl, X3`(γj ),I
+

l
= 0

})
+o(1).
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For 1 ≤ l ≤ p, pickKl ⊂ {1, . . . , J } such that (#Kl)1≤l≤p = (kl)1≤l≤p andKl∩Kl′ = ∅
if l 6= l′. One then computes

P

 p⋂
l=1

ω;
∀j ∈ Kl, X3`(γj ),I

+

l
= 1

∀j 6∈
⋃
l′ 6=l

Kl′ , X3`(γj ),I
+

l
= 0




≤

∏
j 6∈
⋃p

l=1 Kl

P
( p∑
l=1

X3`(γj ),I
+

l
= 0

) p∏
l=1

∏
j∈Kl

P(X3`(γj ),I+l = 1)

≤ P
( p∑
l=1

X3`(γ1),I
+

l
= 0

)Ñ−(k1+···+kp)
p∏
l=1

P(X3`(γ1),I
+

l
= 1)kl

≤

(
1−

p∑
l=1

p+l

)Ñ−(k1+···+kp)
p∏
l=1

(p+l )
kl (1+ o(1))

≤

( p∏
l=1

e−|I
+

l ||I+l |
kl
)
(Ñ)−k1−···−kp (1+ o(1))

and

P

(
p⋂
l=1

{
ω;
∀j ∈ Kl, X3`(γj ),I

−

l
= 1

∀j 6∈ Kl, X3`(γj ),I
−

l
= 0

})
≥ P

( p∑
l=1

X3`(γ1),I
−

l
= 0

)Ñ−(k1+···+kp)

×

∏
j∈
⋃
l Kl

 p∑
l=1

1j∈KlP

X3`(γj ),I−l = 1∑
l′ 6=l

X3`(γj ),I
−

l′
= 0


≥ P

( p∑
l=1

X3`(γ1),I
−

l
= 0

)Ñ−(k1+···+kp)

×

∏
j∈
⋃
l Kl

(
p∑
l=1

1j∈Kl

[
P(X3`(γj ),I−l = 1)− P

(
X3`(γj ),I

−

l
= 1

X3`(γj ),I
−

l′
= 1

)])

≥

( p∏
l=1

e−|I
−

l ||I−l |
kl
)
(Ñ)−k1−···−kp (1+ o(1))

as k1 + · · · + kp is bounded and

P(X3`(γj ),I−l = 1)− P

(
X3`(γj ),I

−

l
= 1

X3`(γj ),I
−

l′
= 1

)
= p−l (1+O(|3|

−δ)).

On the other hand, as k1 + · · · + kp is bounded, when N →∞, one has∑
Kl⊂{1,...,Ñ}

#Kl=kl , 1≤l≤p
Kl∩Kl′=∅ if l 6=l′

1 =
p∏
l=1

(
Ñ

kl

)
(1+ o(1)).
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Thus, for L sufficiently large, we obtain

e−|I
−

1 |
|I−1 |

k1

k1!
· · · e−|I

−
p |
|I−p |

kp

kp!
(1+ o(1)) ≤ P(�3I1,k1;...;Ip,kp

∩ Z3)

≤ e−|I
+

1 |
|I+1 |

k1

k1!
· · · e−|I

+
p |
|I+p |

kp

kp!
(1+ o(1)).

Now, recalling that |I±l | = |Il | +O(e
−Lη ), we get

lim
|3|→∞

∣∣∣∣P(�3I1,k1;...;Ip,kp
)− e−|I1|

|I1|
k1

k1!
· · · e−|Ip |

|Ip|
kp

kp!

∣∣∣∣ = 0,

and the proof of Theorem 1.10 is complete. ut

Remark 4.1. In the present proof, assumption (1.42) does not suffice to guarantee (4.7):
indeed, as we did not fix the intervals (Ij )j , we want a result uniform over all the intervals
of not too small length in some neighborhood of E0; thus, we use assumption (1.45), a
uniform version of assumption (1.42).

To prove Theorem 1.9 however it suffices to consider fixed intervals (Ij )1≤j≤p; thus,
assumption (1.42) suffices to guarantee that (4.7) holds.

4.1.2. Asymptotic independence. We now turn to the proof of Theorem 1.11. Decompose
3 into the boxes constructed in Theorem 1.1, i.e. 3 =

⋃
γ∈03

3`(γ ) ; the scale ` is
determined by Theorem 1.1 and N := #03 ∼ |3|`−d . The set of boxes thus obtained
are the same for both energies E and E′. For I ⊂ R a compact set, define the random
variables

Xγ (E, I ) =

{
1 if Hω(3`(γ )) has an e.v. in N−1

[N(E0)+ |3|
−1I ],

0 if not.
(4.11)

Then, to prove Theorem 1.11, it suffices to prove that, for (k, k′) ∈ N2 and two compact
sets I, I ′ ⊂ R, one has

lim
|3|→∞

E
[( ∑
γ∈03

Xγ (E, I )
)k(∑

γ∈03

Xγ (E
′, I ′)

)k′]
= lim
|3|→∞

E
[( ∑
γ∈03

Xγ (E, I )
)k]

E
[( ∑
γ∈03

Xγ (E
′, I ′)

)k′]
. (4.12)

Therefore, using the independence of the cubes, we expand the sums

SN (k, k
′) = E

[( ∑
γ∈03

Xγ (E, I )
)k(∑

γ∈03

Xγ (E
′, I ′)

)k′]
=

∑
γ1,...,γk

∑
γ ′1,...,γ

′

k′

E
[
Xγ1(E, I ) · · ·Xγk (E, I ) ·Xγ ′1

(E′, I ′) · · ·Xγ ′
k′
(E′, I ′)

]
= GN (k, k

′)+ RN (k, k
′)
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where

GN (k, k
′) =

∑
{γ1,...,γk}∩{γ

′

1,...,γ
′

k′
}=∅

E
[
Xγ1(E, I ) · · ·Xγk (E, I )·Xγ ′1

(E′, I ′) · · ·Xγ ′
k′
(E′, I ′)

]
and

RN (k, k
′) =

∑
γ

∑
γ1,...,γl
γ ′1,...,γ

′

l′

E
[
Xγ (E, I )Xγ (E

′, I ′) ·

k−1∏
j=1

Xγj (E, I ) ·

k′−1∏
j ′=1

Xγ ′
j ′
(E′, I ′)

]

=

∑
γ

k−1∑
l=1

k′−1∑
l′=1

(
l

k − 1

)(
l′

k′ − 1

)

×

∑
γ 6∈{γ1,...,γl}
γ 6∈{γ ′1,...,γ

′

l′
}

E
[
Xγ (E, I )Xγ (E

′, I ′) ·

l∏
j=1

Xγj (E, I ) ·

l′∏
j ′=1

Xγ ′
j ′
(E′, I ′)

]

=

∑
γ

E[Xγ (E, I )Xγ (E′, I ′)]
k−1∑
l=1

k′−1∑
l′=1

(
l

k − 1

)(
l′

k′ − 1

)

×

∑
γ 6∈{γ1,...,γl}
γ 6∈{γ ′1,...,γ

′

l′
}

E
[ l∏
j=1

Xγj (E, I ) ·

l′∏
j ′=1

Xγ ′
j ′
(E′, I ′)

]
.

Hence,

RN (k, k
′) =

∑
γ

E[Xγ (E, I )Xγ (E′, I ′)]
k−1∑
l=1

k′−1∑
l′=1

(
l

k − 1

)(
l′

k′ − 1

)
SN−1(l, l

′). (4.13)

On the other hand,

SN (k)SN (k
′) = E

[( ∑
γ∈03

Xγ (E, I )
)k]

E
[( ∑
γ∈03

Xγ (E
′, I ′)

)k′]
=

∑
γ1,...,γk

E[Xγ1(E, I ) · · ·Xγk (E, I )]
∑

γ ′1,...,γ
′

k′

E
[
Xγ ′1

(E′, I ′) · · ·Xγ ′
k′
(E′, I ′)

]
= GN (k, k

′)+QN (k, k
′)

where

QN (k, k
′) =

∑
γ

∑
γ1,...,γk−1

E
[
Xγ (E, I )Xγ1(E, I ) · · ·Xγk−1(E, I )

]
×

∑
γ ′1,...,γ

′

k′−1

E
[
Xγ (E

′, I ′)Xγ ′1
(E′, I ′) · · ·Xγ ′

k′−1
(E′, I ′)

]

=

∑
γ

E[Xγ (E, I )]E[Xγ (E′, I ′)]
[k−1∑
l=1

(
l

k − 1

)
SN−1(l)

]2

. (4.14)
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Hence,

SN (k, k
′)− SN (k)SN (k

′) = RN (k, k
′)−QN (k, k

′). (4.15)

By Cauchy–Schwarz, one has

SN (k, k
′) ≤

√
SN (2k)SN (2k′).

On the other hand, as P(Xγ = 1) ≤ C/N by Lemma 2.1,

SN (k) ≤

N∑
j=0

(
j

N

)(
C

N

)j
j k ≤ Ck

N∑
j=0

(
j

N

)(
Ck

N

)j
≤ Ck e

N log(1+Ck/N)

≤ Ck e
Ck <∞

where Ck = ek(log k−1−log log k) for k ≥ 2.
So, for any k and k′,

sup
N≥1

(|SN (k)| + |SN (k, k
′)|) <∞.

Thus, using (4.13)–(4.15), one obtains

|SN (k, k
′)− SN (k)SN (k

′)|

≤ Ck,k′ max
(∑
γ

E[Xγ (E, I )]E[Xγ (E′, I ′)],
∑
γ

E[Xγ (E, I )Xγ (E′, I ′)]
)
.

Hence, (4.12) and thus Theorems 1.11 and 1.12 follow from the following two properties:∑
γ

E[Xγ (E, I )]E[Xγ (E′, I ′)] −−−−→
|3|→∞

0,∑
γ

E[Xγ (E, I )Xγ (E′, I ′)] −−−−→
|3|→∞

0.

As the operators (Hω(3`(γ )))γ are i.i.d., this will be proved if we prove that(
L

`

)d
E[X0(E, I )]E[X0(E

′, I ′)] −−−−→
|3|→∞

0,(
L

`

)d
E[X0(E, I )X0(E

′, I ′)] −−−−→
|3|→∞

0.

(4.16)

The first limit in (4.16) is an immediate consequence of the Wegner estimate as `/L→ 0.
The second limit in (4.16) is clearly a consequence of (D) if E 6= E′ are fixed energies,
and of (GM) if E = E3 and E′ = E′3 satisfy the assumptions of Theorem 1.12.

This completes the proof of Theorems 1.11 and 1.12. ut
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4.2. Study of (level, center) statistics. In this section, we will prove Theorems 1.13–
1.15. To control the eigenvalues, as in the previous section, we use Theorem 1.1. So we
keep the same notations here.

4.2.1. The proof of Theorem 1.13. The proof of Theorem 1.13 is very similar to that of
Theorem 1.10. One deals with the case when the lengths of some interval (Ik)k tend to
0 or ∞ as in the proof of Theorem 1.10; we will not repeat this here. We only indicate
the differences and keep the same notations. We need to estimate the probability of the
event

�3(Il ,Cl ,kl)1≤l≤p :=

p⋂
l=1

{
ω; #

{
j ;
ξj (ω,3) ∈ Il
xj (ω,3)/L ∈ Cl

}
= kl

}
.

Let us first deal with the case when the volume of one of the cubes (Ck)k tends to 0;
assume now that |C1| ≤ ε, |I1| ≥ ε and k1 ≥ 1. Then

P(�3(Il ,Cl ,kl)1≤l≤p ∩ Z3) ≤ P(�3I1,C1,k1
∩ Z3)

. #{γ ∈ LC1; 3`(γ ) in decomposition}P(X3`(γ ),I1+e−Lη [−1,1] = 1)

. L−d |C1|Ñ · `
d . ε.

The case when k1 = 0 is then dealt with as in the proof of Theo-
rem 1.10.

As in the proof of Theorem 1.10, one shows that if

p + (k1 + · · · + kp)+ (|I1| + · · · + |Ip|)+ (|C1| + · · · + |Cp|)→∞

as L→∞, then both terms in (1.50) converge to 0 in the large L limit.
The degenerate cases having been removed, the same reasoning as in the proof of

Theorem 1.10 yields

p∏
l=1

P
({
ω; #{j ; γj/L ∈ C−l and X3`(γj ),I−l = 1} = kl

})
− (1− P(Z3))

≤ P(�3(Il ,Cl ,kl)1≤l≤p ∩ Z3)

≤

p∏
l=1

P
({
ω; #{j ; γj/L ∈ C+l and X3`(γj ),I+l = 1} = kl

})
+ (1− P(Z3))

where C+l = Cl + [−`/L, `/L]
d and Rd \ C−l = Rd \ (Cl + (−`/L, `/L)d).

Hence, the same computation as in the proof of Theorem 1.10 also yields

p∏
l=1

(
Ñ−l
kl

)
(p−l )

kl (1− p−l )
Ñ−l −kl + o(1) ≤ P(�3(Il ,Cl ,kl)1≤l≤p ∩ Z3)

≤

p∏
l=1

(
Ñ+l
kl

)
(p+l )

kl (1− p+l )
Ñ+l −kl + o(1)
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where

N+l = |Cl |Ñ(1+O(L
−1+β)), N−l = |Cl |Ñ(1+O(L

−1+β)).

One concludes in the same way as in the proof of Theorem 1.10. This completes the proof
of Theorem 1.13. ut

4.2.2. The proof of Theorem 1.14. Let `3 be the scale defined in Section 1.8 satisfy-
ing (1.52). To prove Theorem 1.14, it is sufficient to prove that, for disjoint segments
(Ij )1≤j≤l of R and disjoint compact cubes (Cj )1≤j≤l in [−c`, c`]d (see (1.54)), one has

P
(
∀1 ≤ j ≤ l, #

{
n;
N(En(ω,3)) ∈ N(E0)+ `

−d
3 Ij

xn(ω) ∈ `3Cj

}
≥ kj

)
−−−−→
|3|→∞

l∏
j=1

(∑
k≥kj

e−|Ij | |Cj |
(|Ij | |Cj |)

k

k!

)
. (4.17)

This is a consequence of Proposition 1.1 and Theorem 1.13. Indeed, we first pick
cubes (C±j ) such that C−j ⊂ C̊j ⊂ Cj ⊂ C̊+j and C+j ∩ C

+

k = ∅ for j 6= k.

For `3 large, the cubes (`3C+j )1≤j≤l are at distance at least R from one another (see
(IAD)), thus the (Hω(`3Cj ))1≤j≤l are pairwise independent like (Hω(`3C−j ))1≤j≤l and
(Hω(`3C

+

j ))1≤j≤l . Using Proposition 1.1, we have

l∏
j=1

P
(
#
{
n; N(En(ω, `3C

−

j )) ∈ N(E0)+ `
−d
3 I−j

}
≥ kj

)
− (1− P(Z3))− P−

≤ P
(
∀1 ≤ j ≤ l, #

{
n;
N(En(ω,3)) ∈ N(E0)+ `

−d
3 Ij

xn(ω) ∈ `3Cj

}
≥ kj

)
≤

l∏
j=1

P
(
#
{
n; N(En(ω, `3C

+

j )) ∈ N(E0)+ `
−d
3 I+j

}
≥ kj

)
+ (1− P(Z3))+ P+

where

P± := P

{
∃j ;

Hω(`3Cj ) has an eigenvalue in `−d3 Ij

with a localization center in `3(C±j 4 Cj )

}
.

l∑
j=1

|C±j 4 Cj |,

the last bound being a consequence of the Wegner estimate (W).
Now, using Theorem 1.13, we compute the asymptotics of P(#{n; N(En(ω, `3C±j ))

∈ N(E0) + `
−d
3 I±j }); then, we let C±j tend to Cj and I±j tend to Ij to get the desired

result. This completes the proof of Theorem 1.14. ut
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4.2.3. The proof of Theorem 1.15. It is sufficient to consider the case of a (non-empty)
segment J and a (non-empty) cube C. As the operators we consider are defined with
periodic boundary conditions, we can restrict ourselves to cubes containing 0. We can
also assume J is of the form [0, a] or [−a, 0] for some a > 0. Hence, the sets ˜̀3C are
increasing and the sets E0 + `3J are decreasing.

Pick `± = (`±3)3 and ˜̀± = ( ˜̀±3)3 such that

±
`±3 − `3

(log |3|)1/ξ
→∞,

`±3

`3
→ 1, ±

˜̀±
3 −
˜̀
3

(log |3|)1/ξ
→∞,

˜̀±
3

˜̀
3

→ 1. (4.18)

Let χA be the characteristic function of A. Compute

tr
(
χ ˜̀

3C
1N−1[N(E0)+(`3)−dJ ]

(Hω(3))
)
=

∑
En(ω,3)∈σ(Hω(3))

N(En(ω,3))∈N(E0)+`
−d
3 J

‖χ ˜̀
3C
ϕn(ω,3)‖

2.

If ϕn(ω,3) has its localization center in ˜̀3C, by (4.18) and (1.7) one has

‖χ ˜̀+
3C
ϕn(ω,3)‖

2
= 1+O(|3|−∞),

and if it has its localization center outside ˜̀3C, then

‖χ ˜̀−
3C
ϕn(ω,3)‖

2
= O(|3|−∞).

Hence, as the number of eigenvalues of Hω(3) in N−1
[N(E0) + (`3)

−dJ ] is bounded
by C|3| for some C > 0, by Lemma 1.2 we see that, for any p > 0, for 3 sufficiently
large, with probability at least 1− |3|−p, one has∫
J×C

42
3(ξ, x;E0, `, ˜̀) dξ dx − |3|

−p
≤ tr(χ ˜̀+

3C
1N−1[N(E0)+(`3)−dJ ]

(Hω(3)))

≤

∫
J×C

42
3(ξ, x;E0, `, ˜̀) dξ dx + |3|

−p. (4.19)

Partitioning ˜̀±3C into cubes of side length 1 and using covariance and (4.18), for χ0 taken
as in Section 2, we get

( ˜̀3)
d
|C|E`3(1+ o(1)) ≤ E

(
tr(χ ˜̀−

3C
1N−1[N(E0)+(`3)−dJ ]

(Hω(3)))
)

≤ E
(
tr(χ ˜̀+

3C
1N−1[N(E0)+(`3)−dJ ]

(Hω(3)))
)
≤ ( ˜̀3)

d
|C|E`3(1+ o(1))

where E`3 = E(tr(χ01N−1[N(E0)+(`3)−dJ ]
(Hω(3)))). The computations in Section 2

show that
E`3 = (`3)

−d
|J |(1+ o(1)).
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Taking the expectation in (4.19), we immediately obtain

E
(∫

J×C

42
3(ξ, x;E0, `, ˜̀) dξ

)
≤ C

(
˜̀
3

`3

)d
if
˜̀
3

`3
−−−−→
|3|→∞

0, (4.20)(
`3

˜̀
3

)d
E
(∫

J×C

42
3(ξ, x;E0, `, ˜̀) dξ

)
−−−−→
|3|→∞

|J | · |C| if
˜̀
3

`3
−−−−→
|3|→∞

∞. (4.21)

Assume now that ˜̀3/`3 ≥ |3|ρ . Pick two scales (`′3)3 and (`′′3)3 such that, for some
ρ′ > 0,

`′3 ≥ |3|
ρ′ ,

˜̀
3

`′3
≥ |3|ρ

′

,
`′3

`3
≥ |3|ρ

′

. (4.22)

Partition the cubes ˜̀±3C into cubes of side length asymptotic to `′3: let 0±3 = (`
′
3Z

d) ∩

( ˜̀±3C) and

˜̀±
3C =

⋃
γ∈03

Cγ,`′3
where C±

γ,`′3
= γ + `′3[−1/2, 1/2]d .

Then

tr(χ ˜̀±
3C

1N−1[N(E0)+(`3)−dJ ]
(Hω(3))) =

∑
γ∈0±3

tr(χC±
γ,`′
3

1E0+(`3)−dJ
(Hω(3))).

Thus

tr2(χ ˜̀±
3C

1N−1[N(E0)+(`3)−dJ ]
(Hω(3)))

=

∑
γ∈03

∑
γ ′∈03

T (γ, J, `′3, `3,3)T (γ
′, J, `′3, `3,3)

where

T (γ ) = T (γ, J, `′3, `3,3) = tr(χC±
γ,`′
3

1N−1[N(E0)+(`3)−dJ ]
(Hω(3))).

We will prove

Lemma 4.2. If |γ − γ ′| ≥ 2`′3 then

|E(T (γ ) · T (γ ′))− E(T (γ )) · E(T (γ ′))| ≤ Ce−(`
′
3)

1/ξ /C .

Hence, we have

E
∣∣tr(χ ˜̀±

3C
1N−1[N(E0)+(`3)−dJ ]

(Hω(3)))− E
(
tr(χ ˜̀±

3C
1N−1[N(E0)+(`3)−dJ ]

(Hω(3)))
)∣∣2

≤ C(`′3)
d .
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By (4.22) and (4.21), we get, for some ρ > 0,

E
∣∣∣∣(`3˜̀

3

)d
tr(χ ˜̀±

3C
1N−1[N(E0)+(`3)−dJ ]

(Hω(3)))− |J | · |C|

∣∣∣∣2 ≤ C|3|−ρ . (4.23)

If ˜̀3/`′3 ≤ |3|
−ρ , (4.20) becomes

E
(∫

J×C

42
3(ξ, x;E0, `, ˜̀) dξ

)
≤ C|3|−dρ . (4.24)

Now choose the scales ˜̀+3Lp =
˜̀
3(L+1)p and `+3Lp = `3(L+1)p . By (1.56), ˜̀+3Lp /

˜̀
3Lp → 1

and `+3Lp
/`3Lp → 1. Moreover, the estimates (4.24) and (4.23) hold for the pairs

of scales ( ˜̀+3Lp , `3Lp ), and ( ˜̀3Lp , `
+

3Lp
). Furthermore, for p large enough, they are

summable. Thus, we have proved that

• In case (1) of Theorem 1.15, ω-almost surely, for L sufficiently large,∫
J×C

42
3Lp

(ξ, x;E0, `, ˜̀
+) dξ dx = 0.

• In case (2) of Theorem 1.15, ω-almost surely,(
`+3Lp

˜̀
3Lp

)−d ∫
J×C

42
3Lp

(ξ, x;E0, `, ˜̀
+) dξ dx −−−−→

|3|→∞
|J | · |C|,(

`3Lp

˜̀+
3Lp

)−d ∫
J×C

42
3Lp

(ξ, x;E0, `
+, ˜̀) dξ dx −−−−→

|3|→∞
|J | · |C|.

For Lp ≤ k ≤ (L+ 1)p, as the sequences (`3)3 and ( ˜̀3)3 are increasing, one has∫
J×C

42
3Lp

(ξ, x;E0, `, ˜̀
+) dξ dx ≥

∫
J×C

42
3k
(ξ, x;E0, `, ˜̀) dξ dx

≥

∫
J×C

42
3Lp

(ξ, x;E0, `
+, ˜̀) dξ dx.

By (1.56), for Lp ≤ k ≤ (L+1)p, ˜̀+3Lp ∼
˜̀+
3k
∼ ˜̀3Lp and `+3Lp ∼ `

+

3k
∼ `3Lp . Hence:

• In case (1) of Theorem 1.15, ω-almost surely, for L sufficiently large,∫
J×C

42
3(ξ, x;E0, `, ˜̀

+) dξ dx = 0.

As
∫
J×C

42
3(ξ, x;E0, `, ˜̀

+) dξ dx is an integer, this implies that this integer is 0.
• In case (2) of Theorem 1.15, ω-almost surely,(

`3

˜̀
3

)−d ∫
J×C

42
3(ξ, x;E0, `, ˜̀) dξ dx −−−−→

|3|→∞
|J | · |C|.

This completes the proof of Theorem 1.15. ut
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Remark 4.2. If we do not assume that either ˜̀3/`′3 ≤ |3|
−ρ or ˜̀3/`′3 ≤ |3|

−ρ , but
merely that either tends to 0, or we do not assume condition (1.56), then (4.20), (4.19)
and (4.23) show nevertheless that

E
(∫

J×C

42
3(ξ, x;E0, `, ˜̀) dξ

)
→ 0 if

˜̀
3

`3
−−−−→
|3|→∞

0,

E
∣∣∣∣(`3˜̀

3

)d ∫
J×C

42
3(ξ, x;E0, `, ˜̀) dξ − |J | · |C|

∣∣∣∣2 → 0 if
˜̀
3

`3
−−−−→
|3|→∞

∞.

This implies convergence in probability.

Proof of Lemma 4.2. Define C̃±
γ,`′3
= C±

γ,`′3
+ `′3[−1/2, 1/2]d ; hence, in view of the

computations in the proof of Lemma 2.2 and in Section 5.1, there exists C > 0 such that,
for δ > 0, we have

E
∣∣tr(χCγ,`′

3

1N−1[N(E0)+(`3)−dJ ]
(Hω(3)))− tr(χC±

γ,`′
3

1N−1[N(E0)+(`3)−dJ ]
(Hω(C̃

±

γ,`′3
)))
∣∣

≤ C
(
δ(`3)

d
+ δ−C(`3)

dCe−(`
′
3)

1/ξ /C
)
. (4.25)

Pick δ = e−(`
′
3)

1/ξ /C′ for some C′ > C. As |γ − γ ′| ≥ 2`′3, the operators Hω(C̃±γ,`′3
)

and Hω(C̃±γ ′,`′3
) are stochastically independent of each other. Now, as by standard argu-

ments of Schrödinger operator theory (see e.g. [RS79]), T (γ ) and T (γ ′) are bounded by
C(`′3)

d , (4.25) yields the result of Lemma 4.2. ut

4.3. Study of level spacing statistics. We will first prove Theorem 1.4. To do so, we first
use the reduction constructed in Theorem 1.2 and study the spacings for the approximate
eigenvalues given by Theorem 1.2. Then, we derive the statistics described in Theorem 1.4
from those computations. Using the estimates obtained in the proof of Theorem 1.4, we
will prove Theorem 1.6.

4.3.1. Some preliminary considerations. We now use Theorem 1.2. The length scale `′3
(the localization radius) is determined by Theorem 1.2, i.e. `′ = `′3 = (R log |3|)1/ξ

where ξ ∈ (0, 1) can be chosen arbitrary by (Loc). Recall that ρ′ ∈ [0, ρ/(1+ d(ρ+ 1)))
is fixed by assumption (1.25).

We first assume that the integrated density of states of the interval E0 + I3, that is,
N(E0 + I3), satisfies

N(E0 + I3) � |3|
−α (4.26)

for some α ∈ (0, 1). When this is not the case, by assumption (1.26) we know that
N(E0 + I3) � |3|

−α for any α ∈ (0, 1); thus, we can partition E0 + I3 into intervals
satisfying (4.26) for some α ∈ (0, 1).

We pick the scale ` = `3 so that

`3 � N(E0 + I3)
−ν . (4.27)
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We now show that ν can be chosen in (0, 1/d) so that all the assumptions of Theorem 1.2
(in particular (1.13) and (1.17)) and Lemmas 2.1 and 2.3 (in particular (2.11)) are satisfied.
Note that, when applying Lemmas 2.1 or 2.3, in (2.11), the cube 3 is 3`.

These requirements yield the following conditions on the exponents:

1
1+ ρ′

> dν, 0 < 1−
1
α
+
ρ − ρ′

1+ ρ′
− νdρ,

ρ − ρ′

1+ ρ′
> νd(1+ ρ), 0 < 1−

1
α
+ ν −

ρ′

1+ ρ′
.

(4.28)

As 1+ρ
1+ρ′ > 1 > ρ−ρ′

1+ρ′ , to obtain (4.28) for some ν ∈ (0, 1/d) and α ∈ (0, 1), it suffices to
have

ρ − ρ′

(1+ ρ′)(1+ ρ)
>

dρ′

1+ ρ′
.

This is satisfied as ρ′ ∈ [0, ρ/(1+ d(ρ + 1))).
Moreover, recalling the discussion following Lemma 2.1, we want I3 and `3 to be

such that (N(I3)|3L|)−1
� N(I3)

(ρ−ρ′)/(1+ρ′)
|3`3 |

ρ , that is, using (4.26) and (4.27),
we need

1
α
< 1+

ρ − ρ′

1+ ρ′
− dνρ.

This condition is fulfilled by (4.28). From now on, we assume that ` = `3 andN(E0+I3)

satisfy (4.26) and (4.27) for such α and ν. Pick β ∈ (0, 1/2) be such that(
1
α
− 1

)
(1+ 2β) =

ρ − ρ′

1+ ρ′
− dνρ. (4.29)

Let Z3 be the set of realizations for which the conclusions of Theorem 1.2 hold. We know
that, for any p > 0, if L is sufficiently large, one has P(Z3) ≥ 1−O(|3|−p) (see (1.15)).

Let Ñ be the number of good cubes (i.e. cubes that determine eigenvalues of
Hω(3)) constructed in Theorem 1.2; let (3`(γj ))1≤j≤Ñ be those cubes. Then Ñ =

|3|`−d3 (1+ o(1)). As before, define the following random variables:

• Xj = Xj (`, E0 + I3) is the Bernoulli random variable

Xj = 1Hω(3`(γj )) has exactly one eigenvalue in E0+I3 with localization center in 3`−`′ ;

here, `′ � (log |3|)1/ξ � ` = `3 (see the discussion above);
• Ẽj = Ẽj (`, E0 + I3) is this eigenvalue conditioned on Xj = 1.

Assume I3 = [a3, b3] and define

ξj =
N(Ẽj )−N(E0 + a3)

N(E0 + b3)−N(E0 + a3)
. (4.30)

Note that ξj is valued in [0, 1]. Let 4 denote the common distribution function of the
(ξj )1≤j≤k . It was studied in Lemma 2.3, the assumptions of which are satisfied (note that



2014 François Germinet, Frédéric Klopp

the set 3 in (2.11) of Lemma 2.3 is the set 3`(γj )). The error term in (2.12) is then of
order (log |3|)−β for some β > 0.

We first study the spacings for i.i.d. copies of the random variables (ξj )1≤j≤k . Let
(ξj )1≤j≤k denote the (ξj )1≤j≤k ordered increasingly and define

DLSξ (x, k;E0 + I3, ω,3) =
1

k − 1
#{1 ≤ j ≤ k; ξj+1 − ξj > x/k}. (4.31)

Our main technical result is

Lemma 4.3. Pick E0 ∈ I such that (1.25) be satisfied. Pick intervals (I3)3 and length
scales (`3) such that (4.26) and (4.27) are satisfied for (ν, α) satisfying (4.28). Define β
by (4.29) and let N3 := N(E0 + I3)|3| and K3 = N

β
3. Then there exists C > 0 such

that, for |3| sufficiently large and N3K−1
3 ≤ k ≤ N3K3, one has

sup
K−1
3 ≤x≤K3

E
(
|DLSξ (x, k;E0 + I3, ω,3)−D(k,E0 + I3,3)|

2)
≤
C

k
, (4.32)

where we have defined

D(k,E0 + I3,3) :=

∫ 1

0

(
1−4(y + x/k)+4(y)

)k−1
d4(y). (4.33)

Let (J3)3 be a sequence of intervals such that supE∈J3 |E| → 0 as |3| → ∞. Then

sup
N3K

−1
3 ≤k≤N3K3

sup
I3⊂J3

I3 as in Lemma 4.3

|D(k,E0 + I3,3)− e
−x
| −−−−→
|3|→∞

0. (4.34)

Proof. To analyze the spacings of the (ξj )1≤j≤k , we use the computations of [Pyk65,
Section 7] (see in particular (7.3)) that yield∫ 1

0

(
1−4(y + x/k)+4(y)

)k−1
d4(y) = E(DLSξ (x, k;E0 + I3, ω,3))

= D(k,E0 + I3,3)

and

E([DLSξ (x, k;E0 + I3, ω,3)]
2) = O(1/k)

+ 2
∫
R

∫
∞

y+x/k

(
1−4(y + x/k)+4(y)−4(z+ x/k)+4(z)

)k−2
d4(z) d4(y).

Fix ν ∈ (ξ, 1). By (4.26) and (4.27), as `′ = `′3 � (log |3|)1/ξ , one has K−1
3 �

`d3e
−(`′3)

ν
for |3| large. Thus, Lemma 2.3 and (4.29) imply that, for y−x ≥ (N3K3)−1,

one has
4(y)−4(x) = (y − x)(1+ o(K−1

3 )). (4.35)
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Hence, for K−1
3 ≤ x ≤ K3 and N3K−1

3 ≤ k ≤ N3K3, one has

E(DLS2
ξ (x, k; I3, ω,3))

=

∫ 1

0

∫ 1

0

(
1−4(y + x/k)+4(y)−4(z+ x/k)+4(z)

)k−2
d4(z) d4(y)

− 2
∫
R

∫ y+x/k

y

(
1−4(y+x/k)+4(y)−4(z+x/k)+4(z)

)k−2
d4(z) d4(y)+O(1/k)

=

∫ 1

0

∫ 1

0

(
1−4(y+ x/k)+4(y)−4(z+ x/k)+4(z)

)k−2
d4(z) d4(y)+O(1/k).

compute

1−4(y + x/k)+4(y)−4(z+ x/k)+4(z)

=
(
1−4(y + x/k)+4(y)

)(
1−4(z+ x/k)+4(z)

)
− (4(z+ x/k)−4(z))(4(y + x/k)−4(y))

=
(
1−4(y + x/k)+4(y)

)(
1−4(z+ x/k)+4(z)

)
+O(k−2).

Hence, plugging this into the previous formula, we get

E(DLS2
ξ (x, k; I3, ω,3)) =

[∫ 1

0

(
1−4(y + x/k)+4(y)

)k−2
d4(y)

]2

+O(1/k)

=

[∫ 1

0

(
1−4(y + x/k)+4(y)

)k−1
(1+O(1/k)) d4(y)

]2

+O(1/k)

= D(k,E0 + I3,3)
2
+O(1/k).

This completes the proof of (4.32).
Fix E0 such that (1.25) is satisfied and let us prove (4.34). For I3 ⊂ J3, by

Lemma 2.3, for x ∈ [0, 1], we have

sup
y∈[0,1−x/k]

|4(y + x/k)−4(y)− x/k| ≤
x

k
αk,

sup
y∈[1−x/k,1]

|4(y + x/k)−4(y)| ≤
x(1+ αk)

k

where
sup

N3K
−1
3 ≤k≤N3K3

sup
I3⊂J3

I3 as in Lemma 4.3

|αk| → 0 as |3| → ∞.

Hence, for k large,

|D(k,E0 + I3,3)− e
−x
| ≤

∫ 1−x/k

0
|eCαk − 1| d4(y)+

∫ 1

1−x/k
eCx(1+αk)/k d4(y)

≤ C(αk + 1/k).

This completes the proof of (4.34), and thus of Lemma 4.3. ut



2016 François Germinet, Frédéric Klopp

4.3.2. The proof of Theorem 1.4. By a classical result (see e.g. [PS98]), as the functions
we are considering are monotone and as x 7→ e−x is continuous on [0,∞), it suffices
to prove the almost sure pointwise convergence of DLS(x;E0 + I3, ω,3) to e−x (for
x > 0).

Fix ξ ′ < ξ . Pick I3 as in Theorem 1.4. We distinguish two cases:

(1) If I3 satisfies (4.26) for α chosen as in Section 4.3.1 (see the discussion at the begin-
ning of that section), we can apply Theorem 1.2 and Lemma 4.3 to I3 itself. We then
set K3 = 1 and I1,3 = I3.

(2) If not, as already mentioned, we cover I3 with disjoint intervals (Ik,3)1≤k≤K3 satis-
fying (4.26) such that, for each Ik,3, we can apply Theorem 1.2 and Lemma 4.3; as
there are at most o(|3|α) such intervals (recall that N is the distribution function of
an absolutely continuous measure), the probability estimate for the set Z3 of good
configurations (i.e. those for which one has the description given by Theorem 1.2 and
Lemma 4.3 for all the intervals (Ik,3)1≤k≤K3 ) still satisfies P(Z3) ≥ 1−O(|3|−p)
for some p > 0.

This yields

∣∣∣∣DLS(x;E0 + I3, ω,3)−

K3∑
k=1

DLS(x;E0 + Ik,3, ω,3)
N3(E0 + Ik,3)

N3(I3)

∣∣∣∣ ≤ K3

N3(I3)

(4.36)
where we recall that N3(I ) is the (random) number of eigenvalues of Hω(3) in I .

We first study DLS(x;E0 + Ik,3, ω,3). By (1.24), (1.20) and the approximation of
the eigenvalues given by Theorem 1.2, for ω ∈ Z3, if J = #{1 ≤ j ≤ Ñ;Xj = 1} then

D−(ω,E0 + Ik,3,3)+ α3 ≥ DLS(x;E0 + Ik,3, ω,3) ≥ D
+(ω,E0 + Ik,3,3)− α3

(4.37)
where

• D±(ω,E0 + Ik,3,3; J ) := #{1 ≤ j ≤ J ; ξj+1 − ξj ≥ x/Nk,3 ± |3|
−2
}/Nk,3;

• (ξj )j are the renormalized eigenvalues defined in (4.30) for the energy interval E0 +

Ik,3;
• Nk,3 = N(E0 + Ik,3)|3| and α3→ 0 as |3| → ∞.

Define the random variables

D±(ω,E0 + Ik,3,3) = D
±(ω,E0 + Ik,3,3; #{1 ≤ j ≤ Ñ;Xj = 1}) 1Z3 .

We prove

Lemma 4.4. One has

sup
1≤k≤K3

[
(Nk

3)
1/4
·E(|D±(ω,E0+Ik,3,3)−D(Nk,3, E0+Ik,3,3)|

2)
]
≤ C. (4.38)
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Before proving Lemma 4.4, let us use it to complete the proof of Theorem 1.4. We first
prove the almost sure convergence for a subsequence.

For 3 = 3L5/ρ , by the first condition in (1.26), summing the estimate of Lemma 4.4
for 1 ≤ k ≤ K3

L5/ρ , we get

K3
L5/ρ∑
k=1

∑
L≥1

E
(∣∣D±(ω,E0+ Ik,3

L5/ρ ,3L5/ρ )−D(N3
L5/ρ , E0+ Ik,3

L5/ρ ,3L5/ρ )
∣∣2) <∞.

By (4.34), as E0 ∈ I satisfies (1.25), we know that

sup
1≤k≤K3

|D(N3, E0 + Ik,3,3)− e
−x
| −−−−→
|3|→∞

0. (4.39)

Hence, ω-almost surely,

sup
1≤k≤K3

L5/ρ

|D±(ω,E0 + Ik,3
L5/ρ ,3L5/ρ )− e

−x
| −−−→
L→∞

0.

Thus, by (4.37), ω-almost surely,

sup
1≤k≤K3

L5/ρ

|DLS(x;E0 + Ik,3, ω,3)− e
−x
| −−−→
L→∞

0. (4.40)

Plugging this into (4.36), we find that, ω-almost surely,

DLS(x;E0 + I3
L5/ρ , ω,3L5/ρ ) −−−→

L→∞
e−x .

To derive the almost sure convergence of (DLS(x;E0 + I3, ω,3))3, we use

Lemma 4.5. Fix p, r > 0. Let (I3)3 be as Theorem 1.4 or I3 = J , J as in Theorem 1.6.
Recall that N3L = N3L(IL). Then, ω-almost surely, for L sufficiently large and all L′ ∈
[Lp, (L + 1)p] except for at most o(N3Lp ) of them, all the eigenvalues of Hω(3L′) in
E0 + I3L′ are at a distance less than L−r from an eigenvalue of Hω(3Lp ) in E0 + I3Lp .

Pick p = 5/ρ and r > d. For Lp ≤ L′ ≤ (L+ 1)p, by assumption (1.26) on I3, one has
N(E0+ I3L′ ) = N(E0+ I3Lp )(1+ o(1)); so N3L′ = N3Lp (1+ o(1)). Lemma 4.5 then
implies that, ω-almost surely, for Lp ≤ L′ ≤ (L+ 1)p and L sufficiently large, one has

DLS(x; I3L′ , ω,3L′) = DLS(x; I3Lp , ω,3Lp )+ o(1).

Hence,ω-almost surely, DLS(x; I3, ω,3) converges to e−x as |3| → ∞. This completes
the proof of Theorem 1.4. ut

Remark 4.3. If one does not assume one of the conditions in (1.26), the estimate (4.38)
and Lemma 4.5 are not sufficient anymore to obtain the almost sure convergence for
DLS(x; I3, ω,3). Nevertheless, plugging the estimates (4.37)–(4.39) into (4.36), we see
that

E(|DLS(x; I3, ω,3)− e−x |) −−−−→
|3|→∞

0.

This guarantees convergence in probability.
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Proof of Lemma 4.4. We now fix 1 ≤ k ≤ K3 and, to alleviate the notations, we will
write I3 := Ik,3 andN3 = Nk,3 = N(I3)|3|. The interval I3 satisfies the requirements
needed to apply Theorem 1.2 and Lemma 4.3 (see the discussion at the beginning of
Section 4.3.1).

As D± is bounded by C|3|, as the (Xj )j are i.i.d. and as P(Z3) ≤ |3|−p for any
p > 0, we compute

E
(
|D±(ω, I3,3)−D(N3, E0 + I3,3)|

2)
≤

1
|3|p

+

Ñ∑
k=0

(
Ñ

k

)
P(X1 = 1)k(1− P(X1 = 1))Ñ−k

× E
(
|DLSξ (x ± |3|−2, k;E0 + I3, ω,3)−D(N3, E0 + I3,3)|

2).
Recall that N3 = N(I3)|3|. As P(X1 = 1) = N(I3)`d3(1+o(1)) and Ñ = |3|`−d3 (1+
o(1)), for any ε > 0 there exists δ > 0 such that∑

|k−N3|≥N
1/2+ε
3

(
Ñ

k

)
P(X1 = 1)k(1− P(X1 = 1))Ñ−k ≤ e−N

δ
3 . (4.41)

Hence, by the first condition in (1.26), one gets

E
(
|D±(ω, I3,3)−D(N3, E0 + I3,3)|

2)
≤

1
|3|p

+ e−N
δ
3/2 + 2

∑
|k−N3|<N

1/2+ε
3

|D(k,E0,3)−D(N3, E0 + I3,3)|
2

+ 2
∑

|k−N3|<N
1/2+ε
3

E
(
|DLSξ (x ± |3|−2, k;E0 + I3, ω,3)−D(k,E0,3)|

2).
(4.42)

For |k −N3| < N
1/2+ε
3 , let us estimate

D(k,E0,3)−D(N3, E0 + I3,3)

=

∫ 1

0

(
(1−4(y + x/k)+4(y))k−1

− (1−4(y + x/N3)+4(y))N3−1) d4(y).
(4.43)

Using (4.35), for |k −N3| < N
1/2+ε
3 , we compute∣∣(1−4(y + x/k)+4(y))k−1
− (1−4(y + x/N3)+4(y))N3−1∣∣

= (1−4(y + x/k)+4(y))k−1

×

∣∣∣∣1− (1−4(y + x/N3)+4(y)
1−4(y + x/k)+4(y)

)N3
(1−4(y + x/N3)+4(y))N3−k

∣∣∣∣
≤ C

(
1− e−C(N3−k)/N3e−C(N3−k)/k

)
≤ CN

−1/2+ε
3 .
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Plugging this into (4.43), one obtains

|D(k,E0,3)−D(N3, E0 + I3,3)| ≤ CN
−1/2+ε
3 .

Plugging this and the result of Lemma 4.3 into (4.42), we obtain

E
(
|D±(ω, I3,3)−D(N3, E0 + I3,3)|

2)
≤ CN

−1/2+3ε
3 .

We pick ε = 1/12 to complete the proof of Lemma 4.4. ut

Proof of Lemma 4.5. Pick α ∈ (0, 1) and q > 1. By Lemma 3.1, with probability at least
1 − L−q , the eigenvalues of Hω(3L′) in E0 + I3L′ that are at a distance more than L−r

from an eigenvalue of Hω(3Lp ) in E0 + I3Lp fall into two categories: either

(1) they belong to E0 + (I3Lp \ I3L′ ) which may be empty, or
(2) they have a localization center that belongs e.g. to the annulus 3L′ \3Lp−Lα .

The number of eigenvalues in the first category is bounded by o(N3Lp ) as a consequence
of the second part of assumption (1.26). The number of eigenvalues in the second category
is bounded by o(N3Lp ). The Borel–Cantelli lemma then implies Lemma 4.5. ut

4.3.3. The proof of Theorem 1.6. The proof is analogous to that of Theorem 1.4. As in
that proof, it suffices to prove the almost sure pointwise convergence of DLS′(x; J, ω,3)
to gν,J (x) for x > 0.

Fix ξ ′ < ξ . Pick J = [a, b] as in Theorem 1.6. We can then cover it with disjoint
intervals (Ij,3)1≤j≤J3 of length |J | |3|−α (here α is chosen as at the beginning of Sec-
tion 4.3.1) and containing the point ej,3 := a + (j − 1/2)|J | |3|−α (so that J3 � |3|α)
and such that, for each Ij,3, we can apply Lemma 4.3. This yields∣∣∣∣DLS′(x; J, ω,3)−

J3∑
j=1

DLS(ν(ej,3) x/N(J ); Ij,3, ω,3)
N3(Ij,3)

N3(J )

∣∣∣∣ ≤ CJ3|3| (4.44)

where DLS′ is defined in (1.30).
Using the uniform continuity of ν, the same computations as in the proof of Theo-

rem 1.4 yield the following analogue of (4.40): for all ε > 0,

sup
1≤j≤J3
ν(ej,3)≥ε

3=3
L5/ρ

∣∣DLS(ν(ej,3) x/N(J ); Ij,3, ω,3)− e−ν(ej,3)x/N(J )
∣∣ −−−→
L→∞

0, ω-a.s.

The large deviation principle for the eigenvalue counting function, Theorem 1.3, ensures
that, ω-almost surely, for |3| large, N3(J ) ≥ |3| |J |/2 and

lim
L→∞

sup
1≤j≤J3
ν(ej,3)≥ε

∣∣∣∣N3(Ij,3)N3(J )
·

N(J )

ν(ej,3)|Ij,3|
− 1

∣∣∣∣ = 0.
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Moreover, using the uniform continuity of ν on J , we deduce that for any δ > 0 there
exists ε > 0 such that, for L sufficiently large, one has

sup
1≤j≤J3
ν(ej,3)≤ε

∣∣∣∣ N3(Ij,3)

|Ij,3|N3(J )

∣∣∣∣ ≤ δ.
Hence, by (4.44), ω-almost surely, there exists C > 0 such that∑

1≤j≤J3
ν(ej,3)≤ε

3=3
L5/ρ

DLS(ν(ej,3) x/N(J ); Ij,3, ω,3)
N3(Ij,3)

N3(J )
≤ δ

∑
1≤j≤J3
ν(ej,3)≤ε

3=3
L5/ρ

|Ij,3| ≤ Cδ,

thus

lim sup
L→∞

3=3
L5/ρ

∣∣∣∣DLS′(x; J, ω,3)−
∑

1≤j≤J3
ν(ej,3)≥ε

3=3
L5/ρ

ν(ej,3)|Ij,3|

N(J )
e−ν(ej,3)x

∣∣∣∣ ≤ Cδ.
On the other hand, as ν is continuous and non-negative on J and x > 0, one has, for any
δ > 0, taking ε > 0 sufficiently small,∣∣∣ ∑

1≤j≤J3
ν(ej,3)<ε

ν(ej,3)|Ij,3|

N(J )
e−ν(ej,3)x/N(J )

∣∣∣ ≤ δ
and

lim
L→∞

∑
1≤j≤J3
3=3

L5/ρ

ν(ej,3)|Ij,3|

N(J )
e−ν(ej,3)x/N(J )

=
|J |

N(J )

∫ 1

0
e−ν(a+|J |y)x/N(J )ν(a + |J |y) dy =

1
N(J )

∫
J

e−ν(λ)x/N(J )ν(λ) dλ.

Thus, for δ > 0, we get

lim sup
L→∞

3=3
L5/ρ

∣∣∣∣DLS′(x; J, ω,3)−
∫
J

e−νJ (λ)xνJ (λ) dλ

∣∣∣∣ ≤ δ.
Hence, letting δ tend to 0, we find that, ω-almost surely,

lim
L→∞

3=3
L5/ρ

DLS′(x; J, ω,3) =
∫
J

e−νJ (λ)xνJ (λ) dλ.

To complete the proof of Theorem 1.6, we use Lemma 4.5 as in the proof of Theorem 1.4.
ut
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4.4. Study of localization center statistics. We now prove Theorem 1.7. As in the
proofs of Theorems 1.4 and 1.6, it suffices to prove the simple convergence in (1.34)
to obtain uniform convergence as we are dealing with non-increasing functions and the
limit is continuous. Thus, pick s > 0; to prove (1.34), it suffices to prove

E(|DCS(s; I3,3, ω)− e−s
d

|
2) −−−−→

3↗Rd
0. (4.45)

We apply Theorem 1.2 to the cube 3 and the interval I3 satisfying (1.33). We keep
the same notations as in Theorem 1.2. Let 0 denote the set of centers γi constructed in
Theorem 1.2. Let 0b denote the set of γ ∈ 0 that do not satisfy (1)–(3) of Theorem 1.1.
Theorem 1.2 states that, for ω ∈ Z3,

#0b = |3|`−dO[(|I3|`d)1+ρ +N(E0 + I3)`
d−1`′]

where ` and `′ are defined in Theorem 1.2. By (1.33), one has

N(E0 + I3)
−1/d
� `. (4.46)

Thus, if we define

0′ = {γ ∈ 0; dist(γ, 0b) ≥ 10s(N(E0 + I3))
−1/d
}

then
#0′ = O(#0b ·N(E0 + I3)

−1`−d) = o(|3|`−d). (4.47)

For γ ∈ 0, define the random variable Xγ to be

• 1 if Hω(3`(γ )) has an eigenvalue in I3, and, for all γ ′ ∈ 0 such that |γ ′ − γ | ≤
(N(E0 + I3))

−1/ds, Hω(3`(γ )) has no eigenvalue in I3,
• 0 otherwise.

Then, by (4.46), (4.47) and the estimate given in Theorem 1.2 on the number of eigenval-
ues ofHω(3) not associated to an eigenvalue for a cube (3`(γ ))γ∈0 , we see that, for any
ε > 0 and |3| sufficiently large, one has

sup
ω∈Z3

(
DCS′(s − ε; I3,3, ω)− DCS(s; I3,3, ω)

)
+ sup
ω∈Z3

(
DCS(s; I3,3, ω)− DCS′(s + ε; I3,3, ω)

)
≤ ε (4.48)

where DCS(s; I3,3, ω) is defined in (1.32) and

DCS′(s; I3,3, ω) =
1

N(E0 + I3,3, ω)

∑
γ∈0

Xγ .

As 0 ≤ DCS(s; I3,3, ω) ≤ 1 and 0 ≤ DCS′(s; I3,3, ω) ≤ 2 (for 3 large), in view
of (4.48), to prove (4.45), it suffices to prove

E(|DCS′(s; I3,3, ω)− e−s
d

|
2) −−−−→

3↗Rd
0. (4.49)



2022 François Germinet, Frédéric Klopp

As the Hamiltonians Hω(3`(γ )) and Hω(3`(γ )) are independent when γ 6= γ ′,
(γ, γ ′) ∈ 02, using Lemma 2.1, we compute

E(Xγ ) = (1−N(E0 + I3)`
d)(N(E0+I3)`

d )−1sd−1N(E0 + I3)`
d
+ o(|I3|`

d)

= e−s
d

N(E0 + I3)`
d
+ o(|I3|`

d).

Thus, using Theorem 1.3, one computes

E(DCS′(s; I3,3, ω)) = E
(

1
N(E0 + I3,3, ω)

∑
γ∈0

Xγ

)
=

1
N(E0 + I3)|3|

|3|

`d
e−s

d

N(E0 + I3)`
d
+ o(1) = e−s

d

+ o(1). (4.50)

On the other hand, by (4.46) and their definition, Xγ and Xγ ′ are independent when
|γ ′ − γ | ≤ 2(N(E0 + I3))

−1s + 1. Hence, using Theorem 1.3, one computes

1V := E(DCS′(s; I3,3, ω)2)− E(DCS′(s; I3,3, ω))2

=
1+ o(1)

(N(E0 + I3)|3|)2

∑
γ∈0

∑
γ ′∈0

|γ ′−γ |≤2(N(E0+I3))
−1s+1

(E(XγXγ ′)− E(Xγ )E(Xγ ′)).

Thus, as #0 ≤ C|3|/`d , by Lemma 2.1, one has

1V ≤
2

(N(E0 + I3)|3|)2
|3|

`d

1
`dN(E0 + I3)

N(E0 + I3)`
d
=

2
N2(E0 + I3)|3|`d

.

(4.51)
Condition (1.33) then ensures that the length ` in Theorem 1.2 can be chosen such that
N2(E0 + I3)|3|`

d
→∞ as |3| → ∞.

Thus, (4.50) and (4.51) imply (4.49). This completes the proof of Theorem 1.7. ut

5. Proof of Proposition 1.2 and Theorem 1.8

5.1. The proof of Proposition 1.2. Let us prove (1). Let x(E) and x′(E) be two local-
ization centers for some energy E ∈ I . Let ϕ be a normalized eigenstate associated to E.
Then, by the assumption (Loc′), we know that, for all x,

‖ϕ‖2x ≤ Cω〈x(E)〉
qe−γ |x−x(E)|

ξ

〈x′(E)〉qe−γ |x−x
′(E)|ξ .

Hence, summing over x, we get

1 ≤ Cd Cω 〈x(E)〉q〈x′(E)〉q
1

γ d/ξ
e−γ |x(E)−x

′(E)|ξ .

Taking the logarithm, we immediately get (1.36).
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Let us now prove (2). First, note that, by the Wegner estimate (W), the condition
N(IL)L

d
→ ∞ implies that |IL| & L−d for L large. Hence, if J is an interval centered

at 0 such that |J | = o(L−d), then N(IL + J ) = N(IL)(1+ o(1)).
By definition, one has

N(IL, L) =
∑

n:En∈IL
γn∈3L

‖ϕn‖
2

where En is an eigenvalues of Hω, ϕn an associated eigenfunction and γn a localization
center of ϕn in 3L.

Fix α ∈ (0, 1). Using estimate (1.35) in the same way as (Loc) was used in the proof
of Lemma 3.1, we get∣∣∣N(IL, L)− ∑

n:En∈IL
γn∈3L

‖ϕn‖
2
3L+Lα

∣∣∣ ≤ CωLq+de−2γLαξ

where ‖ · ‖3L+Lα denotes the L2-norm on the cube 3L+Lα . Hence, we have

N(IL, L) ≤
∑

n:En∈IL
γn∈3L

‖ϕn‖
2
3L+Lα

+ CωL
q+de−2γLαξ

≤ tr(1IL(Hω)13L+Lα )+ CωL
q+de−2γLαξ .

By standard estimates on Schrödinger operators (see e.g. [Sim05]), we know that

0 ≤ tr(1IL(Hω)13L+Lα ) ≤ CL
d . (5.1)

Pick a smooth cut-off function χ with gradient vanishing outside3L+Lα \3L+Lα/2. Then,
using the localization estimate (Loc′), one easily checks that, for L sufficiently large:

• for n such that En ∈ IL and γn ∈ 3L, χϕn satisfies

‖(Hω(3L+Lα )− En)(χϕn)‖ ≤ e
−Lαξ /C

; (5.2)

• the Gram matrix for the family (χϕn)En∈IL, γn∈3L satisfies

((〈χϕn, χϕm〉))En∈IL, γn∈3L
Em∈IL, γm∈3L

= Id+O(e−L
αξ /C). (5.3)

As (5.1) implies that the number of n’s such that En ∈ IL and γn ∈ 3L is bounded by
CLd , we get

N(IL, L) ≤ tr(1
ĨL
(Hω(3L+2Lα )))+ CωL

q+de−2γLαξ

where ĨL = IL+[−eL
αξ/C, eL

αξ/C
]. Hence, if, as in Section 3,N(ω,3L+Lα , IL) denotes

the number of eigenvalues of Hω(3L+Lα ) in IL, we have

N(IL, L) ≤ N(ω,3L+Lα , IL)+ CωL
q+de−2γLαξ . (5.4)
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Recall that we assumed N(IL)|IL|−1−ρ
→ ∞ where ρ is given by (M). The proof of

Theorem 1.3 then also shows that, if N(ω,3L+Lα ,3L, IL) denotes the number of eigen-
values of Hω(3L+Lα ) in IL having a localization center in 3L, then, for any q,

P
{∣∣N(ω,3L+Lα ,3L, IL)−N(I3)|3|∣∣ = o(N(I3)|3|)} ≥ 1− Cq(N(I3)|3|)−q

≥ 1− CqL−2

asN(IL)Ld−ε →∞ for some ε > 0. So, by the Borel–Cantelli Lemma and Theorem 1.3,
we know that, ω-almost surely,

N(ω,3L+Lα ,3L, IL) = N(ω,3L+Lα , , IL)(1+ o(1)) = N(IL)Ld(1+ o(1)). (5.5)

One has

N(IL, L) ≥
∑

n:En∈IL
γn∈3L

‖ϕn‖
2
3L+Lα

.

Using the same cut-off of eigenfunctions as above, we then see that

N(IL, L) ≥ N(ω,3L+Lα ,3L, IL).

Using this estimate, (5.5), (5.4) and Theorem 1.3, we get (1.37) and complete the proof
of Proposition 1.2. ut

5.2. The proof of Theorem 1.8. Let us now consider ω in the full measure set where
the statements of Theorems 1.4, 1.6 and Proposition 1.2 hold. As in Section 5.1, ω-almost
surely, for L large, if E is an eigenvalue of Hω with localization center in 3L, then there
exists an eigenvalue E′ ofHω(3L+Lα ) such that |E−E′| ≤ e−L

α/C . To avoid confusion,
rename DLS(x; IL, ω, L) defined by (1.24) as DLSf (x; IL, ω, L). Hence, for ε > 0 fixed
and L large enough,

• when |IL| → 0 satisfying the assumptions of Theorem 1.8, we have

DLS(ν(E0) x − ε; IL, ω, L) ≥
N(IL, L)

N(IL, ω,3L)
· DLSf (x; IL, ω, L)

≥ DLS(ν(E0) x + ε; IL, ω, L);

• when IL = J , a fixed interval satisfying the assumptions of Theorem 1.8, we have

DLS′(x − ε; J, ω,L) ≥
N(IL, L)

N(J, ω,3L)
DLSf (x; J, ω,L) ≥ DLS′(x + ε; J, ω,L).

Thus, Theorem 1.8 is an immediate corollary of Theorems 1.4 and 1.6, and the second
point of Proposition 1.2. ut
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6. Appendix

6.1. The proof of Lemma 1.3. We compute∫
R

∣∣∣∣N(E + x)−N(E + y)x − y
− ν(E)

∣∣∣∣ = ∫
R

∣∣∣∣ 1
x − y

∫ E+x

E+y

(ν(e)− ν(E)) de

∣∣∣∣
≤

∫ 1

0

(∫
R
|ν(E + y + (x − y)e)− ν(E)| dE

)
de.

As ν ∈ L1(R), Lebesgue’s dominated convergence theorem ensures that the last integral
converges to 0 when x and y tend to 0. Hence, the quotient in the first integral converges
to 0 for almost every E. This completes the proof of Lemma 1.3. ut

6.2. Local control on the exponential decay of eigenfunctions. In this section, we es-
tablish SUDEC and SULE estimates for the eigenfunctions assciated to an eigenvalue in
the localized regime of a random operator restricted to a finite volume. These are the ana-
logues of the infinite volume estimates introduced in [dRJLS96] and proved in [dRJLS96,
GK06]. We denote by 6CL the region of complete localization for the random opera-
tor Hω. It is defined as the set of energies E ∈ I where we have all the conclusions of
the bootstrap multiscale analysis of [GK01] or the fractional moment method of [AM93,
Aiz94]. These conclusions turn out to be equivalent properties describing the localized
regime [GK04, GK06]. In Theorem 6.1, we provide new equivalent characterizations of
the region of complete localization, involving this time finite volume operators, rather
than the infinite volume one.

We prove

Theorem 6.1. Let I ⊂ 6 be a compact interval and assume that Wegner’s estimate (W)
holds in I . For L given, consider a cube 3 = 3L(0) of side length L centered at 0, and
denote by ϕω,3,j , j = 1, . . . , tr(1I (Hω(3))), the normalized eigenvectors ofHω(3) with
corresponding eigenvalue in I . The following are equivalent:

(1) I ⊂ 6CL.
(2) For all E ∈ I , there exists θ > 3d − 1 such that

lim sup
L→∞

P
{
∀x, y ∈ 3, |x−y| ≥

L

2
, ‖χx(Hω(3)−E)

−1χy‖ ≤ L
−θ
}
= 1. (6.1)

(3) For all ξ ∈ (0, 1),

sup
y∈3

E
{∑
x∈3

e|x−y|
ξ

sup
j

‖ϕω,3,j‖x‖ϕω,3,j‖y

}
<∞. (6.2)

(4) There exists ξ ∈ (0, 1) such that

sup
y∈3

E
{∑
x∈3

e|x−y|
ξ

sup
j

‖ϕω,3,j‖x‖ϕω,3,j‖y

}
<∞. (6.3)
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(5) For all ξ ∈ (0, 1),

sup
y∈3

E
{∑
x∈3

e|x−y|
ξ

sup
supp f⊂I
|f |≤1

‖χxf (Hω(3))χy‖2

}
<∞. (6.4)

(6) There exists ξ ∈ (0, 1) such that

sup
y∈3

E
{∑
x∈3

e|x−y|
ξ

sup
supp f⊂I
|f |≤1

‖χxf (Hω(3))χy‖2

}
<∞. (6.5)

(7) There exists ξ ∈ (0, 1) such that

sup
y∈3

sup
supp f⊂I
|f |≤1

E
{∑
x∈3

e|x−y|
ξ

‖χxf (Hω(3))χy‖2

}
<∞. (6.6)

(8) (SUDEC for finite volume with polynomial probability) For all p > d, there is
q = qp,d such that for all ξ ∈ (0, 1), for any L large enough, the following holds
with probability at least 1 − L−p: for any eigenvector ϕω,3,j of Hω,3 with energy
in I , for any (x, y) ∈ 32, one has

‖ϕω,3,j‖x‖ϕω,3,j‖y ≤ L
qe−|x−y|

ξ

. (6.7)

(9) (SULE for finite volume with polynomial probability) For all p > d, there is q =
qp,d such that for all ξ ∈ (0, 1) and any L large enough, the following holds with
probability at least 1 − L−p: for any eigenvector ϕω,3,j of Hω,3 with energy in I ,
there is a localization center xω,3,j ∈ 3 such that for any x ∈ 3, one has

‖ϕω,3,j‖x ≤ L
qe−|x−xω,3,j |

ξ

. (6.8)

(10) (SUDEC for finite volume with subexponential probability) For all ν, ξ ∈ (0, 1)
with ν < ξ , and any L large enough, the following holds with probability at least
1−e−L

ν
: for any eigenvector ϕω,3,j ofHω,3 with energy in I , and any (x, y) ∈ 32,

one has
‖ϕω,3,j‖x‖ϕω,3,j‖y ≤ e

2Lν e−|x−y|
ξ

. (6.9)

(11) (SULE for finite volume with subexponential probability) For all ν, ξ ∈ (0, 1) with
ν < ξ , and any L large enough, the following holds with probability at least 1 −
e−L

ν
: for any eigenvector ϕω,3,j of Hω,3 with energy in I , there is a localization

center xω,3,j ∈ 3 such that for any x ∈ 3, one has

‖ϕω,3,j‖x ≤ e
2Lν e−|x−xω,3,j |

ξ

. (6.10)

Moreover one can pick q = p + d in (8) and q = p + 3
2d in (9).
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Remark 6.1. Theorem 6.1 provides a finite volume analog of [GK06, Theorem 1 and
Corollary 3]. If generalized eigenfunctions are needed in the infinite volume case, the
normalized eigenfunctions are good enough in the finite volume case, because the spec-
trum intersected with the interval I is discrete.

For discrete models, using e.g. the finite volume fractional moment criteria
of [ASFH01], one can derive bounds of the same type as (6.8) where ξ = 1. This has
been done in [Kl11].

Proof of Theorem 6.1. We start by describing precisely 6CL, which is the set of energies
where the conclusion of the bootstrap multiscale analysis of [GK01] is valid: 6CL for
the random operator Hω is defined as the set of E ∈ I for which there exists some open
interval I (E) ⊂ I , with E ∈ I (E), such that, given any ζ ∈ (0, 1) and α ∈ (1, ζ−1),
there exists a length scale L0 ∈ 6N and a mass m > 0 such that if we set Lk+1 = [L

α
k ]6N

for k = 0, 1, . . . , we have

P{R(m,Lk, I (E), x, y)} ≥ 1− e−L
ζ
k (6.11)

for all k = 0, 1, . . . and x, y ∈ Zd with |x − y| > Lk + R0, where

R(m,L, I, x, y) =

{
ω;

for every E′ ∈ I, either 3L(x)
or 3L(y) is (ω,m,E′)-regular

}
. (6.12)

Here [K]6N = max{L ∈ 6N; L ≤ K}; we work with scales in 6N for convenience;
R0 > 0 is given in assumption (IAD).

Given E ∈ R, x ∈ Zd and L ∈ 6N, we say that the box 3L(x) is (ω,m,E)-regular
for a given m > 0 if E /∈ σ(Hω(3L(x)) and

‖0x,LRω,x,L(E)χx,L/3‖ ≤ e
−mL, (6.13)

where Rω,x,L(E) = (Hω(3L(x)) − E)
−1 and 0x,L denotes the charateristic function

of the “belt” 3L−1(x)\3L−3(x) when H = L2(Rd , dx) (the arguments can be easily
modified for H = `2(Zd)).

The interval I in Theorem 6.1 being compact, we can extract from
⋃
E∈I I (E) ⊃ I

a finite number of intervals I (E) that cover I . Thus, with no loss, we may assume that
(6.11) is valid for the interval I itself.

We now turn to the proof of Theorem 6.1 proper. That (1)⇔(2) is due to [GK04].
Note that if (6.1) holds, then

lim sup
L→∞

P{‖00,LRω,0,L(E)χ0,L/3‖ ≤ L
−θ−2d+1

} = 1.

Assume (2), that is, (6.11) holds for the interval I . We show that (3) holds. A standard
computation (see [GK04, (EDI)], [Kir08, eq. (8.10)]) shows that if 3L(x) is (ω,m,E)-
regular, then, if Hω(3L(x))ϕω,3,j = Ẽϕω,3,j and ‖ϕω,3,j‖ = 1, we have

‖ϕω,3,j‖x . Ld−1
‖0x,LRω,x,L(Ẽ)χx,L/3‖ ≤ e

−
m
2 L (6.14)

whenever L is large enough, depending only on d,m.
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It follows that for any (x, y) ∈ 32, if k is such that Lk ≤ |x − y| < Lk+1, then for
any ω ∈ R(m,L, I, x, y), for any normalized ϕω,3,j ,

‖ϕω,3,j‖x‖ϕω,3,j‖y ≤ e
−
m
2 Lk ≤ e−

m
2 |x−y|

1/α
. (6.15)

As a consequence,

E
{

sup
j

‖ϕω,3,j‖x‖ϕω,3,j‖y

}
≤ e−

m
2 |x−y|

1/α
+ e−|x−y|

ζ/α

≤ 2e−|x−y|
ζ/α

(6.16)

for |x − y| large enough. Thus, (6.2) follows for any ξ < ζα−1. Since ζ < 1 < α can be
chosen arbitrarily close to 1, (3) follows.

(3) clearly implies (4).
To see that (3) implies (5), it is enough to decompose the operator f (Hω(3)) over

the eigenvectors (ϕω,3,j )j and note that ‖χx5ϕω,3,jχy‖2 = ‖ϕω,3,j‖x‖ϕω,3,j‖y , where
5ϕω,3,j is the orthogonal projection on ϕω,3,j .

That (5)⇒(6)⇒(7) is immediate.
Assume (3). We prove (8). We have

P
(
∃(x, y) ∈ 32, e|x−y|

ξ

sup
j

‖ϕω,3,j‖x‖ϕω,3,j‖y ≥ L
p+d

)
≤ Ld sup

y∈3

∑
x∈3

P
(
e|x−y|

ξ

sup
j

‖ϕω,3,j‖x‖ϕω,3,j‖y ≥ L
p+d

)
≤ L−p sup

y∈3

∑
x∈3

E
(
e|x−y|

ξ

sup
j

‖ϕω,3,j‖x‖ϕω,3,j‖y

)
. L−p.

In other terms, with probability at least 1 − L−p, we have ‖ϕω,3,j‖xϕω,3,j‖y ≤
Lp+de−|x−y|

ξ
for any j and (x, y) ∈ 32, and (8) holds.

We show that (8) and (9) are equivalent. Assume (8) and let xω,3,j be a localization
center for ϕω,3,j . Since ‖ϕω,3,j‖ = 1, note that ‖ϕω,3,j‖x & L−d/2. We write (6.7) with
y = xω,3,j and (6.8) follows from the last observation with a constant q ′ = q + d/2.
Conversely, if (9) holds, then it follows from (6.8) that

‖ϕω,3,j‖x‖ϕω,3,j‖y ≤ L
2qe−|x−xω,3,j |

ξ

e−|y−xω,3,j |
ξ

≤ L2qe−|x−y|
ξ

. (6.17)

We show that (8)⇒(2). Assume (8). For any given E ∈ I , thanks to (W), we may
assume that dist(E, σ (Hω(3))) ≥ L−p with probability at least 1− L−p+d . As a conse-
quence, for any L large enough, for any (x, y) ∈ 32 with |x − y| ≥ L/2,

‖χx(Hω(3)− E)
−1χy‖ ≤ L

p
∑
j

‖ϕω,3,j‖x‖ϕω,3,j‖y ≤ L
p+qe−L

ξ

.

The estimate (2) follows, regardless of the values of p, q, ξ .
The proofs related to (10) and (11) are similar.
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It remains to show (7)⇒(2). Assume (7) and pick E ∈ I . Set δ = L−p. By (W), with
probability at least 1− L−p, we have

(Hω(3)− E)
−1
= (Hω(3)− E)

−116\[E−δ,E+δ](Hω(3)).

Define fE,δ(λ) = δ(λ− E)−116\[E−δ,E+δ](λ). Note that |fE,δ| ≤ 1. It follows that

P
(
∃(x, y) ∈ 32, |x − y| ≥ L/2, ‖χx(Hω(3)− E)−1χy‖ ≥ L

−θ
)

≤ L−p +
∑

(x,y)∈32

|x−y|≥L/2

P
(
‖χxfE,δ(Hω(3))χy‖ ≥ L

−θ−p
)

≤ L−p + L−p sup
y∈3

∑
x∈3

|x−y|≥L/2

Lθ+2p+dE
(
‖χxfE,δ(Hω(3))χy‖

)
≤ L−p + L−p sup

y∈3

∑
x∈3

(2|x − y|)θ+2p+dE
(
‖χxfE,δ(Hω(3))χy‖2

)
. L−p.

The last statement of the theorem follows from the proof above. ut
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Ann. Henri Poincaré 9, 685–709 (2008) Zbl 1149.82017 MR 2413200

[LR85] Lee, P. A., Ramakrishnan, T. V.: Disordered electronic systems. Rev. Modern Phys. 57,
287–337 (1985)

[Min96] Minami, N.: Local fluctuation of the spectrum of a multidimensional Anderson
tight binding model. Comm. Math. Phys. 177, 709–725 (1996) Zbl 0851.60100
MR 1385082

[Min07] Minami, N.: Theory of point processes and some basic notions in energy level statistics.
In: Probability and Mathematical Physics, CRM Proc. Lecture Notes 42, Amer. Math.
Soc., Providence, RI, 353–398 (2007) Zbl 1137.81018 MR 2352280

[Min08] Minami, N.: Energy level statistics for random operators. In: F. Götze et al. (eds.), Dis-
ordered Systems: Random Schrödinger Operators and Random Matrices, Oberwolfach
Reports 5, 842–844 (2008)

[Mir00] Mirlin, A.: Statistics of energy levels and eigenfunctions in disordered systems. Phys.
Rep. 326, 259–382 (2000) MR 1745139

[Mol82] Molchanov, S. A.: The local structure of the spectrum of a random one-dimensional
Schrödinger operator. Trudy Sem. Petrovsk. 8, 195–210 (1982) (in Russian)
Zbl 0509.60064 MR 0673165

[PF92] Pastur, L., Figotin, A.: Spectra of Random and Almost-Periodic Operators,
Grundlehren Math. Wiss. 297, Springer-Verlag, Berlin (1992) Zbl 0752.47002
MR 1223779
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