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Abstract. We prove small data global existence and scattering for quasilinear systems of Klein–
Gordon equations with different speeds, in dimension three. As an application, we obtain a robust
global stability result for the Euler–Maxwell equations for electrons.
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1. Introduction

In this paper we consider systems of quasilinear Klein–Gordon equations with differ-
ent speeds and masses in dimension three. Our aim is to prove that small, smooth, and
localized initial data lead to global solutions, assuming only certain mild nondegener-
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acy conditions which are automatically satisfied in our main applications. The method
we develop appears to be robust enough to deal with many situations that involve large
space-time resonant sets, at least in dimension three.

We will focus on two examples which should be sufficient to illustrate the scope of
our method. We first consider quasilinear systems of Klein–Gordon type with pointwise
quadratic nonlinearities

(∂t t − c
2
σ1+ b

2
σ )uσ = Fσ , σ ∈ {1, . . . , d}, (1.1)

satisfying a hyperbolicity condition on the quasilinear term in the nonlinearity. Variations
of such systems have been proposed in [17] to model bilayer materials. This problem also
appears in [5] as an important toy model. More specifically, this problem when the speeds
are the same has received a lot of attention in low dimensions [4, 13, 22].

Our second model case is the Euler–Maxwell system for electrons. This is a simplifi-
cation of the two-fluid Euler–Maxwell system, which is one of the main models in plasma
physics. We refer to [1] for some physical reference and to [6, 9] for previous mathemati-
cal study of the solutions. The system describes the dynamical evolution of the functions
ne : R3

→ R, ve, E′, B ′ : R3
→ R3, i.e.

∂tne + div(neve) = 0,

∂tve + ve · ∇ve = −
Pe

me
∇ne −

e

me

[
E′ +

ve

c
× B ′

]
,

∂tB
′
+ c∇ × E′ = 0,

∂tE
′
− c∇ × B ′ = 4πeneve,

(1.2)

together with the elliptic equations

div(B ′) = 0, div(E′) = −4πe(ne − n0). (1.3)

Here e > 0 is the electron charge, Pe is related to the effective electron temperature,1

me is the mass of an electron and c denotes the speed of light. The two equations (1.3)
are propagated by the dynamic flow, provided that they are satisfied at the initial time. In
addition, we make the following irrotationality assumption which removes a nondecaying
component:

B ′(0) =
mec

e
∇ × ve(0), (1.4)

and which is also propagated by the flow and remains valid for all times.
In the case of the system (1.2)–(1.4) we want to explore the stability of the equilibrium

solution (n0
e, v

0
e , E

0, B0) = (n0, 0, 0, 0), n0 > 0. In the system above, we have chosen a
quadratic pressure p(ne) = Pen2

e/2. This is chosen only to minimize the number of terms
in the nonlinearity but does not make the system (1.2) symmetric, and in particular, one
needs to add a cubic correction to the energy estimates.

In both cases (1.1) and (1.2)–(1.4), we prove that small, localized, and smooth initial
data lead to global classical solutions that scatter. Below is a precise description of the
main results.

1 More precisely, kBTe = n0Pe, where kB is the Boltzmann constant.
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1.1. Statement of the results

Given a real-valued vector u = (u1, . . . , ud) : R3
× [0, T ] → Rd such that u ∈

C([0, T ] : HN
r ) ∩ C

1([0, T ] : HN−1
r ),2 for some T ≥ 0, d ≥ 1, and N ≥ 5, we

consider quadratic nonlinearities of the form

Fµ :=

3∑
j,k=1

d∑
ν=1

Gjkµν∂j∂kuν +Qµ, (1.5)

where, with ∂0 := ∂t ,

Gjkµν = G
jk
µν(u,∇x,tu) :=

d∑
σ=1

( 3∑
l=0

gjklµνσ ∂luσ + h
jk
µνσuσ

)
, gjklµνσ , h

jk
µνσ ∈ R, (1.6)

andQµ = Qµ(u,∇x,tu) is an arbitrary quadratic form (with real constant coefficients) in
(uσ , ∂kuσ ), σ ∈ {1, . . . , d}, k ∈ {0, 1, 2, 3}. We assume that Gjkµν are symmetric in both
µ, ν and j, k (the latter not being a restriction in generality), i.e.

gjklµνσ = g
jkl
νµσ = g

kj l
µνσ , hjkµνσ = h

jk
νµσ = h

kj
µνσ , (1.7)

for all choices of j, k, l and µ, ν, σ .
We consider general systems of Klein–Gordon equations of the form

(∂2
t − c

2
µ1+ b

2
µ)uµ = Fµ, µ = 1, . . . , d,

where the coefficients b1, . . . , bd , c1, . . . , cd satisfy the nondegeneracy conditions (1.8)
below and the quadratic nonlinearities Fµ are as before. Our first main theorem concerns
the global stability of the equilibrium solution u ≡ 0:

Theorem 1.1. Assume A, d ≥ 1, and b1, . . . , bd , c1, . . . , cd ∈ [1/A,A] satisfy the non-
resonance conditions

|bσ1 + bσ2 − bσ3 | ≥ 1/A for any σ1, σ2, σ3 ∈ {1, . . . , d},
|cσ1 − cσ2 |, |bσ1 − bσ2 | ∈ {0} ∪ [1/A,∞) for any σ1, σ2 ∈ {1, . . . , d},

(cσ1 − cσ2)(c
2
σ1
bσ2 − c

2
σ2
bσ1) ≥ 0 for any σ1, σ2 ∈ {1, . . . , d}.

(1.8)

Fix quadratic nonlinearities (Fµ)µ∈{1,...,d} as in (1.5)–(1.7), let N0 = 104, and assume
that v0, v1 : R3

→ Rd satisfy the smallness conditions

‖v0‖
H
N0+1
r
+ ‖v1‖

H
N0
r
+ ‖(1−1)1/2v0‖Z + ‖v1‖Z = ε0 ≤ ε, (1.9)

where ε = ε(d,A, Fµ) > 0 is sufficiently small (depending only on d , A, and the con-
stants in the definition of the nonlinearities Fµ), and the Z norm is defined in Defini-
tion 2.3.

2 Throughout, we let HN = HN
(m)

denote standard L2-based Sobolev spaces of complex vector-

valued functions f : R3
→ Cm, m = 1, 2, . . . , and let HNr = H

N
r,(m)

denote L2-based Sobolev

spaces of real vector-valued functions f : R3
→ Rm, m = 1, 2, . . . .
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Then there exists a unique global solution u∈C([0,∞) : HN0+1
r )∩C1([0,∞) : HN0

r )

of the system
(∂2
t − c

2
µ1+ b

2
µ)uµ = Fµ, µ = 1, . . . , d, (1.10)

with initial data (u(0), u̇(0)) = (v0, v1). Moreover, with β = 1/100,

sup
t∈[0,∞)

[‖u(t)‖
H
N0+1
r
+ ‖u̇(t)‖

H
N0
r
]

+ sup
t∈[0,∞)

(1+ t)1+β
[

sup
|ρ|≤4
‖Dρx u(t)‖L∞ + sup

|ρ|≤3
‖Dρx u̇(t)‖L∞

]
. ε0. (1.11)

Remark 1.2. (i) The nondegeneracy condition (1.8) is automatically satisfied if the
masses are all equal, b1 = · · · = bd , which is the case in our main application below
to the Euler–Maxwell system.

(ii) Qualitatively, our condition on the parameters is

b1, . . . , bd , c1, . . . , cd ∈ (0,∞),
|bσ1 + bσ2 − bσ3 | 6= 0 for any σ1, σ2, σ3 ∈ {1, . . . , d},

(cσ1 − cσ2)(c
2
σ1
bσ2 − c

2
σ2
bσ1) ≥ 0 for any σ1, σ2 ∈ {1, . . . , d}.

The point of the quantitative formulation in (1.8), in terms of the large parameter A, is to
indicate the exact dependence of the smallness parameter ε in (1.9).

(iii) The condition (1.8) can certainly be relaxed. We have chosen this condition
mostly because it is automatically satisfied in our application to the Euler–Maxwell sys-
tem, can be explained conceptually in terms of the nondegeneracy of the space-time res-
onant sets (see Subsection 1.2), and reduces the amount of technical work. However, it
seems natural to raise the question of whether this condition can be eliminated completely.

We turn now to the Euler–Maxwell system. Recalling the system (1.2), we make the
changes of variables

ne(x, t) = n
0
[1+ n(λx, λt)],

ve(x, t) = v(λx, λt),

E′(x, t) = ZE(λx, λt),

B ′(x, t) = cZB(λx, λt),

where
λ :=

√
4πe2n0/me, Z := λme/e = 4πen0/λ.

The system (1.2) becomes

∂tn+ div((1+ n)v) = 0,
∂tv + v · ∇v + T∇n+ E + v × B = 0,
∂tB +∇ × E = 0,

∂tE − c
2
∇ × B = (1+ n)v,

(1.12)

where3

T := Pen
0/me > 0.

3 λ is often called the “electron plasma frequency”, Z2 is the density of mass, and
√
T is the

thermal velocity.
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For any N ≥ 4 we define the normed space

H̃N
:= {(n, v, E,B) : R3

→ R× R3
× R3

× R3
:

‖(n, v, E,B)‖H̃N := ‖n‖HN
r
+ ‖v‖HN

r
+ ‖E‖HN

r
+ ‖B‖HN

r
<∞}. (1.13)

We can now state our second main theorem.

Theorem 1.3. Let N0 = 104 and assume that (n0, v0, E0, B0) ∈ H̃
N0+1 satisfies

‖(n0, v0, E0, B0)‖H̃N0+1 + ‖(1−1)1/2E0‖Z + ‖(1−1)1/2v0‖Z = ε0 ≤ ε,

n0 = − div(E0), B0 = ∇ × v0,
(1.14)

where ε = ε(c, T ) > 0 is sufficiently small, and the Z norm is defined in Definition 2.3.
Then there exists a unique global solution (n, v, E,B) ∈ C([0,∞) : H̃N0+1) of the
system (1.12) with initial data (n(0), v(0), E(0), B(0)) = (n0, v0, E0, B0). Moreover,

n(t) = − div(E(t)), B(t) = ∇ × v(t), for any t ∈ [0,∞), (1.15)

and, with β = 1/100,

sup
t∈[0,∞)

‖(n(t), v(t), E(t), B(t))‖H̃N0+1

+ sup
t∈[0,∞)

sup
|ρ|≤4

(1+ t)1+β(‖Dρx v(t)‖L∞ + ‖D
ρ
xE(t)‖L∞) . ε0. (1.16)

We remark that our restriction n = − div(E), together with the assumptions on E, can
only be satisfied if

∫
R3 n(t) dx = 0, which means that we are only considering electrically

neutral perturbations.

1.2. Comments and plan of the proof

1.2.1. Previous results on systems of Klein–Gordon equations. Systems of wave and
Klein–Gordon-type equations have been studied by many authors, as they appear as nat-
ural models of physical evolutions. We also refer the reader to the introduction of [5] for
a review of previous work.

The scalar case (or the system when all the speeds are equal and all the masses are
equal) has been studied extensively. Some key developments include the work of John
[15] showing that blow-up in finite time can happen even for small smooth localized
initial data of a semilinear wave equation, the introduction of the vector field method
by Klainerman [18] and of the normal form transformation by Shatah [20], and the
understanding of the role of “null structures”, starting with the works of Klainerman
[19] and Christodoulou [2]. Recently, a convenient general framework, which explains
all of these results in the constant-coefficient case in terms of the concept of space-
time resonances, was introduced independently by Germain–Masmoudi–Shatah [7] and
Gustasfon–Nakanishi–Tsai [11]. We will get back to this later in this subsection.
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The case of systems of wave equations with different speeds is well understood, both
in the semilinear and the quasilinear case (see [24] and [21]), provided that the nonlinear-
ities satisfy appropriate null conditions, similar to those in the scalar case.

The case of Klein–Gordon quasilinear systems with equal speeds, c1 = · · · = cd = 1,
and different masses is also well understood both in dimensions two and three. For exam-
ple, in [4], the authors show that if bσ1 + bσ2 − bσ3 6= 0 for any σ1, σ2, σ3, then one has
global existence and scattering in dimension two. If this condition is violated, then the
same conclusion holds if the nonlinearity satisfies an appropriate null condition. We refer
to [13, 22, 23] for related work.

As pointed out in [5], a key new difficulty (the presence of a large set of space-time
resonances) arises when the velocities are allowed to be different. In [5], the author studies
semilinear systems of two Klein–Gordon equations when the masses are equal, b1 = b2
in dimension three. Under a less explicit assumption on the velocities that covers most
parameters, he obtains global existence and scattering with a weak decay like t−1/2 of the
solution as t →∞.

In [6], the authors study the Euler–Maxwell system for electrons (1.2)–(1.4) in di-
mension three and obtain global existence and scattering with weak decay by an elabo-
rate iterated energy estimate. The results are conditional on c and T satisfying an implicit
relation that holds for most values of T , c.

Compared with previous work, our result is obtained by a robust method, which yields
time-integrability of the solution in L∞ and holds for all values of the velocities when the
masses are equal. In addition, our smallness assumption is expressed explicitly in terms
of the parameters, and the number N0 of the derivatives needed is quantified (although
most likely not optimal).

1.2.2. General strategy. Systems (1.1) and (1.2) are hyperbolic systems of conservation
laws and no general theory exists yet for such systems, even for the scalar case. Indeed,
systems which are remarkably similar to (1.1) can be shown to have rather opposite be-
havior, even for small, smooth initial data, from blow-up in finite time for all positive
solutions of the quadratic wave equation [15] to global existence and scattering for the
quadratic scalar Klein–Gordon equation [20]. The case of systems is even more compli-
cated and only a few partial results are known [4, 5, 13].

We follow and extend the analysis started in our previous work [14]. We refer to [3,
7, 11, 18, 20] for previous seminal work on dispersive quasilinear systems. The main two
challenges we face are:

(i) overcoming the quasilinear nature of the nonlinearity to ensure global existence,
(ii) obtaining decay of the solution to control the asymptotic behavior.

Fortunately, these two difficulties are complementary provided one obtains sufficiently
strong control. Indeed:

(I) The loss of derivative coming from the nonlinearity is overcome by using energy
estimates which allow us to control high regularity norms provided a lower order
norm remains small.
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(II) The decay estimate, if implying time-integrability, precisely propagates the smallness
of low regularity norms globally in time. This is obtained from a delicate semilinear
analysis assuming that high regularity norms remain bounded. Together, these two
ingredients allow a bootstrap in time, which yields both global existence and scatter-
ing.

Energy estimates come from the conservative structure of the equation and depend on
delicate symmetry properties of the nonlinearity. In order to be extended globally, they
require a decay of some norm of order at least 1/t .

This decay is provided by the semilinear analysis of systems of dispersive equations.
We use the Fourier transform method. After suitable algebraic manipulations, this is re-
duced to the study of bilinear operators of the form

T̂ [f, g](ξ) =

∫
R

∫
R3
eit8(ξ,η)m(ξ, η)f̂ (ξ − η, t)ĝ(η, t) dη dt. (1.17)

As a first approximation, one may think of f , g being smooth bump functions and m
being essentially a smooth cut-off, and the main challenge is to estimate efficiently the
infinite time integral. It then becomes clear that a key role is played by the properties of
the function 8 and in particular by the points where it is stationary,

∇(t,η)[t8(ξ, η)] = 0.

This was already highlighted in [7] and forms the basis of the space-time resonance
method. In some situations, one has no or few fully stationary points and the task is mainly
to propagate enough smoothness of f̂ , ĝ to exploit (non)stationary phase arguments.

However, this is not the case in the models in this paper and we have to face some un-
avoidable “space-time resonances”. Under some conditions that enforce nondegeneracy
of the phase at critical points, we perform a robust stationary phase analysis of this case.
We believe this forms the main contribution of the present work and we present it below
in more detail.

1.2.3. Space-time resonant sets. The analysis of operators of the form (1.17) relies espe-
cially on the properties of the phase 8 which, in our case, is of the form

8 = 3σ (ξ)±3µ(ξ − η)±3ν(ξ − η), 3ρ(θ) =

√
b2
ρ + c

2
ρ |θ |

2, ρ ∈ {σ,µ, ν}.

As in [7], one can define the space-resonant set

Rx = {(ξ, η) : ∇η8(ξ, η) = 0},

the time-resonant set
Rt = {(ξ, η) : 8(ξ, η) = 0},

and the set of space-time resonances

R = Rx ∩Rt .
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The absence of any stationary point corresponds to the condition R = ∅. This holds in a
certain number of cases and the semilinear analysis can be carried out using integration
by parts arguments either in x or in t . It is remarkable that the simple condition R = ∅ ex-
plains essentially many of the classical global regularity results (see the longer discussion
in [5]). For example the case of scalar Klein–Gordon equations corresponds to Rt = ∅,
in which case one can perform an integration by parts in t (the normal form method [20]).

More generally, one can sometimes adapt the integration by parts semilinear argu-
ments even if the set R is nontrivial, provided that either the multiplier m in (1.17) or the
ξ gradient ∇ξ8 vanishes suitably on this set. In the case of wave equations, the vanishing
of m corresponds precisely to Klainerman’s “null condition” [19]. See also [7, 11, 8, 10,
14, 12] for recent results exploiting these ideas.

However, it was observed by Germain [5] that the case of Klein–Gordon systems
with different speeds is genuinely different, even in the case of a system of two equations
with equal masses b1 = b2. In this case one cannot avoid the presence of large sets of
space-time resonances and there are no natural “null conditions”. In general, the sets of
space-time resonances take the form

R = {(ξ, η) = (re, r ′e) : e ∈ S2
}

for certain values r, r ′ ∈ (0,∞) which depend on the parameters. In other words, the
set R is a 2-dimensional manifold in R3

× R3, which should be thought of as the natural
situation, in view of the fact that it is defined by four identities8(ξ, η) = ∇η8(ξ, η) = 0.

A partial result, which assumes certain separation conditions of the problematic fre-
quencies, was obtained in [5] in the semilinear case, and later extended to a quasilin-
ear example in [6]. The results in [5] and [6] appear to hold only for “generic” sets of
parameters, and the required smallness of the perturbation depends implicitly on these
parameters.

Our analysis in this paper can be understood as a robust analysis of the case of non-
degenerate resonances R ∩D = ∅, where D is the degenerate set

D = {(ξ, η) : det[∇2
η,η8(ξ, η)] = 0}. (1.18)

The analysis seems to be limited to dimension three (and higher), and the method does
not appear to extend easily to the two-dimensional case. It is possible, however, that this
analysis can be developed further to allow for low-order degeneracy of the phase, thereby
removing the condition on the parameters bσ , cσ in (1.8). We note however, that this
would require a nontrivial change of the norms as it becomes likely that the gap in xL2

integrability would increase between “weak” and “strong” norms. We note also that our
conditions are sufficient to cover our main physical application.

Regarding the precise conditions on the parameters in (1.8), the first condition ensures
that (0, 0) is not time-resonant and thus this point plays little role. Note that (0, 0) is a
specific point as all the gradients vanish there. The second condition only reflects a lack of
uniformity of the estimates in terms of the gap between like parameters.4 Finally, the third

4 As different velocities and masses approach each other, the corresponding spheres of “space-
time resonances” go off to infinity (see (1.20)). However, a slightly more careful analysis would
yield the desired uniformity, at the expense of some clarity of the proof.
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condition is equivalent to demanding that there are no degenerate space-time resonant
points in R3

× R3
\ (0, 0). We justify this at the end of this section.

The relevance of (1.18) can be illustrated by the fact that, after suitable manipulations
and use of the Morse lemma, the study of operators like (1.17) is similar to the study of
operators in standard form:

̂T ′[f, g](ξ) =
∫
R

∫
R3
eit |η−p(ξ)|

2
m(ξ, η)f̂ (ξ − η, t)ĝ(η, t) dη dt

for some smooth function p : R3
→ R3, which allows for a precise estimate on the phase.

1.2.4. Norms. The choice of the Z norms we use in the semilinear analysis (see Defini-
tion 2.3) is important. These norms have to satisfy at least two essential requirements:

(a) they must yield a 1/t decay after we apply the linear flow,
(b) they must allow for boundedness of the basic interaction bilinear operator (1.17).

The simplest energy-type norm compatible with (a) corresponds to x−(1+ε)L2(dx). This
is, essentially, the “strong norm” B1

k,j in (2.19)5 and we are able to control most of the
interactions in this norm. Unfortunately, certain interactions, corresponding to space-
time resonances, are simply not bounded in this norm, even for inputs f, g which are
small smooth bump functions of scale 1. This forces us to add another component to
our space, measured in the “weak-norm” which has insufficient xL2 integrability. This
corresponds to B2

k,j in (2.19). Fortunately, these only happen on an exceptional set of
frequencies and the “weak norm” has an additional component that captures the essential
two-dimensional nature of the support of these solutions. This smallness on the support
then more than compensates for the weaker integrability and yields the all-important 1/t
decay.

In addition, although fundamental, the gap in L2-integrability between weak and
strong norms is sufficiently small to allow us to treat the two norms similarly for most
of the easier cases, thereby keeping the computations manageable.

1.2.5. Condition on the parameters. We finish this section with simple computations
showing that the condition (1.8) implies the absence of degenerate space-time resonances,

5 We prefer, however, to first localize all our functions both in space and frequency. One should
think of a function as composed of atoms,

f =
∑

k,j∈Z, k+j≥0
fk,j =

∑
k,j∈Z, k+j≥0

P[k−2,k+2](ϕ̃
(k)
j
· Pkf ),

where the atoms fk,j are localized essentially at frequency ≈ 2k and at distance ≈ 2j from the
origin in the physical space. Then we measure the size of each such atom appropriately, and use
this to define the Z norm of f . This point of view, which was used also in [14], is convenient to
deal with the main difficulty of the paper, namely efficiently estimating bilinear operators such as
those in (1.17).
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i.e. R ∩D = ∅. Let

3σ (ξ) =

√
b2
σ + c

2
σ |ξ |

2, 3µ(ξ) =

√
b2
µ + c

2
µ|ξ |

2, 3ν(ξ) =

√
b2
ν + c

2
ν |ξ |

2,

8(ξ, η) = 3σ (ξ)− ε13µ(ξ − η)− ε1ε3ν(η), ε1, ε ∈ {−1, 1}.

Clearly, 8(0, 0) = bσ ± bµ ± bν , and therefore the first equation in (1.8) forces (ξ, η) =
(0, 0) not to be time-resonant. Moreover, clearly no point of the form (ξ, η) = (ξ, 0),
ξ ∈ R3

\ {0}, can be space-resonant.
We show now that (ξ, η) cannot be a degenerate space-time resonant point if (1.8)

holds and η 6= 0. We may assume, without loss of generality, that

cµ ≥ cν and bνc
2
µ ≥ bµc

2
ν . (1.19)

The relation (∇η8)(ξ, η) = 0 is satisfied if and only if ξ = q(η), where

q(η) =

[
1+ ε

bµc
2
ν

(b2
νc

4
µ + c

4
µc

2
ν |η|

2 − c4
νc

2
µ|η|

2)1/2

]
η. (1.20)

Clearly, r = |q(η)| depends only on s = |η| and

dr

ds
= 1+ ε

bµc
2
νb

2
νc

4
µ

(b2
νc

4
µ + c

4
µc

2
νs

2 − c4
νc

2
µs

2)3/2
. (1.21)

We claim now that
dr

ds
> 0 if s ∈ (0,∞) and (q(η), η) ∈ Rt . (1.22)

Indeed, this is clear from (1.21) if ε = 1 or if ε = −1 and either bνc2
µ > bµc

2
ν or

cµ > cν . In the remaining case ε = −1, cµ = cν , bµ = bν , we have q(η) = 0, so
8(q(η), η) = 3σ (0) 6= 0, therefore (q(η), η) /∈ Rt . The conclusion (1.22) follows.

Finally, we show that

det[(∇2
η,η8)(q(η), η)] 6= 0 if η ∈ R3

\ {0} and (q(η), η) ∈ Rt . (1.23)

Letting 4(ξ, η) := (∇η8)(ξ, η), we start from the defining identity 4(q(η), η) = 0 and
differentiate it with respect to η. Hence

d4

dη
(q(η), η) = −

d4

dξ
(q(η), η) ·

dq

dη
(η).

It follows from (1.20) and (1.22) that det(∂q/∂η) 6= 0. Moreover, from the definition,
det(∂4/∂ξ) = det(∇2

η,ξ8) 6= 0, and the conclusion (1.23) follows.

The rest of the paper is organized as follows: In Section 2.1, we prove Theorem 1.1
and Theorem 1.3 relying on a decay assumption. The latter is then proved in Sections 3
and 4 where we prove respectively the continuity of the Z norm that captures the decay
and a bootstrap result that gives global control of this norm assuming global bounds on
high order energy. Finally, in Section 5, we provide some needed technical estimates and
we study the relevant sets associated to our phases.
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2. Reductions and proofs of the main theorems

2.1. Local existence results

In this subsection we state and prove suitable local regularity results for our equations.
We start with quasilinear systems of Klein–Gordon equations. For σ ∈ {1, . . . , d}

assume that bσ , cσ ∈ [1/A,A] and Fσ are nonlinearities as in (1.5)–(1.7). For N ≥ 4 and
u ∈ C([0, T ] : HN

r ) ∩ C
1([0, T ] : HN−1

r ) we define the higher order energies

EKG
N (t) :=

∑
|ρ|≤N−1

{∫
R3

d∑
σ=1

[
(∂tD

ρ
x uσ )

2
+ b2

σ (D
ρ
x uσ )

2
+

3∑
j=1

c2
σ (∂jD

ρ
x uσ )

2
]
dx

+

∫
R3

d∑
µ,ν=1

3∑
j,k=1

Gjkµν(u,∇x,tu)∂jD
ρ
x uµ∂kD

ρ
x uν dx

}
. (2.1)

The following proposition is our first local regularity result:

Proposition 2.1. (i) There is δ0 > 0 such that if

‖v0‖H 4
r
+ ‖v1‖H 3

r
≤ δ0 (2.2)

then there is a unique solution u = (u1, . . . , ud) ∈ C([0, 1] : H 4
r ) ∩ C

1([0, 1] : H 3
r )

of the system
(∂2
t − c

2
µ1+ b

2
µ)uµ = Fµ, µ = 1, . . . , d, (2.3)

with (u(0), u̇(0)) = (v0, v1). Moreover,

sup
t∈[0,1]

‖u(t)‖H 4
r
+ sup
t∈[0,1]

‖u̇(t)‖H 3
r
. ‖v0‖H 4

r
+ ‖v1‖H 3

r
.

(ii) If N ≥ 4 and (v0, v1) ∈ H
N
r × H

N−1
r satisfies (2.2), then u ∈ C([0, 1] : HN

r ) ∩

C1([0, 1] : HN−1
r ), and

EKG
N (t ′)− EKG

N (t) .
∫ t ′

t

EKG
N (s) ·

[∑
|ρ|≤2

‖Dρx u(s)‖L∞ +
∑
|ρ|≤1

‖Dρx u̇(s)‖L∞
]
ds (2.4)

for any t ≤ t ′ ∈ [0, 1].

We remark that the nonresonance condition (1.8) is not needed in this local regularity
result. On the other hand, the symmetry conditions (1.7) on the quasilinear components
of the nonlinearities are important.

Proof of Proposition 2.1. The local existence claim in part (i) and the propagation of
regularity claim in part (ii) are standard consequences of the general local existence theory
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of quasilinear symmetric hyperbolic systems (see Theorems II and III in [16]). To prove
the estimate (2.4), we use the equations (2.3) and the definitions to estimate∣∣∣∣ ddt EKG

N (t)

∣∣∣∣
≤

∑
|ρ|≤N−1

∣∣∣∣∫
R3

d∑
σ=1

2(∂tDρx uσ )·D
ρ
xFσ dx+

∫
R3

d∑
σ,ν=1

3∑
j,k=1

2Gjkσν ·∂t∂jD
ρ
x uσ ·∂kD

ρ
x uν dx

∣∣∣∣
+

∑
|ρ|≤N−1

∣∣∣∣ ∫
R3

d∑
µ,ν=1

3∑
j,k=1

∂tG
jk
µν · ∂jD

ρ
x uµ · ∂kD

ρ
x uν dx

∣∣∣∣. (2.5)

We will use the standard bound

‖Dρx f ·D
ρ′

x g‖L2 . ‖∇xf ‖L∞‖g‖HM + ‖∇xg‖L∞‖f ‖HM (2.6)

provided that |ρ| + |ρ′| ≤ M + 1, M ≥ 1, and |ρ|, |ρ′| ≥ 1. For any multi-index ρ with
|ρ| ≤ N − 1 we estimate, as long as ‖u‖H 4 + ‖u̇‖H 3 ≤ 1,∣∣∣∣ ∫

R3

d∑
µ,ν=1

3∑
j,k=1

∂tG
jk
µν · ∂jD

ρ
x uµ · ∂kD

ρ
x uν dx

∣∣∣∣
. ‖u‖2

HN ·

[ ∑
|α|≤2

‖Dαx u‖L∞ +
∑
|α|≤1

‖Dαx u̇‖L∞
]
,

and, applying also (2.6), we get∣∣∣∣ ∫
R3

d∑
σ=1

2(∂tDρx uσ ) ·D
ρ
xQσ dx

∣∣∣∣
. [‖u‖2

HN + ‖u̇‖
2
HN−1 ] ·

[ ∑
|α|≤2

‖Dαx u‖L∞ +
∑
|α|≤1

‖Dαx u̇‖L∞
]
.

Moreover, for any j, k ∈ {1, 2, 3} and σ, ν ∈ {1, . . . , d} we estimate, using (2.6),∣∣∣∣ ∫
R3

2∂tDρx uσ · [D
ρ
x (G

jk
σν · ∂j∂kuν)−G

jk
σν ·D

ρ
x ∂j∂kuν] dx

∣∣∣∣
. [‖u‖2

HN + ‖u̇‖
2
HN−1 ] ·

[ ∑
|α|≤2

‖Dαx u‖L∞ +
∑
|α|≤1

‖Dαx u̇‖L∞
]
,

and∣∣∣∣ ∫
R3

2∂tDρx uσ ·G
jk
σν ·D

ρ
x ∂j∂kuν dx +

∫
R3

2Gjkσν · ∂t∂jD
ρ
x uσ · ∂kD

ρ
x uν dx

∣∣∣∣
. [‖u‖2

HN + ‖u̇‖
2
HN−1 ] ·

[ ∑
|α|≤2

‖Dαx u‖L∞ +
∑
|α|≤1

‖Dαx u̇‖L∞
]
.
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Therefore, by (2.5),∣∣∣∣ ddt EKG
N (t)

∣∣∣∣ . [‖u(t)‖2HN + ‖u̇(t)‖
2
HN−1 ] ·

[ ∑
|α|≤2

‖Dαx u(u)‖L∞ +
∑
|α|≤1

‖Dαx u̇(t)‖L∞
]

for any t ∈ [0, 1]. We notice that ‖u(t)‖2
HN + ‖u̇(t)‖

2
HN−1 ≈ EKG

N (t) provided that
‖u‖H 4 + ‖u̇‖H 3 � 1. The desired estimate (2.4) follows. ut

We now consider the Euler–Maxwell system. Recalling the definition (1.13), for any
(n, v, E,B) ∈ H̃N we define

EN :=
∑
|ρ|≤N

∫
R3
[T |Dρx n|

2
+ (1+ n)|Dρx v|

2
+ |DρxE|

2
+ c2
|DρxB|

2
] dx (2.7)

and

‖(n, v, E,B)‖Z′ := ‖∇n‖L∞ + ‖v‖L∞ + ‖∇v‖L∞ + ‖∇E‖L∞ + ‖B‖L∞ + ‖∇B‖L∞ .

(2.8)
The following proposition is our second local regularity result:

Proposition 2.2. (i) There is δ0 > 0 such that if

‖(n0, v0, E0, B0)‖H̃ 4 ≤ δ0 (2.9)

then there is a unique solution (n, v, E,B) ∈ C([0, 1] : H̃ 4) of the system

∂tn+ div((1+ n)v) = 0,
∂tv + v · ∇v + T∇n+ E + v × B = 0,
∂tB +∇ × E = 0,

∂tE − c
2
∇ × B − (1+ n)v = 0,

(2.10)

with (n(0), v(0), E(0), B(0)) = (n0, v0, E0, B0). Moreover,

sup
t∈[0,1]

‖(n(t), v(t), E(t), B(t))‖H̃ 4 . ‖(n0, v0, E0, B0)‖H̃ 4 .

(ii) If N ≥ 4 and (n0, v0, E0, B0) ∈ H̃
N satisfies condition (2.9), then (n, v, E,B) ∈

C([0, 1] : H̃N ), and

EN (t ′)− EN (t) .
∫ t ′

t

EN (s) · ‖(n, v, E,B)(s)‖Z′ ds (2.11)

for any t ≤ t ′ ∈ [0, 1].
(iii) If (n0, v0, E0, B0) ∈ H̃

4 satisfies (2.9), and, in addition,

div(E0)+ n0 = 0, B0 −∇ × v0 = 0,

then, for any t ∈ [0, 1],

div(E)(t)+ n(t) = 0, B(t)− (∇ × v)(t) = 0. (2.12)
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Proof. We multiply each equation by a suitable factor and rewrite the system (2.10) as a
symmetric hyperbolic system,

T ∂tn+T

3∑
k=1

vk∂kn+T (1+n)
3∑
k=1

∂kvk = 0,

(1+n)∂tvj+T (1+n)∂jn+(1+n)
3∑
k=1

vk∂kvj = −(1+n)Ej−(1+n)
3∑

k,m=1

εjmkvmBk,

c2∂tBj+c
2

3∑
k,m=1

εjmk∂mEk = 0,

∂tEj−c
2

3∑
k,m=1

εjmk∂mBk = (1+n)vj .

Then we apply Theorems II and III in [16] to prove the local existence claim in part (i)
and the propagation of regularity claim in part (ii).

To verify the energy inequality (2.11) we let, for P = Dρx , |ρ| ≤ N ,

E ′P :=
∫
R3
[T |Pn|2 + (1+ n)|Pv|2 + |PE|2 + c2

|PB|2] dx.

Then we calculate

d

dt
E ′P = IP + IIP + IIIP + IVP ,

IP :=

∫
R3

2T Pn · P∂tn dx,

IIP :=
3∑

j=1

∫
R3
∂tn · Pvj · Pvj dx,

IIIP :=
3∑

j=1

∫
R3

2(1+ n) · Pvj · P∂tvj dx,

IVP :=
3∑

j=1

∫
R3

2PEj · P∂tEj dx +
3∑

j=1

∫
R3

2c2PBj · P∂tBj dx.

Then we estimate, using the equations and the general bound (2.6),

∣∣∣∣IP + 2T
3∑
k=1

∫
R3
Pn · (1+ n) · P∂kvk dx

∣∣∣∣ . ‖(n, v, E,B)‖2H̃N · ‖(n, v, E,B)‖Z′ ,
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|IIP | . ‖(n, v, E,B)‖2H̃N · ‖(n, v, E,B)‖Z′ ,∣∣∣∣IIIP + 2T
3∑

j=1

∫
R3
P∂jn · (1+ n) · Pvj dx + 2

3∑
j=1

∫
R3
PEj · Pvj · (1+ n) dx

∣∣∣∣
. ‖(n, v, E,B)‖2

H̃N · ‖(n, v, E,B)‖Z′ ,∣∣∣∣IVP − 2
3∑

j=1

∫
R3
PEj · Pvj · (1+ n) dx

∣∣∣∣ . ‖(n, v, E,B)‖2H̃N · ‖(n, v, E,B)‖Z′ .

Therefore ∣∣∣∣ ddt E ′P
∣∣∣∣ . ‖(n, v, E,B)‖2H̃N · ‖(n, v, E,B)‖Z′ ,

and the bound (2.11) follows since EN =
∑
P=D

ρ
x , |ρ|≤N

E ′P ≈ ‖(n, v, E,B)‖
2
H̃N

.
Finally, to verify that the identities (2.12) are propagated by the flow, we let

X := n+ div(E), Y := B −∇ × v.

Using the equations in (2.10) we calculate

∂tX = ∂tn+

3∑
j=1

∂j∂tEj = −

3∑
j=1

∂j [(1+ n)vj ] +
3∑

j=1

∂j [(1+ n)vj ] = 0,

therefore X ≡ 0. Moreover

∂t

( 3∑
k=1

∂kBk

)
= 0,

therefore

3∑
k=1

∂kBk ≡ 0,
3∑
k=1

∂kYk ≡ 0.

In addition, for any m, n ∈ {1, 2, 3},

∂mvn − ∂nvm =

3∑
j=1

εjmn(Bj − Yj ).
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Finally, we calculate, for i ∈ {1, 2, 3},

∂tYi = ∂tBi −

3∑
j,k=1

εijk∂j∂tvk

= −

3∑
j,k=1

εijk∂jEk +

3∑
j,k=1

εijk∂j

[
T ∂kn+ Ek +

3∑
l=1

vl∂lvk +

3∑
l,m=1

εklmvlBm

]

=

3∑
j,k,l=1

εijk(∂jvl∂lvk + vl∂j∂lvk)+

3∑
j,k,l,m=1

εijkεklm∂j (vlBm)

=

3∑
j,k,l=1

εijk∂jvl(∂lvk − ∂kvl)+

3∑
j,k,l=1

εijkvl∂l∂jvk +

3∑
j,l,m=1

(δilδjm − δj lδim)∂j (vlBm)

=

3∑
l=1

[(Bi − Yi)∂lvl − ∂lvi(Bl − Yl)+ vl∂l(Bi − Yi)]

+

3∑
j=1

[Bj∂jvi + vi∂jBj − Bi∂jvj − vj∂jBi]

=

3∑
l=1

[−Yi∂lvl + Yl∂lvi − vl∂lYi].

Therefore, by energy estimates, Y ≡ 0 as desired. ut

2.2. Definitions, function spaces, and the main propositions

We fix an even smooth function ϕ : R→ [0, 1] supported in [−8/5, 8/5] and equal to 1
in [−5/4, 5/4]. Let

ϕk(x) := ϕ(|x|/2k)− ϕ(|x|/2k−1) for any k ∈ Z, x ∈ R3,

ϕI :=
∑

m∈I∩Z
ϕm for any I ⊆ R.

Let
J := {(k, j) ∈ Z× Z+ : k + j ≥ 0}.

For any (k, j) ∈ J let

ϕ̃
(k)
j (x) :=


ϕ(−∞,−k](x) if k + j = 0 and k ≤ 0,
ϕ(−∞,0](x) if j = 0 and k ≥ 0,
ϕj (x) if k + j ≥ 1 and j ≥ 1,

and notice that, for any k ∈ Z fixed, ∑
j≥−min(k,0)

ϕ̃
(k)
j = 1.
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For any interval I ⊆ R let

ϕ̃
(k)
I (x) :=

∑
j∈I, (k,j)∈J

ϕ̃
(k)
j (x).

Let Pk , k ∈ Z, denote the operator on R3 defined by the Fourier multiplier ξ 7→ ϕk(ξ).
Similarly, for any I ⊆ R let PI denote the operator on R3 defined by the Fourier multiplier
ξ 7→ ϕI (ξ). For any k ∈ Z let

X 1
k := {(k1, k2) ∈ Z× Z : |max(k1, k2)− k| ≤ 8},

X 2
k := {(k1, k2) ∈ Z× Z : max(k1, k2)− k ≥ 8 and |k1 − k2| ≤ 8},

Xk := X 1
k ∪ X

2
k .

(2.13)

For integers n ≥ 1 let

Sn :=
{
q : R3

→ C : ‖q‖Sn := sup
ξ∈R3\{0}

sup
|ρ|≤n

|ξ ||ρ||D
ρ
ξ q(ξ)| <∞

}
(2.14)

denote classes of symbols satisfying differential inequalities of the Hörmander–Mikhlin
type. An operator Q will be called a normalized Calderón–Zygmund operator if

Q̂f (ξ) = q(ξ) · f̂ (ξ) for some q ∈ S100, ‖q‖S100 ≤ 1. (2.15)

For any integer d ′ ≥ 1 let

Md ′ :=

{
m : R3

× R3
→ C : m(ξ, η) =

d ′∑
l=1

ml(ξ, η) · q l1(ξ) · q
l
2(ξ − η) · q

l
3(η),

sup
n∈{1,2,3}

‖q ln‖S100 ≤ 1, ml ∈ {(1+ |ξ |2)1/2, (1+ |η|2)1/2, (1+ |ξ − η|2)1/2}

for any l = 1, . . . , d ′
}
. (2.16)

Definition 2.3. Let

β := 1/100, α := β/2, γ := 11/8. (2.17)

We define

Z :=
{
f ∈ L2(R3) : ‖f ‖Z := sup

(k,j)∈J
‖ϕ̃

(k)
j (x) · Pkf (x)‖Bk,j <∞

}
, (2.18)

where, with k̃ := min(k, 0) and k+ := max(k, 0),

‖g‖Bk,j := inf
g=g1+g2

[‖g1‖B1
k,j
+ ‖g2‖B2

k,j
], (2.19)

‖h‖B1
k,j
:= (2αk + 210k)[2(1+β)j‖h‖L2 + 2(1/2−β)̃k‖ĥ‖L∞ ], (2.20)

‖h‖B2
k,j
:= (2αk + 210k)

[
2−2βk̃2(1−β)j‖h‖L2 + 2(1/2−β)̃k‖ĥ‖L∞

+ 2(γ−β−1/2)̃k22k+2γj sup
R∈[2−j ,2k], ξ0∈R3

R−2
‖ĥ‖L1(B(ξ0,R))

]
. (2.21)
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In order to properly understand the Z norm, one should keep in mind that the B1
k,j

norm is the easiest norm one would want to use and which would be sufficient to obtain
the needed 1/t decay after we apply the linear flow. However, the B2

k,j norm is forced
upon us by the presence of space-time resonances. Its decay is slightly too weak, but this
is compensated for by the last term that captures the two-dimensional property of the
support.

The weak component B2
k,j is important only at middle frequencies |k| . 1, where one

has the more friendly expression

‖h‖B1
k,j
≈ 2(1+β)j‖h‖L2 + ‖ĥ‖L∞ ,

‖h‖B2
k,j
≈ 2(1−β)j‖h‖L2 + ‖ĥ‖L∞ + 2γj sup

R∈[2−j ,1], ξ0∈R3
R−2
‖ĥ‖L1(B(ξ0,R))

.
(2.22)

One should think of j as being very large; the B2
k,j norm is relevant to measure functions

that have thin, essentially two-dimensional Fourier support.
Finally, the weights in k in (2.20)–(2.21) are chosen so as to give (2.22) when k = 0

and so that, at the uncertainty principle k + j = 0, all norms should be comparable for a
bump function.

The definition above shows that if ‖f ‖Z ≤ 1 then for any (k, j) ∈ J one can decom-
pose

ϕ̃
(k)
j · Pkf = (2

αk
+ 210k)−1(g + h), (2.23)

where6

g = g · ϕ̃
(k)
[j−2,j+2], h = h · ϕ̃

(k)
[j−2,j+2], (2.24)

and

2(1+β)j‖g‖L2 + 2(1/2−β)̃k‖ĝ‖L∞ . 1,

2−2βk̃2(1−β)j‖h‖L2 + 2(1/2−β)̃k‖ĥ‖L∞ + 2(γ−β−1/2)̃k22k+2γj

× sup
R∈[2−j ,2k], ξ0∈R3

R−2
‖ĥ‖L1(B(ξ0,R))

. 1. (2.25)

In some of the easier estimates we will often use the weaker bound, obtained by setting
R = 2k ,

2(1+β)j‖g‖L2 + 2(1/2−β)̃k‖ĝ‖L∞ . 1,

2−2βk̃2(1−β)j‖h‖L2 + 2(1/2−β)̃k‖ĥ‖L∞ + 2(γ−β−5/2)̃k2γj‖ĥ‖L1 . 1.
(2.26)

As before, assume A ≥ 1 is a (large number), d ≥ 1 is a fixed integer, and b1, . . . , bd ,

c1, . . . , cd are real numbers with

b1, . . . , bd , c1, . . . , cd ∈ [1/A,A] (2.27)

6 The support condition (2.24) can easily be achieved by starting with a decomposition ϕ̃(k)
j
·

Pkf = (2αk+210k)−1(g′+h′) that minimizes the Bk,j norm up to a constant, and then redefining

g := g′ · ϕ̃
(k)
[j−1,j+1] and h := h′ · ϕ̃(k)

[j−1,j+1] (see the proof of Lemma 5.1).
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and (see (1.8))

|bσ1 + bσ2 − bσ3 | ≥ 1/A for any σ1, σ2, σ3 ∈ {1, . . . , d},
|cσ1 − cσ2 |, |bσ1 − bσ2 | ∈ {0} ∪ [1/A,∞) for any σ1, σ2 ∈ {1, . . . , d},

(cσ1 − cσ2)(c
2
σ1
bσ2 − c

2
σ2
bσ1) ≥ 0 for any σ1, σ2 ∈ {1, . . . , d}.

(2.28)

Let 3σ : R3
→ [0,∞), σ = 1, . . . , d ,

3σ (ξ) := (b
2
σ + c

2
σ |ξ |

2)1/2. (2.29)

Let
Id := {(1+), . . . , (d+), (1−), . . . , (d−)}. (2.30)

Assume D = D(d,A, d ′) is a sufficiently large fixed constant.
Given U = (U1, . . . , Ud) ∈ C([0, T ] : HN ), for some T ≥ 1 and N ≥ 4, we

consider quadratic nonlinearities of the form

N̂σ (ξ, t) =
∑

µ,ν∈Id

∫
R3
mσ ;µ,ν(ξ, η)Ûµ(ξ − η, t)Ûν(η, t) dη, σ = 1, . . . , d, (2.31)

for symbols mσ ;µ,ν ∈Md ′ , where Uσ+ := Uσ , Uσ− := Uσ , σ ∈ {1, . . . , d}.
We claim first that smooth solutions of suitable systems that start with data in the

space Z remain in Z, in a continuous way. More precisely:

Proposition 2.4. Assume N0 = 104, T0 ≥ 1, and U = (U1, . . . , Ud) ∈ C([0, T0] : H
N0)

is a solution of the system

(∂t + i3σ )Uσ = Nσ , σ = 1, . . . , d, (2.32)

where Nσ are defined as in (2.31). Assume that, for some t0 ∈ [0, T0],

eit03σUσ (t0) ∈ Z, σ = 1, . . . , d. (2.33)

Then there is

τ = τ
(
T0, sup

σ∈{1,...,d}
‖eit03σUσ (t0)‖Z, sup

σ∈{1,...,d}
sup

t∈[0,T0]

‖Uσ (t)‖HN0

)
> 0

such that

sup
t∈[0,T0]∩[t0,t0+τ ]

sup
σ=1,...,d

‖eit3σUσ (t)‖Z ≤ 2 sup
σ∈{1,...,d}

‖eit03σUσ (t0)‖Z, (2.34)

and the mapping t 7→ eit3σUσ (t) is continuous from [0, T0] ∩ [t0, t0 + τ ] to Z, for any
σ ∈ {1, . . . , d}.

The key proposition is the following bootstrap estimate:
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Proposition 2.5. Assume N0 = 104, T0 ≥ 0, and U = (U1, . . . , Ud) ∈ C([0, T0] : H
N0)

is a solution of the system

(∂t + i3σ )Uσ = Nσ , σ = 1, . . . , d, (2.35)

where Nσ are defined as in (2.31) and the coefficients bσ , cσ satisfy (2.27)–(2.28). Assume
that

sup
t∈[0,T0]

sup
σ=1,...,d

‖eit3σUσ (t)‖HN0∩Z ≤ δ1 ≤ 1. (2.36)

Then
sup

t∈[0,T0]

sup
σ=1,...,d

‖eit3σUσ (t)− Uσ (0)‖Z . δ2
1, (2.37)

where the implicit constant in (2.37) may depend only on the constants A, d, and d ′.

We prove the easier Proposition 2.4 in Section 3 and the harder Proposition 2.5 in Sections
4 and 5. In the rest of this section we show how to use these propositions and the local
theory to complete the proofs of Theorems 1.1 and 1.3.

2.3. Proof of Theorem 1.1

We now prove Theorem 1.1, as a consequence of Propositions 2.1, 2.4, and 2.5. Indeed,
assume that we start with data (v0, v1) as in (1.9), where ε is taken sufficiently small.
By Proposition 2.1 there is T1 ≥ 1 and a unique solution u ∈ C([0, T1] : H

N0+1
r ) ∩

C1([0, T1] : H
N0
r ) of the system (2.3), with

sup
t∈[0,T1]

‖u(t)‖
H
N0+1
r
+ sup
t∈[0,T1]

‖u̇(t)‖
H
N0
r
≤ ε

3/4
0 . (2.38)

For σ ∈ {1, . . . , d} let
Uσ (t) := u̇σ (t)− i3σuσ , (2.39)

where, as in (2.29), 3σ = (b2
σ − c

2
σ1)

1/2. Then Uσ ∈ C([0, T1] : H
N0) for any σ ∈

{1, . . . , d}, and
uσ = −3

−1
σ =Uσ , u̇σ = <Uσ . (2.40)

Using these definitions we calculate

(∂t + i3σ )Uσ = (∂
2
t + b

2
σ − c

2
σ1)uσ =

3∑
j,k=1

d∑
ν=1

Gjkσν(u,∇x,tu)∂j∂kuν +Qσ (u,∇x,tu)

(see (1.5)). Using the formulas in (2.40), it is easy to see that this is a system of the form

(∂t + i3σ )Uσ = Nσ , σ ∈ {1, . . . , d},

where the nonlinearities Nσ can be expressed in terms of the functions Uσ as in (2.31).
Therefore we can apply the results in Propositions 2.4 and 2.5.
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From the definition (2.39) and Lemma 5.1, it follows that U ∈ C([0, T1] : H
N0) and

sup
t∈[0,T1]

‖U(t)‖HN0 . ε
3/4
0 , sup

σ∈{1,...,d}
‖Uσ (0)‖Z . ε0. (2.41)

Let T2 denote the largest number in (0, T1] with

sup
t∈[0,T2)

sup
σ∈{1,...,d}

‖eit3σUσ (t)‖Z ≤ ε
3/4
0 .

Such a T2 ∈ (0, T1] exists, in view of (2.41) and Proposition 2.4. We now apply Propo-
sition 2.5 on the intervals [0, T2(1 − 1/n)], n = 2, 3, . . . , with δ1 ≈ ε

3/4
0 . It follows

that
sup

t∈[0,T2)

sup
σ∈{1,...,d}

‖eit3σUσ (t)‖Z . ε0.

Using again Proposition 2.4 we see that T2 = T1 and

sup
t∈[0,T1]

sup
σ∈{1,...,d}

‖eit3σUσ (t)‖Z . ε0. (2.42)

From the formulas in (2.40) and the bounds (2.42) and (5.18) it follows that

sup
t∈[0,T1]

[
(1+ t)1+β

(
sup
|ρ|≤4
‖Dρx u(t)‖L∞ + sup

|ρ|≤3
‖Dρx u̇(t)‖L∞

)]
. ε0. (2.43)

Therefore, by the energy estimate (2.4),

sup
t∈[0,T1]

EKG
N0+1(t) . ε0.

As a consequence, if the solution u satisfies the bound (2.38) on some interval [0, T1],
then it has to satisfy the stronger bound

sup
t∈[0,T1]

‖u(t)‖
H
N0+1
r
+ sup
t∈[0,T1]

‖u̇(t)‖
H
N0
r

. ε0.

Therefore the solution can be extended globally, and the desired bound (1.11) follows
using also (2.43). This completes the proof of Theorem 1.1.

2.4. Proof of Theorem 1.3

As before, Theorem 1.3 is a consequence of Propositions 2.2, 2.4, and 2.5. Indeed, assume
that we start with data (n0, v0, E0, B0) as in (1.14), where ε is taken sufficiently small. By
Proposition 2.2 there is T1 ≥ 1 and a unique solution (n, v, E,B) ∈ C([0, T1] : H̃

N0+1)

of the system (2.10), with (n(0), v(0), E(0), B(0)) = (n0, v0, E0, B0),

n(t) = − div(E)(t), B(t) = (∇ × v)(t), t ∈ [0, T1], (2.44)

and
sup

t∈[0,T1]

‖(n(t), v(t), E(t), B(t))‖H̃N0+1 ≤ ε
3/4
0 . (2.45)

Given the restriction (2.44), the system (2.10) can be written in an equivalent way, in
terms only of the vectors v and E,
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∂tvj = −Ej +

3∑
k=1

T ∂j∂kEk −

3∑
k=1

vk∂jvk,

∂tEj = vj − c
21vj +

3∑
k=1

c2∂k∂jvk −

3∑
k=1

vj∂kEk,

n = −

3∑
k=1

∂kEk, Bj =

3∑
k,l=1

εjkl∂kvl .

(2.46)

Let

U1 := 31|∇|
−1 div(E)+ i|∇|−1 div(v),

U2 := 3
−1
2 |∇|

−1 curl(E)+ i|∇|−1 curl(v),
(2.47)

where
31 :=

√
1− T1, 32 :=

√
1− c21.

Then U1, U2 ∈ C([0, T1] : H
N0) and

div(E) = 3−1
1 |∇|(<U1), curl(E) = 32|∇|(<U2),

div(v) = |∇|(=U1), curl(v) = |∇|(=U2),

vj = −Rj (=U1)+

3∑
m,n=1

εjmn(Rm(=U2,n)),

Ej = −Rj3
−1
1 (<U1)+

3∑
m,n=1

εjmn(32Rm(<U2,n)).

(2.48)

Using these definitions we calculate

(∂t + i31)U1 = i3
2
1|∇|

−1(div(E))−31|∇|
−1(div(v))

+31|∇|
−1
[

div(v)−
3∑

j,k=1

∂j (vj∂kEk)
]
+ i|∇|−1[(−1+ T1)(div(E))− 1

21(|v|
2)
]

= −

3∑
j=1

31Rj (vj div(E))+
i

2

3∑
j=1

|∇|(v2
j ),

and

(∂t + i32)U2,j = i|∇|
−1
[ 3∑
m,n=1

εjmn∂mEn

]
−32|∇|

−1
[ 3∑
m,n=1

εjmn∂mvn

]

+3−1
2 |∇|

−1
[ 3∑
m,n=1

εjmn∂m[(1− c21)vn − vn div(E)]
]
− i|∇|−1

[ 3∑
m,n=1

εjmn∂mEn

]

= −

3∑
m,n=1

εjmn3
−1
2 Rm[vn div(E)].
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Using the formulas in (2.48), it is easy to see that the functions U1, U2,j , j ∈ {1, 2, 3},
satisfy the system

(∂t + i31)U1 = N1, (∂t + i32)U2,j = N2,j , j ∈ {1, 2, 3},

where the nonlinearities N1,N2,j can be expressed in terms of the functions U1, U2,j as
in (2.31). Therefore we can apply Propositions 2.4 and 2.5.

We can now proceed as in the previous subsection. From the definition (2.47) and
Lemma 5.1, it follows that U1, U2 ∈ C([0, T1] : H

N0) and

sup
t∈[0,T1]

(‖U1(t)‖HN0 + ‖U2(t)‖HN0 ) . ε
3/4
0 , ‖U1(0)‖Z + ‖U2(0)‖Z . ε0. (2.49)

Let T2 denote the largest number in (0, T1] with

sup
t∈[0,T2)

[‖eit31U1(t)‖Z + ‖e
it32U2(t)‖Z] ≤ ε

3/4
0 .

Such a T2 ∈ (0, T1] exists, in view of (2.49) and Proposition 2.4. We now apply Proposi-
tion 2.5 on the intervals [0, T2(1− 1/n)], n = 2, 3, . . . , with δ1 ≈ ε

3/4
0 to obtain

sup
t∈[0,T2)

[‖eit31U1(t)‖Z + ‖e
it32U2(t)‖Z] . ε0.

Using again Proposition 2.4 we see that T2 = T1 and

sup
t∈[0,T1]

[‖eit31U1(t)‖Z + ‖e
it32U2(t)‖Z] . ε0. (2.50)

The formulas in the second line of (2.48), and the bounds (2.50) and (5.18), show that

sup
t∈[0,T1]

sup
|ρ|≤4

(1+ t)1+β(‖Dρv(t)‖L∞ + ‖DρE(t)‖L∞) . ε0. (2.51)

Recalling the definition (2.8) and the restriction (2.44), it follows that

sup
t∈[0,T1]

(1+ t)1+β‖(n, v, E,B)(t)‖Z′ . ε0.

Therefore, by the energy estimate (2.11),

sup
t∈[0,T1]

EN0+1(t) . ε0.

As a consequence, if the solution (n, v, E,B) satisfies the bound (2.45) on some interval
[0, T1], then it has to satisfy the stronger bound

sup
t∈[0,T1]

‖(n(t), v(t), E(t), B(t))‖H̃N0+1 . ε0.

Therefore the solution can be extended globally, and the desired bound (1.16) follows
using also (2.51). This completes the proof of Theorem 1.3.
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3. Proof of Proposition 2.4

For simplicity of notation, in this section we let C̃ denote constants that may depend only
on T0, supσ∈{1,...,d} ‖e

it03σUσ (t0)‖Z , supσ∈{1,...,d} supt∈[0,T0]
‖Uσ (t)‖HN0 , and the basic

constants A, d, d ′.
For any integer J ≥ 0 and f ∈ HN0 we define

‖f ‖ZJ := sup
(k,j)∈J

2min(0,2J−2j)
‖ϕ̃

(k)
j (x) · Pkf (x)‖Bk,j (3.1)

(compare with Definition 2.3), and notice that

‖f ‖ZJ ≤ ‖f ‖Z, ‖f ‖ZJ .J ‖f ‖HN0 .

We will show that if t ≤ t ′ ∈ [0, T0] ∩ [t0, t0 + 1] and J ∈ Z+ then

sup
σ∈{1,...,d}

‖eit
′3σUσ (t

′)− eit3σUσ (t)‖ZJ

≤ C̃|t ′ − t |
(

1+ sup
s∈[t,t ′]

sup
σ∈{1,...,d}

‖eis3σUσ (s)‖ZJ

)2
. (3.2)

From (3.2), it follows easily that

sup
σ∈{1,...,d}

sup
t∈[0,T ]∩[t0,t0+τ ]

‖eit3σUσ (t)‖ZJ ≤ C̃,

‖eit
′3σUσ (t

′)− eit3σUσ (t)‖ZJ ≤ C̃|t
′
− t |

for any t, t ′ ∈ [0, T ] ∩ [t0, t0 + τ ], σ ∈ {1, . . . , d},

uniformly in J , provided that τ ≤ C̃−1 is sufficiently small. The desired conclusions
follow by letting J →∞.

It remains to prove (3.2). The equations (2.32) and (2.31) give

[∂t + i3σ (ξ)]Ûσ+(ξ, t) =
∑

µ,ν∈Id

∫
R3
mσ ;µ,ν(ξ, η)Ûµ(ξ − η, t)Ûν(η, t) dη (3.3)

for σ = 1, . . . , d . Letting

Vσ+(t) := e
it3σUσ+(t), Vσ−(t) := e

−it3σUσ−(t) = Vσ+(t), σ = 1, . . . , d,

and
3̃σ+ := +3σ , 3̃σ− := −3σ , σ = 1, . . . , d,

the equations (3.3) are equivalent to

d

dt
[V̂σ+(ξ, t)]

=

∑
µ,ν∈Id

∫
R3
eit[3σ (ξ)−3̃µ(ξ−η)−3̃ν (η)]mσ ;µ,ν(ξ, η)V̂µ(ξ − η, t)V̂ν(η, t) dη.
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Therefore, for any t ≤ t ′ ∈ [0, T0] and σ = 1, . . . , d ,

V̂σ+(ξ, t
′)− V̂σ+(ξ, t)

=

∑
µ,ν∈Id

∫ t ′

t

∫
R3
eis[3σ (ξ)−3̃µ(ξ−η)−3̃ν (η)]mσ ;µ,ν(ξ, η)V̂µ(ξ − η, s)V̂ν(η, s) dηds

=

∑
µ,ν∈Id

∫ t ′

t

Qσ ;µ,ν
s (Vµ(s), Vν(s))ds, (3.4)

where

F[Qσ ;µ,ν
s (f, g)](ξ) :=

∫
R3
eis[3σ (ξ)−3̃µ(ξ−η)−3̃ν (η)]mσ ;µ,ν(ξ, η)f̂ (ξ − η)ĝ(η) dη.

(3.5)
The desired bound (3.2) is equivalent to

sup
σ∈{1,...,d}

‖Vσ+(t
′)− Vσ+(t)‖ZJ ≤ C̃|t

′
− t |(1+ sup

s∈[t,t ′]

sup
σ∈{1,...,d}

‖Vσ+(s)‖ZJ )
2.

Using formulas (3.4)–(3.5) and Definition 2.3, it suffices to prove the uniform bound

2min(0,2J−2j)
‖ϕ̃

(k)
j · PkQ

σ ;µ,ν
s (Vµ(s), Vν(s))‖B1

k,j
≤ C̃

(
1+ sup

σ∈{1,...,d}
‖Vσ+(s)‖ZJ

)2

(3.6)
for any fixed (k, j) ∈ J , s ∈ [0, T0], σ ∈ {1, . . . , d}, and µ, ν ∈ Id .

Just from the definition (3.5) we easily estimate the L∞ part of the B1
k,j norm: If

k ≤ 0 then

‖F[PkQσ ;µ,ν
s (Vµ(s), Vν(s))]‖L∞ . ‖(1+ |η|)V̂µ(s)(η)‖L2‖(1+ |η|)V̂ν(s)(η)‖L2 ≤ C̃.

Similarly, if k ≥ 0 then

250k
‖F[PkQσ ;µ,ν

s (Vµ(s), Vν(s))]‖L∞

. 215k
[
‖F[P≤kVµ(s)]‖L2‖F[P[k−4,k+4]Vν(s)]‖L2

+ ‖F[P[k−4,k+4]Vµ(s)]‖L2‖F[P≤kVν(s)]‖L2

+

∑
|k1−k2|≤4, k1≥k−6

(1+ 2k1)‖ ̂Pk1Vµ(s)‖L2 · (1+ 2k2)‖ ̂Pk2Vν(s)‖L2

]
≤ C̃.

Therefore, letting B := 1 + supσ∈{1,...,d} ‖Vσ+(s)‖ZJ , for (3.6) it remains to prove the
uniform bound

2min(0,2J−2j)(2αk + 210k)2(1+β)j‖ϕ̃(k)j · PkQ
σ ;µ,ν
s (Vµ(s), Vν(s))‖L2 ≤ C̃B

2 (3.7)

for any fixed (k, j) ∈ J , s ∈ [0, T0], σ ∈ {1, . . . , d}, and µ, ν ∈ Id .
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The desired L2 bound (3.7) follows easily from the L∞ bounds proved earlier unless

j ≥ C̃ +max(20k,−5k/4). (3.8)

Decomposing

Vµ(s) =
∑
k1∈Z

Pk1(Vµ(s)), Vν(s) =
∑
k2∈Z

Pk2(Vν(s)),

for (3.7) it suffices to prove that

2min(0,2J−2j)(2αk + 210k)2(1+β)j
∑

(k1,k2)∈Xk
‖ϕ̃

(k)
j · PkQ

σ ;µ,ν
s (Pk1Vµ(s), Pk2Vν(s))‖L2

≤ C̃B2 (3.9)

for any fixed (k, j) ∈ J satisfying (3.8), s ∈ [0, T0], σ ∈ {1, . . . , d}, and µ, ν ∈ Id .
Using first the simple bound

‖F[PkQσ ;µ,ν
s (Pk1Vµ(s), Pk2Vν(s))]‖L2

. (1+ 2max(k1,k2))min
[
‖ ̂Pk1Vµ(s)‖L2‖ ̂Pk2Vν(s)‖L1 , ‖ ̂Pk1Vµ(s)‖L1‖ ̂Pk2Vν(s)‖L2

]
. (1+ 2max(k1,k2))23 min(k1,k2)/2‖ ̂Pk1Vµ(s)‖L2‖ ̂Pk2Vν(s)‖L2 ,

we estimate

(2αk + 210k)2(1+β)j
∑

(k1,k2)∈Xk,min(k1,k2)≤−4j/5

‖PkQ
σ ;µ,ν
s (Pk1Vµ(s), Pk2Vν(s))‖L2 ≤ C̃

and

(2αk + 210k)2(1+β)j
∑

(k1,k2)∈Xk,max(k1,k2)≥j/20

‖PkQ
σ ;µ,ν
s (Pk1Vµ(s), Pk2Vν(s))‖L2 ≤ C̃.

Therefore, for (3.9) it suffices to prove the uniform bound

2min(0,2J−2j)(2αk + 210k)2(1+β)j

×

∑
(k1,k2)∈Xk,−4j/5≤k1≤k2≤j/20

‖ϕ̃
(k)
j · PkQ

σ ;µ,ν
s (Pk1Vµ(s), Pk2Vν(s))‖L2 ≤ C̃B

2

(3.10)

for any fixed (k, j) ∈ J satisfying (3.8), s ∈ [0, T0], σ ∈ {1, . . . , d}, and µ, ν ∈ Id .
To prove (3.10) we further decompose

Pk1Vµ(s) =
∑

j1≥max(−k1,0)

P[k1−2,k1+2][ϕ̃
(k1)
j1
· Pk1(Vµ(s))]

=

∑
j1≥max(−k1,0)

P[k1−2,k1+2](gk1,j1),

Pk2Vν(s) =
∑

j2≥max(−k2,0)

P[k2−2,k2+2][ϕ̃
(k2)
j2
· Pk2(Vν(s))]

=

∑
j2≥max(−k2,0)

P[k2−2,k2+2](gk2,j2).
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Then we rewrite, using the definitions,

PkQ
σ ;µ,ν
s (P[k1−2,k1+2](gk1,j1), P[k2−2,k2+2](gk2,j2))(x)

=

∫
R3×R3

K(x, y1, y2)gk1,j1(y1)gk2,j2(y2) dy1dy2,

where

K(x, y1, y2) := C

∫
R3×R3

ei[(x−y1)·ξ+(y1−y2)·η]eis[3σ (ξ)−3̃µ(ξ−η)−3̃ν (η)]

×mσ ;µ,ν(ξ, η)ϕ[k1−2,k1+2](ξ − η)ϕ[k2−2,k2+2](η)ϕk(ξ) dξ dη.

Recall that k, k1, k2 ∈ [−4j/5, j/20] and j ≥ C̃. Therefore we can integrate by parts in
ξ or η to conclude that

if |x − y1| + |y1 − y2| ≥ 2j−10 then |K(x, y1, y2)| ≤ C̃(|x − y1| + |y1 − y2|)
−10.

Therefore, the contributions of the functions gk1,j1 and gk2,j2 corresponding to |j1− j | +

|j2 − j | ≥ 10 are easily bounded,

(2αk + 210k)2(1+β)j
∑

(k1,k2)∈Xk,−4j/5≤k1,k2≤j/20∑
|j1−j |+|j2−j |≥10

‖ϕ̃
(k)
j · PkQ

σ ;µ,ν
s (P[k1−2,k1+2](gk1,j1), P[k2−2,k2+2](gk2,j2))‖L2 ≤ C̃.

Finally, for (3.10) it remains to prove the uniform bound

2min(0,2J−2j)(2αk + 210k)2(1+β)j

×

∑
(k1,k2)∈Xk,−4j/5≤k1≤k2≤j/20

‖PkQ
σ ;µ,ν
s (P[k1−2,k1+2](gk1,j1), P[k2−2,k2+2](gk2,j2))‖L2

≤ C̃B2 (3.11)

for any fixed (k, j) ∈ J satisfying (3.8), j1, j2 ∈ [j − 10, j + 10], s ∈ [0, T0], σ ∈
{1, . . . , d}, and µ, ν ∈ Id .

Using the definition (3.1), we obtain

‖gk1,j1‖Bk1,j1
+ ‖gk2,j2‖Bk2,j2

. B2−min(0,2J−2j)

for any k1, k2 ∈ [−4j/5, j/20] and j1, j2 ∈ [j − 10, j + 10]. Therefore, by (2.26),

‖F(P[k1−2,k1+2](gk1,j1))‖L1 . B2−min(0,2J−2j)
· (2αk1 + 210k1)−123k1/22−(1+β)j1 .

Since
‖ĝk2,j2‖L2 ≤ C̃(1+ 2k2)−N0 ,
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we can estimate, for k1 ≤ k2 ∈ [−4j/5, j/20] and j1, j2 ∈ [j − 10, j + 10],

‖PkQ
σ ;µ,ν
s (P[k1−2,k1+2](gk1,j1), P[k2−2,k2+2](gk2,j2))‖L2

. (2k2 + 1)‖F(P[k1−2,k1+2](gk1,j1))‖L1‖F(P[k2−2,k2+2](gk2,j2))‖L2

≤ C̃B2−min(0,2J−2j)
· (2αk1 + 210k1)−123k1/22−(1+β)j · (1+ 2k2)−(N0−1).

Therefore the left-hand side of (3.11) is dominated by

(2αk + 210k)
∑

(k1,k2)∈Xk, k1≤k2

C̃B(2αk1 + 210k1)−123k1/2(1+ 2k2)−(N0−1) . C̃B,

as desired. This completes the proof of the proposition.

4. Proof of Proposition 2.5

We prove Proposition 2.5 in several stages. We first derive several new formulas describ-
ing the solutions Uσ .

4.1. Renormalizations

We will use the definition and the notation introduced in Subsection 2.2. The equations
(2.35) and (2.31) give

[∂t + i3σ (ξ)]Ûσ+(ξ, t) =
∑

µ,ν∈Id

∫
R3
mσ ;µ,ν(ξ, η)Ûµ(ξ − η, t)Ûν(η, t) dη (4.1)

for σ = 1, . . . , d . Let

Vσ+(t) := e
it3σUσ+(t), Vσ−(t) := e

−it3σUσ−(t) = Vσ+(t), σ = 1, . . . , d,

and
3̃σ+ := +3σ , 3̃σ− := −3σ , σ = 1, . . . , d.

Then equations (4.1) are equivalent to

d

dt
[V̂σ+(ξ, t)]

=

∑
µ,ν∈Id

∫
R3
eit[3σ (ξ)−3̃µ(ξ−η)−3̃ν (η)]mσ ;µ,ν(ξ, η)V̂µ(ξ − η, t)V̂ν(η, t) dη. (4.2)

Therefore, for any t ∈ [0, T0] and σ = 1, . . . , d ,

V̂σ+(ξ, t)− V̂σ+(ξ, 0)

=

∑
µ,ν∈Id

∫ t

0

∫
R3
eis[3σ (ξ)−3̃µ(ξ−η)−3̃ν (η)]mσ ;µ,ν(ξ, η)V̂µ(ξ − η, s)V̂ν(η, s) dη ds.

(4.3)
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The desired bound (2.37) is equivalent to

‖Vσ+(t)− Vσ+(0)‖Z . δ2
1 (4.4)

for any t ∈ [0, T0] and any σ ∈ {1, . . . , d}. Given t ∈ [0, T0], we fix a suitable de-
composition of the function 1[0,t], i.e. we fix functions q0, . . . , qL+1 : R → [0, 1],
|L− log2(2+ t)| ≤ 2, with

L∑
m=0

qm(s) = 1[0,t](s), supp q0 ⊆ [0, 2], supp qL+1 ⊆ [t − 2, t],

supp qm ⊆ [2m−1, 2m+1
],

qm ∈ C
1(R) and

∫ t

0
|q ′m(s)| ds . 1 for m = 1, . . . , L.

(4.5)

Recall the assumption mσ ;µ,ν ∈ Md ′ and the definition (2.16). Using also Lemma
5.1 and (4.3), for (4.4) it suffices to prove the following proposition.

Proposition 4.1. Fix t ∈ [0, T0] and define the functions qm as in (4.5). For any σ ∈
{1, . . . , d} and µ, ν ∈ Id define bilinear operators T σ ;µ,νm by

F
[
T σ ;µ,νm (f, g)

]
(ξ) :=

∫
R

∫
R3
eis[3σ (ξ)−3̃µ(ξ−η)−3̃ν (η)]qm(s) · f̂ (ξ − η, s)ĝ(η, s) dη ds.

(4.6)
Assume that

fµ := δ
−1
1 QµVµ for some normalized Calderón–Zygmund operator Qµ (4.7)

for any µ ∈ Id , and decompose

fµ =
∑
k′∈Z

∑
j ′≥max(−k′,0)

P[k′−2,k′+2](ϕ̃
(k′)

j ′
· Pk′fµ) =

∑
(k′,j ′)∈J

f
µ

k′,j ′
. (4.8)

Then ∑
(k1,j1),(k2,j2)∈J

(1+ 2k1 + 2k2)‖ϕ̃
(k)
j · PkT

σ ;µ,ν
m (f

µ
k1,j1

, f νk2,j2
)‖Bk,j . 2−β

4m (4.9)

for any fixed

σ ∈ {1, . . . , d}, µ, ν ∈ Id , (k, j) ∈ J , m ∈ {0, . . . , L+ 1}, (4.10)

It follows from the definition that

T σ ;µ,νm (f, g) =

∫
R
qm(s)T̃

σ ;µ,ν
s (f (s), g(s)) ds,

F[T̃ σ ;µ,νs (f ′, g′)](ξ) :=

∫
R3
eis[3σ (ξ)−3̃µ(ξ−η)−3̃ν (η)] · f̂ ′(ξ − η)ĝ′(η) dη.

(4.11)
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For σ ∈ {1, . . . , d} and µ, ν ∈ Id , we define smooth functions 8σ ;µ,ν : R3
× R3

→ R
and 4µ,ν : R3

× R3
→ R3

8σ ;µ,ν(ξ, η) := 3σ (ξ)− 3̃µ(ξ − η)− 3̃ν(η), 4µ,ν(ξ, η) := (∇η8
σ ;µ,ν)(ξ, η).

(4.12)

Many of the bounds needed in the proof of of Proposition 4.1 rely on having a good
understanding of the functions 8σ ;µ,ν and 4µ,ν . The relevant properties are proved in
Subsection 5.2.

In view of Lemma 5.1 and the main hypothesis (2.36), we have

sup
t∈[0,T0]

‖fµ(t)‖HN0∩Z . 1 (4.13)

for functions fµ defined as in (4.6). Let

Ef
µ

k′,j ′
(s) := e−is3̃µf

µ

k′,j ′
(s). (4.14)

It follows from Lemma 5.2 that for any µ ∈ Id and s ∈ [0, T0],∑
j ′≥max(−k′,0)

(‖Ef
µ

k′,j ′
(s)‖L2 + ‖f

µ

k′,j ′
(s)‖L2) . min(2−(N0−1)k′ , 2(1+β−α)k

′

),

∑
j ′≥max(−k′,0)

‖Ef
µ

k′,j ′
(s)‖L∞ . min(2−6k′ , 2(1/2−β−α)k

′

)(1+ s)−1−β ,

sup
ξ∈R3

∣∣Dρξ f̂ µk′,j ′(ξ, s)∣∣ .|ρ| (2αk′ + 210k′)−1
· 2−(1/2−β)k̃

′

2|ρ|j
′

.

(4.15)

Sometimes, we will also need the more precise bound

‖Ef
µ

k′,j ′
(s)‖L2 + ‖f

µ

k′,j ′
(s)‖L2 . (2αk

′

+ 210k′)−122βk̃′2−(1−β)j
′

for any (k′, j ′) ∈ J .
(4.16)

In addition to the bounds (4.13)–(4.16), we will also need bounds on the derivatives
(∂sf

µ

k′,j ′
)(s), in order to be able to integrate by parts in s. More precisely:

Lemma 4.2. (i) With f µ
k′,j ′

(s) as in (4.7) and (4.8), for any s ∈ [0, T0], µ ∈ Id , and
(k′, j ′) ∈ J ,

‖(∂sf
µ

k′,j ′
)(s)‖L2 . min[(1+ s)−1−β , 23k′/2

] ·min[1, 2−(N0−5)k′
]. (4.17)

(ii) In addition, for any µ ∈ Id , (k′, j ′) ∈ J with k′ ∈ [−D/2, 3D/2], and s ∈ [0, T0],

‖(∂s f̂
µ

k′,j ′
)(s)‖L∞ . (1+ s)−1−β/10. (4.18)
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Proof. (i) We may assume that µ = (σ+) for some σ ∈ {1, . . . , d}, and use (4.2). It
follows that

‖(∂sf
(σ+)

k′,j ′
)(s)‖L2

. δ−1
1

∑
µ,ν∈Id

∥∥∥∥ϕk′(ξ) ∫
R3
e−is[3̃µ(ξ−η)+3̃ν (η)]mσ ;µ,ν(ξ, η)V̂µ(ξ − η, s)V̂ν(η, s) dη

∥∥∥∥
L2
ξ

. δ−1
1

∑
µ,ν∈Id

∑
(k1,k2)∈Xk′

∥∥∥∥ϕk′(ξ)×∫
R3
e−is[3̃µ(ξ−η)+3̃ν (η)]mσ ;µ,ν(ξ, η)P̂k1Vµ(ξ − η, s)P̂k2Vν(η, s) dη

∥∥∥∥
L2
ξ

. (4.19)

The main assumption (2.36) shows that ‖Vµ(s)‖Z∩HN0 . δ1 for any s ∈ [0, t] and
µ ∈ Id . Therefore, by (5.17)–(5.18),

‖Pk′′Vµ(s)‖L2 . δ1 min(2(1+β−α)k
′′

, 2−N0k
′′

),

‖e−is3̃µPk′′Vµ(s)‖L∞ . δ1 min(2(1/2−β−α)k
′′

, 2−6k′′)(1+ s)−1−β ,
(4.20)

for any s ∈ [0, T0], µ ∈ Id , and k′′ ∈ Z.
Now (4.19), (4.20), and the definition of the space Md ′ in (2.16) yield

‖(∂sf
(σ+)

k′,j ′
)(s)‖L2

. δ1
∑

(k1,k2)∈Xk′ , k1≤k2

min(2(1+β−α)k2 , 2−(N0−2)k2) ·min(2(1/2−β−α)k1 , 2−6k1)(1+s)−1−β

. (1+ s)−1−β min(1, 2−(N0−5)k′).

Moreover, if k′ ≤ 0, then we can estimate, using again (4.19), (4.20), and the definition
(2.16),

‖(∂sf
(σ+)

k′,j ′
)(s)‖L2

. δ−1
1

∑
µ,ν∈Id

∑
(k1,k2)∈Xk′

23k′/2

×

∥∥∥∥ ∫
R3
e−is[3̃µ(ξ−η)+3̃ν (η)]mσ ;µ,ν(ξ, η)P̂k1Vµ(ξ − η, s)P̂k2Vν(η, s) dη

∥∥∥∥
L∞ξ

. δ123k′/2
∑

(k1,k2)∈Xk′
min(2(1+β−α)k1 , 2−(N0−2)k1) ·min(2(1+β−α)k2 , 2−(N0−2)k2)

. 23k′/2.

The desired bound (4.17) follows.
To prove (ii) it suffices to show that

‖(∂s ̂Pk′V(σ+))(s)‖L∞ . δ1(1+ s)−1−β/10
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Using (4.2) it suffices to prove that∣∣∣∣ϕk′(ξ) ∫
R3
eis[3σ (ξ)−3̃µ(ξ−η)−3̃ν (η)]mσ ;µ,ν(ξ, η)V̂µ(ξ − η, s)V̂ν(η, s) dη

∣∣∣∣
. δ1(1+ s)−1−β/10

for any ξ ∈ R3, µ, ν ∈ Id , σ ∈ {1, . . . , d}, and s ∈ [0, T0]. Recall that ‖Vµ(s)‖Z∩HN0 .
δ1 (see (2.36)). By the definition of the space Md ′ in (2.16) and Lemma 5.1, it suffices to
prove that if

‖g1‖Z∩HN0 + ‖g2‖Z∩HN0 ≤ 1, (4.21)

and we decompose

gi =
∑

(ki ,ji )∈J
giki ,ji , giki ,ji := P[ki−2,ki+2](ϕ̃

(ki )
ji
· Pkigi), i = 1, 2,

then ∑
(k1,j1),(k2,j2)∈J

2max(k1,k2)

∣∣∣∣ϕk′(ξ) ∫
R3
eis[3σ (ξ)−3̃µ(ξ−η)−3̃ν (η)]ĝ1

k1,j1
(ξ − η)ĝ2

k2,j2
(η) dη

∣∣∣∣
. (1+ s)−1−β/10 (4.22)

for any ξ ∈ R3, µ, ν ∈ Id , σ ∈ {1, . . . , d}, s ∈ R, and k′ ∈ Z ∩ [−D/2, 3D/2].
We first only use the L2 bounds

‖g1
k1,j1
‖L2 . min(2−N0k1 , 2(2β−α)k̃12−(1−β)j1),

‖g2
k2,j2
‖L2 . min(2−N0k2 , 2(2β−α)k̃22−(1−β)j2)

(4.23)

(see (4.21) and (5.13)), and estimate easily

∑
((k1,j1),(k2,j2))∈J1

2max(k1,k2)

∣∣∣∣ϕk′(ξ) ∫
R3
eis[3σ (ξ)−3̃µ(ξ−η)−3̃ν (η)]ĝ1

k1,j1
(ξ −η)ĝ2

k2,j2
(η) dη

∣∣∣∣
. (1+ s)−1−β/10,

where

J1 := {((k1, j1), (k2, j2)) ∈ J × J : (k1, k2) ∈ Xk′ , 2max(k1,k2) ≥ (1+ s)2/N0

or 2max(j1,j2) ≥ (1+ s)1+4β
}.

Also, the full bound (4.22) follows easily if s ≤ 2D
2
. We let

J2 := {((k1, j1), (k2, j2)) ∈ J × J : (k1, k2) ∈ Xk′ , 2max(k1,k2) ≤ (1+ s)2/N0

and 2max(j1,j2) ≤ (1+ s)1+4β
},
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and notice that J2 has at most C ln(2 + s)4 elements. Therefore, for (4.22) it suffices to
prove that∣∣∣∣ϕk′(ξ) ∫

R3
eis[3σ (ξ)−3̃µ(ξ−η)−3̃ν (η)]ĝ1

k1,j1
(ξ − η)ĝ2

k2,j2
(η) dη

∣∣∣∣ . 2−max(k1,k2)s−1−β/9

(4.24)

for any ξ ∈ R3, µ, ν ∈ Id , σ ∈ {1, . . . , d}, s ≥ 2D
2
, k′ ∈ Z ∩ [−D/2, 3D/2], and any

((k1, j1), (k2, j2)) ∈ J2.
Without loss of generality, in proving (4.24) we may assume that j1 ≤ j2. Assume

first that
2j2 ≥ 2−D

2
(1+ s)1−β/6. (4.25)

Then, using (2.23), (2.26) and the assumption (4.21), we have

‖ĝ2
k2,j2
‖L1 . 2−(1+β)j223k2/2(2αk2 + 210k2)−1.

By (5.14), ‖ĝ1
k1,j1
‖L∞ . 2−k̃1/2. Using also (4.23) we estimate the left-hand side of (4.24)

by

Cmin
(
‖ĝ1
k1,j1
‖L∞‖ĝ

2
k2,j2
‖L1 , ‖ĝ1

k1,j1
‖L2‖ĝ2

k2,j2
‖L2

)
. min

(
2−k̃1/22−(1+β)j2 , 2k̃1(1+β−α)2−(1−β)j2

)
. 2−(1+β/3)j2 .

The desired bound (4.24) follows if we assume (4.25).
Finally it remains to prove (4.24) assuming that

j1 ≤ j2, 2j2 ≤ 2−D
2
(1+ s)1−β/6. (4.26)

In this case we would like to integrate by parts in η to estimate the integral in (4.24). Let

K = (1+ s)β
2
[2j2 + (1+ s)1/2], δ = K(1+ s)−1, ε = min(2−j2 , (1+ s)−1/2).

Recalling the definition (4.12), using the bounds (5.27) and (5.14), we have∣∣∣∣ ∫
R3
[1− ϕ≤0(δ

−14µ,ν(ξ, η))]eis[3σ (ξ)−3̃µ(ξ−η)−3̃ν (η)]ĝ1
k1,j1

(ξ − η)ĝ2
k2,j2

(η) dη

∣∣∣∣
. (1+ s)−2. (4.27)

Moreover, by (5.58) (since k′ ≥ −D/2, the last formula in (5.30) shows that the integral
below is nontrivial only if min(k1, k2) ≥ −D),∣∣∣∣ϕk′(ξ) ∫

R3
ϕ≤0(δ

−14µ,ν(ξ, η))eis[3σ (ξ)−3̃µ(ξ−η)−3̃ν (η)]ĝ1
k1,j1

(ξ − η)ĝ2
k2,j2

(η) dη

∣∣∣∣
.
∫
R3

1
[0,C24 max(k1,k2)δ](η − p

µ,ν(ξ))|ĝ1
k1,j1

(ξ − η)| |ĝ2
k2,j2

(η)| dη. (4.28)
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Using (2.23), (2.25), and (4.21), and recalling that we may assume that min(k1, k2) ≥

−D, we have

‖1
[0,C24 max(k1,k2)δ](η − p

µ,ν(ξ)) · ĝ2
k2,j2

(η)‖L1
η

. (2αk2 + 210k2)−1 min
[
2−(1+β)j2 · δ3/226 max(k1,k2), δ3212 max(k1,k2)

]
.

From (5.14) , we have ‖ĝ1
k1,j1
‖L∞ . 2−10k1 . Therefore, we may estimate the right-hand

side of (4.28) by

Cmin(2−(1+β)j2κ3/2, 22 max(k1,k2)δ3) . (1+ s)−1−β .

The desired bound (4.24) follows, using also (4.27) and the definition of the set J2. ut

4.2. Proof of Proposition 4.1

We will prove the key bound (4.9) in several steps. The main ingredients in the proof are
the estimates (4.13)–(4.17) above.

This proof constitutes the heart of the analysis. We proceed in three stages. Decom-
posing the solutions into atoms decomposes each interaction into a myriad of different
“elementary interactions”. The purpose of the first simplification is to get rid of most of
the easier cases so as to only focus on the few that really affect the outcome. This reduces
matters to proving Proposition 4.5 below, after which it suffices to bound each iteration
independently in a uniform way (see (4.39)). In the second stage, we reduce matters fur-
ther to the core of the difficulty in Proposition 4.11. This is done in Lemmas 4.6, 4.7
and 4.8 by using in various ways the finite speed of propagation which morally forces
the time to be the largest parameter in all the relevant interactions, and in Lemmas 4.9
and 4.10 which use the absence of (time) resonances at (0, 0) or at infinity provided by
the first condition in (1.8). The proof of Proposition 4.11 is harder and we postpone an
explanation of its ingredients to after its statement.

In this subsection we start by considering some of the easier cases, and reduce matters
to proving Proposition 4.5 below. In all the cases analyzed in this subsection we can in
fact control the stronger norm B1

k,j (see Definition 2.3), instead of the required Bk,j norm.

Lemma 4.3. With D = D(d,A, d ′) sufficiently large as in Subsection 2.2, the estimate∑
(k1,j1),(k2,j2)∈J

(1+ 2k1 + 2k2)‖ϕ̃
(k)
j · PkT

σ ;µ,ν
m (f

µ
k1,j1

, f νk2,j2
)‖B1

k,j
. 2−β

4m (4.29)

holds if
j ≤ βm/2+N ′0k+ +D

2, where N ′0 := 2N0/3− 10. (4.30)

Proof. We observe that, in view of Definition 2.3,

‖ϕ̃
(k)
j · Pkh‖Bk,j . (2αk + 210k) · 23j/22(1/2−β)̃k‖ϕ̃(k)j · Pkh‖L2 . (4.31)
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Therefore, it suffices to prove that∑
(k1,j1),(k2,j2)∈J

(1+ 2k1 + 2k2)(2αk+ 210k)23j/22(1/2−β)̃k‖PkT σ ;µ,νm (f
µ
k1,j1

, f νk2,j2
)‖L2

. 2−β
4m. (4.32)

Recalling the definition (4.14), it is easy to see that

F[PkT σ ;µ,νm (f
µ
k1,j1

, f νk2,j2
)](ξ)

=

∫
R

∫
R3
ϕk(ξ)e

is3σ (ξ)qm(s)Êf
µ
k1,j1

(ξ − η, s)Êf νk2,j2
(η, s) dη ds.

Therefore, by (5.24),

‖PkT
σ ;µ,ν
m (f

µ
k1,j1

, f νk2,j2
)‖L2

. min
(∫

R
qm(s)‖Ef

µ
k1,j1

(s)‖L2‖Ef
ν
k2,j2

(s)‖L∞ ds,∫
R
qm(s)‖Ef

µ
k1,j1

(s)‖L∞‖Ef
ν
k2,j2

(s)‖L2 ds

)
. (4.33)

Hence, using (4.15) and recalling the properties of the functions qm (see (4.5)), we obtain∑
(k1,k2)∈Xk, (k1,j1),(k2,j2)∈J

(1+2k1 +2k2)‖PkT
σ ;µ,ν
m (f

µ
k1,j1

, f νk2,j2
)‖L2 . 2−(N0−4)k+2−βm.

(4.34)
It follows that the left-hand side of (4.32) is dominated by

2−βm2(1/2−β+α)k23j/2

when k ≤ 0, and by
2−(N0−15)k2−βm23j/2

when k ≥ 0. The bound (4.32) follows if j ≤ βm/2+ (2N0/3− 10)k++D2, as desired.
ut

Lemma 4.4. Assume that

j ≥ βm/2+N ′0k+ +D
2. (4.35)

Then, with the same notation as before,∑
(k1,j1),(k2,j2)∈J ,max(k1,k2)≥j/N

′

0

(1+2k1+2k2)‖ϕ̃
(k)
j ·PkT

σ ;µ,ν
m (f

µ
k1,j1

, f νk2,j2
)‖B1

k,j
. 2−β

4m,

(4.36)
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∑
(k1,j1),(k2,j2)∈J ,min(k1,k2)≤−10j

(1+2k1+2k2)‖ϕ̃
(k)
j ·PkT

σ ;µ,ν
m (f

µ
k1,j1

, f νk2,j2
)‖B1

k,j
. 2−β

4m,

(4.37)∑
(k1,j1),(k2,j2)∈J ,max(j1,j2)≥10j

(1+2k1+2k2)‖ϕ̃
(k)
j ·PkT

σ ;µ,ν
m (f

µ
k1,j1

, f νk2,j2
)‖B1

k,j
. 2−β

4m.

(4.38)

Proof. Notice that if (k1, k2) ∈ Xk , max(k1, k2) ≥ j/N ′0, and j ≥ N ′0k+ + D
2 (see

(4.35)) then |k1 − k2| ≤ 4. Therefore, by (4.31), (4.15), and (4.33), the left-hand side of
(4.36) is dominated by

∑
(k1,j1),(k2,j2)∈J ,
max(k1,k2)≥j/N

′

0

2max(k1,k2,0)(2αk + 210k)23j/22(1/2−β)̃k‖PkT σ ;µ,νm (f
µ
k1,j1

, f νk2,j2
)‖L2

. 2−βm2−N0j/(2N0/3−10)
· (2αk + 210k)23j/22(1/2−β)̃k,

which clearly suffices, in view of (4.35). Similarly, the left-hand side of (4.37) is domi-
nated by

∑
(k1,j1),(k2,j2)∈J ,
min(k1,k2)≤−10j

(1+ 2k1 + 2k2)(2αk + 210k) · 23j/22(1/2−β)̃k‖PkT σ ;µ,νm (f
µ
k1,j1

, f νk2,j2
)‖L2

. 2−βm2−3j
· (2αk + 210k)23j/22(1/2−β)̃k,

which clearly suffices. Finally, the more precise bound (4.16) implies that the left-hand
side of (4.38) is dominated by

∑
(k1,j1),(k2,j2)∈J ,

max(j1,j2)≥10j

(1+ 2k1 + 2k2)(2αk + 210k) · 23j/22(1/2−β)̃k‖PkT σ ;µ,νm (f
µ
k1,j1

, f νk2,j2
)‖L2

. 2−βm2−3j
· (2αk + 210k)23j/22(1/2−β)̃k,

which clearly suffices. ut

We examine the conclusions of Lemmas 4.3 and 4.4, and notice that Proposition 4.1
follows from Proposition 4.5 below.

Proposition 4.5. With the same notation as in Proposition 4.1, we have

(1+ 2k1 + 2k2)‖ϕ̃
(k)
j · PkT

σ ;µ,ν
m (f

µ
k1,j1

, f νk2,j2
)‖Bk,j . 2−β

4(m+j) (4.39)

for any fixed µ, ν ∈ Id , (k, j), (k1, j1), (k2, j2) ∈ J , and m ∈ [0, L+ 1] ∩Z, satisfying

j ≥ βm/2+N ′0k+ +D
2, −10j ≤ k1, k2 ≤ j/N

′

0, max(j1, j2) ≤ 10j. (4.40)
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4.3. Proof of Proposition 4.5

In this subsection we will show that proving Proposition 4.5 can be further reduced to
proving Proposition 4.11 below. The arguments are more complicated than before, and
we need to examine our bilinear operators more carefully; however, in all cases discussed
in this subsection we can still control the stronger B1

k,j norms.
We notice that we are looking to prove the bound (4.39) for fixed k, j, k1, j1, k2, j2, m.

We will consider several cases, depending on the relative sizes of these parameters.

Lemma 4.6. The bound (4.39) holds provided that (4.40) holds and, in addition,

j ≥ max
(
m+max(k̃1, k̃2)+D,−k(1+ β2)+D

)
. (4.41)

Proof. Using definition (2.20), it suffices to prove that

(1+ 2k1 + 2k2)(2αk + 210k) · 2(1+β)j‖ϕ̃(k)j · PkT
σ ;µ,ν
m (f

µ
k1,j1

, f νk2,j2
)‖L2

+ (1+ 2k1 + 2k2)(2αk + 210k) · 2(1/2−β)̃k‖F[ϕ̃(k)j · PkT
σ ;µ,ν
m (f

µ
k1,j1

, f νk2,j2
)]‖L∞

. 2−β
4(m+j). (4.42)

Assume first that
min(j1, j2) ≤ (1− β2)j. (4.43)

By symmetry, we may assume that j1 ≤ (1− β2)j and write

ϕ̃
(k)
j (x) · PkT

σ ;µ,ν
m (f

µ
k1,j1

, f νk2,j2
)(x)

= cϕ̃
(k)
j (x)

∫
R3

∫
R

∫
R3
ϕk(ξ)e

ix·ξ eis[3σ (ξ)−3̃µ(ξ−η)−3̃ν (η)]qm(s)

× f̂
µ
k1,j1

(ξ − η, s)f̂ νk2,j2
(η, s) dη ds dξ.

We examine the integral in ξ in the formula above. We recall the assumptions (4.40),
(4.41), and (4.43), and the last bound in (4.15). Notice that, just by the assumption (4.41)
and the definition (2.29),∣∣∇ξ [x ·ξ+s[3σ (ξ)−3̃µ(ξ−η)−3̃ν(η)]]∣∣ ≥ |x|−s|∇ξ [3σ (ξ)−3̃µ(ξ−η)]| ≥ 2j−10,

as long as |ξ | + |ξ − η| ≤ 2max(k1,k2)+10. We apply Lemma 5.4 (with K ≈ 2j , ε ≈ 2−j1 )
to conclude that

|ϕ̃
(k)
j (x) · PkT

σ ;µ,ν
m (f

µ
k1,j1

, f νk2,j2
)(x)| . 2−10j

|ϕ̃
(k)
j (x)|,

and the desired bounds (4.42) follow easily.
Assume now that

min(j1, j2) ≥ (1− β2)j. (4.44)
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By symmetry, we may assume that k1 ≤ k2. We first prove the bound on the second term
on the left-hand side of (4.42). Using (4.16) we estimate

(1+ 2k1 + 2k2)(2αk + 210k) · 2(1/2−β)̃k‖F[ϕ̃(k)j · PkT
σ ;µ,ν
m (f

µ
k1,j1

, f νk2,j2
)]‖L∞

. (2k2 + 1)(2αk + 210k)2(1/2−β)̃k · 2m sup
s∈[2m−1,2m+1]

‖f
µ
k1,j1

(s)‖L2‖f
ν
k2,j2

(s)‖L2

. (2k2 + 1)(2αk + 210k)2(1/2−β)̃k2j−k̃2 · (2αk1 + 210k1)−122βk̃12−(1−β)j1

× (2αk2 + 210k2)−122βk̃22−(1−β)j2

. (2k2 + 1)2j2−(1/2+β)k̃2 · 2−αk1 min(2(1+β)k1 , 2−(1−β−β
2)j ) · 2−(1−β−β

2)j .

This suffices to prove the desired bound in (4.42), as can be easily seen by considering
the cases k1 ≤ −j and k1 ≥ −j .

Some more care is needed to prove the bound on the first term in the left-hand side of
(4.42). We recall that

f
µ
k1,j1
= P[k1−2,k1+2](ϕ̃

(k1)
j1
· Pk1fµ), f νk2,j2

= P[k2−2,k2+2](ϕ̃
(k2)
j2
· Pk2fν).

Since ‖ϕ̃(k1)
j1
·Pk1fµ(s)‖Bk1,j1

+‖ϕ̃
(k2)
j2
·Pk2fµ(s)‖Bk2,j2

. 1 (see (4.13)), we make use of
(2.23)–(2.26) to decompose

ϕ̃
(k1)
j1
· Pk1fµ(s) = (2

αk1 + 210k1)−1
[g
µ
k1,j1

(s)+ h
µ
k1,j1

(s)],

g
µ
k1,j1

(s) = g
µ
k1,j1

(s) · ϕ̃
(k1)
[j1−2,j1+2], h

µ
k1,j1

(s) = h
µ
k1,j1

(s) · ϕ̃
(k1)
[j1−2,j1+2],

2(1+β)j1‖g
µ
k1,j1

(s)‖L2 + 2(1/2−β)k̃1‖ĝ
µ
k1,j1

(s)‖L∞ . 1,

2−2βk̃12(1−β)j1‖h
µ
k1,j1

(s)‖L2 + 2(1/2−β)k̃1‖ĥ
µ
k1,j1

(s)‖L∞

+ 2(γ−β−5/2)k̃12γj1‖ĥ
µ
k1,j1

(s)‖L1 . 1,

(4.45)

and

ϕ̃
(k2)
j2
· Pk2fν(s) = (2

αk2 + 210k2)−1
[gνk2,j2

(s)+ hνk2,j2
(s)],

gνk2,j2
(s) = gνk2,j2

(s) · ϕ̃
(k2)
[j2−2,j2+2], hνk2,j2

(s) = hνk2,j2
(s) · ϕ̃

(k2)
[j2−2,j2+2],

2(1+β)j2‖gνk2,j2
(s)‖L2 + 2(1/2−β)k̃2‖ĝνk2,j2

(s)‖L∞ . 1,

2−2βk̃22(1−β)j2‖hνk2,j2
(s)‖L2 + 2(1/2−β)k̃2‖ĥνk2,j2

(s)‖L∞

+ 2(γ−β−5/2)k̃22γj2‖ĥνk2,j2
(s)‖L1 . 1.

(4.46)

Applying these decompositions and recalling the definition (4.11), to prove the desired
bound on the first term on the left-hand side of (4.42), it suffices to prove that for any s
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in [2m−1, 2m+1
],

(1+ 2k1 + 2k2)(2αk + 210k)2(1+β)j · (2αk1 + 210k1)−1(2αk2 + 210k2)−12m

×
[
‖ϕ̃

(k)
j · PkT̃

σ ;µ,ν
s (P[k1−2,k1+2]g

µ
k1,j1

(s), P[k2−2,k2+2]g
ν
k2,j2

(s))‖L2

+ ‖ϕ̃
(k)
j · PkT̃

σ ;µ,ν
s (P[k1−2,k1+2]g

µ
k1,j1

(s), P[k2−2,k2+2]h
ν
k2,j2

(s))‖L2

+ ‖ϕ̃
(k)
j · PkT̃

σ ;µ,ν
s (P[k1−2,k1+2]h

µ
k1,j1

(s), P[k2−2,k2+2]g
ν
k2,j2

(s))‖L2

+ ‖ϕ̃
(k)
j · PkT̃

σ ;µ,ν
s (P[k1−2,k1+2]h

µ
k1,j1

(s), P[k2−2,k2+2]h
ν
k2,j2

(s))‖L2
]
. 2−β

4(m+j).

(4.47)

Recall that we assumed k1 ≤ k2; therefore we may also assume that k ≤ k2+4. Using
(4.45)–(4.46) and recalling (4.44), we estimate

‖PkT̃
σ ;µ,ν
s (P[k1−2,k1+2]g

µ
k1,j1

(s), P[k2−2,k2+2]g
ν
k2,j2

(s))‖L2

. ‖F(P[k1−2,k1+2]g
µ
k1,j1

)(s)‖L1‖g
ν
k2,j2

(s)‖L2 . 23k1/22−(1+β)j12−(1+β)j2

. 23k1/22−(2+2β)(1−β2)j ,

‖PkT̃
σ ;µ,ν
s (P[k1−2,k1+2]h

µ
k1,j1

(s), P[k2−2,k2+2]h
ν
k2,j2

(s))‖L2 . ‖ĥµk1,j1
(s)‖L1‖ĥνk2,j2

(s)‖L2

. 2−γj12(5/2+β−γ )k̃12−(1−β)j222βk̃2 . 2(3/2−2β)k̃122βk̃22−(2+2β)(1−β2)j ,

‖PkT̃
σ ;µ,ν
s (P[k1−2,k1+2]h

µ
k1,j1

(s), P[k2−2,k2+2]g
ν
k2,j2

(s)‖L2 . ‖ĥµk1,j1
(s)‖L1‖ĝνk2,j2

(s)‖L2

. 2−γj12(5/2+β−γ )k̃12−(1+β)j2 . 23k̃1/22−(2+2β)(1−β2)j ,

and

‖PkT̃
σ ;µ,ν
s (P[k1−2,k1+2]g

µ
k1,j1

(s), P[k2−2,k2+2]h
ν
k2,j2

(s))‖L2

. min(23k1/2‖ĝ
µ
k1,j1

(s)‖L2‖ĥνk2,j2
(s)‖L2 , ‖ĝ

µ
k1,j1

(s)‖L2‖ĥνk2,j2
(s)‖L1)

. 2−(1+β)j1 min(2−(1−β)j222βk̃223k1/2, 2−γj22(5/2+β−γ )k̃2)

. 2−(1+β)j12−(1+β)j223k̃2/2 min(22β(j2+k̃2)23(k1−k̃2)/2, 2(1+β−γ )(j2+k̃2))

. 2−(2+2β)(1−β2)j23k1/423k̃2/4.

Therefore, since 2m . 2j−k̃2 and (2αk + 210k)(2αk2 + 210k2)−1 . 1, the left-hand side of
(4.47) is dominated by

(1+ 2k1 + 2k2)2(1+β)j · (2αk1 + 210k1)−12j−k̃2 · 2−(2+2β)(1−β2)j (23k1/2 + 23k1/423k̃2/4)

. 2−2βj/3(2k2 + 1),

which suffices since 2k2 . 2j/N
′

0 . This completes the proof of the lemma. ut
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Lemma 4.7. The bound (4.39) holds provided that (4.40) holds and, in addition,

m+max(k̃1, k̃2)+D ≤ j ≤ −k(1+ β2)+D. (4.48)

Proof. In view of the restrictions (4.48) and (4.40), we may assume that k ≤ −D2/2.
Using the definition, it is easy to see that

‖ϕ̃
(k)
j · Pkh‖Bk,j . (2αk + 210k)2(1+β)j23k/2

‖P̂kh‖L∞ .

Therefore, it suffices to prove that

(1+ 2k1 + 2k2)2αk2(1+β)j23k/2
‖FPkT σ ;µ,νm (f

µ
k1,j1

, f νk2,j2
)‖L∞ . 2−β

4(m+j). (4.49)

Recall the definition

FPkT σ ;µ,νm (f
µ
k1,j1

, f νk2,j2
)(ξ)

= ϕk(ξ)

∫
R

∫
R3
eis8

σ ;µ,ν (ξ,η)qm(s)f̂
µ
k1,j1

(ξ − η, s)f̂ νk2,j2
(η, s) dη ds, (4.50)

where

8σ ;µ,ν(ξ, η) = 3σ (ξ)− 3̃µ(ξ − η)− 3̃ν(η). (4.51)

Using (4.16) and recalling that α ≤ 2β, it follows that

‖FPkT σ ;µ,νm (f
µ
k1,j1

, f νk2,j2
)‖L∞ .

∫
R
qm(s)‖f

µ
k1,j1

(s)‖L2‖f
ν
k2,j2

(s)‖L2 ds

. ‖qm‖L1(R)(2
αk1 + 210k1)−122βk̃12−(1−β)j1 · (2αk2 + 210k2)−122βk̃22−(1−β)j2

. ‖qm‖L1(R) min(1, 2−5k1)2−(1−β)j1 ·min(1, 2−5k2)2−(1−β)j2 .

Recalling the definitions (2.17) and the assumptions, the desired bound (4.49) follows if

m = L+ 1 or m ≤ (1− β)(j1 + j2)− (1/2− β)k.

It remains to prove the bound (4.49) in the case

m ∈ [1, L] ∩ Z and m ≥ −(1/2− β)k + (1− β)(j1 + j2). (4.52)

Since j1 + k1 ≥ 0, j2 + k2 ≥ 0, and k ≤ −D2/2, the conditions (4.48) and (4.52) show
that k1, k2 ≥ k+ 10. In particular, we may assume that |k1− k2| ≤ 10. Using also (4.48),
for (4.49) it suffices to prove that, assuming (4.52),

(1+ 2k2)‖FPkT σ ;µ,νm (f
µ
k1,j1

, f νk2,j2
)‖L∞ . 2−k(1/2+α−β−2β2). (4.53)
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To prove (4.53) we would like to integrate by parts in η and s in (4.50). Recall the
definitions (4.50) and (4.51), and decompose

FPkT σ ;µ,νm (f
µ
k1,j1

, f νk2,j2
)(ξ) = G(ξ)+H(ξ),

G(ξ) :=

ϕk(ξ)

∫
R

∫
R3
eis8

σ ;µ,ν (ξ,η)ϕ(2D8σ ;µ,ν(ξ, η))qm(s)f̂
µ
k1,j1

(ξ − η, s)f̂ νk2,j2
(η, s) dη ds,

H(ξ) :=

ϕk(ξ)

∫
R

∫
R3
eis8

σ ;µ,ν (ξ,η)
[1−ϕ(2D8σ ;µ,ν(ξ, η))]qm(s)f̂

µ
k1,j1

(ξ−η, s)f̂ νk2,j2
(η, s) dη ds.

The function H can be estimated using integration by parts in s, Lemma 4.2, the assump-
tions (4.5), and the bounds (4.16). Indeed,

|H(ξ)| . sup
s∈[2m−1,2m+1]

[
‖f̂

µ
k1,j1

(s)‖L2‖f̂ νk2,j2
(s)‖L2

+ 2m‖(∂s f̂
µ
k1,j1

)(s)‖L2‖f̂ νk2,j2
(s)‖L2 + 2m‖f̂ µk1,j1

(s)‖L2‖(∂s f̂
ν
k2,j2

)(s)‖L2
]

. min(1, 2−(N0−5)k2).

Therefore, for (4.53) it suffices to prove that

(1+ 2k2)‖G‖L∞ . 2−k(1/2+α−β−2β2). (4.54)

Recalling the definitions (2.29) and (4.12), we have

4µ,ν(ξ, η) = (∇η8
σ ;µ,ν)(ξ, η) = −ι1

c2
σ1
(η − ξ)

(b2
σ1
+ c2

σ1
|η − ξ |2)1/2

− ι2
c2
σ2
η

(b2
σ2
+ c2

σ2
|η|2)1/2

,

(4.55)
where

µ = (σ1ι1), µ = (σ2ι2), σ1, σ2 ∈ {1, . . . , d}, ι1, ι2 ∈ {+,−}.

In view of the first assumption in (2.27), we may assume that

k1, k2 ≥ −D/10, (4.56)

since otherwise G = 0. For l ∈ Z let

G≤l(ξ) := ϕk(ξ)

∫
R

∫
R3
ϕ(−∞,l](4

µ,ν(ξ, η)) · eis8
σ ;µ,ν (ξ,η)

× ϕ(2D8σ ;µ,ν(ξ, η))qm(s)f̂
µ
k1,j1

(ξ − η, s)f̂ νk2,j2
(η, s) dη ds. (4.57)

Let Gl := G≤l − G≤l−1. In proving (4.54) we may assume that j1 ≤ j2. If
l ≥ max(j2, m/2) − (1 − β2)m then we integrate by parts in η, using Lemma 5.4
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with K ≈ 2m+l and ε ≈ 2−j2 . Using also the last bound in (4.15) and recalling that
k1, k2 ≥ −D/10, we get∑

l≥l0+1

‖Gl‖L∞ . 2−5k2 , where l0 = bmax(j2, m/2)−m+ β2mc. (4.58)

It remains to estimate ‖G≤l0‖L∞ . It follows from Lemma 5.5 thatG≤l0 ≡ 0 provided that
2l0+k2 ≤ 2−D/10. This last inequality is an easy algebraic consequence of the assumptions
(4.40), (4.48), and (4.52). ut

Lemma 4.8. The bound (4.39) holds provided that (4.40) holds and, in addition,

j ≤ m+max(k̃1, k̃2)+D, max(j1, j2) ≥ (1− β/10)(m+max(k̃1, k̃2)). (4.59)

Proof. Using definition (2.20), it suffices to prove that

(1+ 2k1 + 2k2)(2αk + 210k) · 2(1+β)j‖ϕ̃(k)j · PkT
σ ;µ,ν
m (f

µ
k1,j1

, f νk2,j2
)‖L2

+ (1+ 2k1 + 2k2)(2αk + 210k) · 2(1/2−β)̃k‖F[ϕ̃(k)j · PkT
σ ;µ,ν
m (f

µ
k1,j1

, f νk2,j2
)]‖L∞

. 2−β
4(m+j). (4.60)

By symmetry, we may assume k1 ≤ k2.
We first prove the bounds (4.60) in the case

k1 ≤ −5m/6. (4.61)

By (4.15), for any s ∈ [0, t] we have

‖f̂
µ
k1,j1

(s)‖L1 . 23k1‖f̂
µ
k1,j1

(s)‖L∞ . 2(5/2−α+β)k1 .

Therefore, using (4.15) again, we get

‖F[T σ ;µ,νm (f
µ
k1,j1

, f νk2,j2
)]‖L2 . 2m sup

s∈[2m−1,2m+1]

‖f̂
µ
k1,j1

(s)‖L1‖f̂ νk2,j2
(s)‖L2

. 2m2(5/2−α+β)k1 min(2−(N0−1)k2 , 2(1+β−α)k2)

and

‖F[T σ ;µ,νm (f
µ
k1,j1

, f νk2,j2
)]‖L∞ . 2m sup

s∈[2m−1,2m+1]

‖f̂
µ
k1,j1

(s)‖L1‖f̂ νk2,j2
(s)‖L∞

. 2m2(5/2−α+β)k1 ·(2αk2+210k2)−12−(1/2−β)k̃2 . (4.62)

Therefore, recalling (4.61), if k ≤ 0 then the left-hand side of (4.60) is dominated by

C2(2+β)m2(5/2−α+β)k1 . 2(−1/12+5α/6+β/6)m,

which suffices. Similarly, if k ≥ 0 then the left-hand side of (4.60) is dominated by

C2(2+β)m2(5/2−α+β)k12−(N0−15)k
+ C22k22m2(5/2−α+β)k1 . 2−10k2(−1/12+5α/6+β/6)m,

which also suffices.
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To prove the bound (4.60) when −5m/6 ≤ k1 ≤ k2 we decompose, as in (4.45)–
(4.46), for any s ∈ [2m−1, 2m+1

],

ϕ̃
(k1)
j1
· Pk1fµ(s) = (2

αk1 + 210k1)−1
[g
µ
k1,j1

(s)+ h
µ
k1,j1

(s)],

g
µ
k1,j1

(s) = g
µ
k1,j1

(s) · ϕ̃
(k1)
[j1−2,j1+2], h

µ
k1,j1

(s) = h
µ
k1,j1

(s) · ϕ̃
(k1)
[j1−2,j1+2],

2(1+β)j1‖g
µ
k1,j1

(s)‖L2 + 2(1/2−β)k̃1‖ĝ
µ
k1,j1

(s)‖L∞ . 1,

2−2βk̃12(1−β)j1‖h
µ
k1,j1

(s)‖L2 + 2(1/2−β)k̃1‖ĥ
µ
k1,j1

(s)‖L∞

+ 2(γ−β−5/2)k̃12γj1‖ĥ
µ
k1,j1

(s)‖L1 . 1,

(4.63)

and

ϕ̃
(k2)
j2
· Pk2fν(s) = (2

αk2 + 210k2)−1
[gνk2,j2

(s)+ hνk2,j2
(s)],

gνk2,j2
(s) = gνk2,j2

(s) · ϕ̃
(k2)
[j2−2,j2+2], hνk2,j2

(s) = hνk2,j2
(s) · ϕ̃

(k2)
[j2−2,j2+2],

2(1+β)j2‖gνk2,j2
(s)‖L2 + 2(1/2−β)k̃2‖ĝνk2,j2

(s)‖L∞ . 1,

2−2βk̃22(1−β)j2‖hνk2,j2
(s)‖L2 + 2(1/2−β)k̃2‖ĥνk2,j2

(s)‖L∞

+ 2(γ−β−5/2)k̃22γj2‖ĥνk2,j2
(s)‖L1 . 1.

(4.64)

We will now prove the L2 bound

(1+2k2)(2αk+210k) ·2(2+β)m2k̃2‖PkT̃
σ ;µ,ν
s (f

µ
k1,j1

(s), f νk2,j2
(s))‖L2 . 2−2β4m (4.65)

for any s ∈ [2m−1, 2m+1
] (see (4.11) for the definition of the bilinear operators T̃ σ ;µ,νs ).

In view of the assumption (4.59)) this would clearly imply the desired L2 bound in (4.60).
Assume first that min(j1, j2) ≤ m(1− 9β), i.e.

min(j1, j2) ≤ m(1− 9β), max(j1, j2) ≥ (1− β/10)(m+ k̃2), k2 ≥ k1 ≥ −5m/6.
(4.66)

Using (5.15) and (5.16), and recalling that α ∈ [0, β], we notice that

‖Ef
µ
k1,j1

(s)‖L∞ . min(2βk1 , 2−6k1)2−3m/22(1/2+β)j1 ,

‖Ef νk2,j2
(s)‖L∞ . min(2βk2 , 2−6k2)2−3m/22(1/2+β)j2 ,

for any s ∈ [2m−1, 2m+1
]. Therefore, using also (4.16), we get

‖PkT̃
σ ;µ,ν
s (f

µ
k1,j1

(s), f νk2,j2
(s))‖L2

. min
(
‖Ef

µ
k1,j1

(s)‖L∞‖Ef
ν
k2,j2

(s)‖L2 , ‖Ef
µ
k1,j1

(s)‖L2‖Ef
ν
k2,j2

(s)‖L∞
)

. min(2βk1 , 2−6k1)min(2βk2 , 2−6k2) · 2−3m/22(1/2+β)min(j1,j2)2−(1−β)max(j1,j2)

. (1+ 2k2)−62−k̃22−(2+2β)m,

which suffices to prove (4.65).
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Assume now that min(j1, j2) ≥ m(1− 9β), i.e.

min(j1, j2) ≥ m(1− 9β), max(j1, j2) ≥ (1− β/10)(m+ k̃2), k2 ≥ k1 ≥ −5m/6.
(4.67)

We recall that

f
µ
k1,j1
= P[k1−2,k1+2](ϕ̃

(k1)
j1
· Pk1fµ)

= (2αk1 + 210k1)−1
[P[k1−2,k1+2]g

µ
k1,j1
+ P[k1−2,k1+2]h

µ
k1,j1
],

f νk2,j2
= P[k2−2,k2+2](ϕ̃

(k2)
j2
· Pk2fν)

= (2αk2 + 210k2)−1
[P[k2−2,k2+2]g

ν
k2,j2
+ P[k2−2,k2+2]h

ν
k2,j2
],

(4.68)

and apply the decompositions (4.63)–(4.64). Then we estimate, using also (4.67),

‖PkT̃
σ ;µ,ν
s (P[k1−2,k1+2]h

µ
k1,j1

(s), P[k2−2,k2+2]h
ν
k2,j2

(s))‖L2

. min
(
‖ĥ
µ
k1,j1

(s)‖L1‖ĥνk2,j2
(s)‖L2 , ‖ĥ

µ
k1,j1

(s)‖L1‖ĥνk2,j2
(s)‖L2

)
. 2−γ max(j1,j2)2−(1−β)min(j1,j2)22βk̃12(5/2+β−γ )k̃2

. 2−m(γ+1−11β)2(5/2+β−2γ )k̃222βk̃1 ,

‖PkT̃
σ ;µ,ν
s (P[k1−2,k1+2]h

µ
k1,j1

(s), P[k2−2,k2+2]g
ν
k2,j2

(s))‖L2 . ‖ĥµk1,j1
(s)‖L1‖ĝνk2,j2

(s)‖L2

. 2−γj12−(1+β)j222βk̃12(5/2+β−γ )k̃2 . 2−m(γ+1−11β)2(5/2+β−2γ )k̃222βk̃1 ,

‖PkT̃
σ ;µ,ν
s (P[k1−2,k1+2]g

µ
k1,j1

(s), P[k2−2,k2+2]h
ν
k2,j2

(s))‖L2 . ‖ĝµk1,j1
(s)‖L2‖ĥνk2,j2

(s)‖L1

. 2−(1+β)j12−γj222βk̃12(5/2+β−γ )k̃2 . 2−m(γ+1−11β)2(5/2+β−2γ )k̃222βk̃1 ,

and, using also (5.20) and (5.22),

‖PkT̃
σ ;µ,ν
s (P[k1−2,k1+2]g

µ
k1,j1

(s), P[k2−2,k2+2]g
ν
k2,j2

(s))‖L2

. min
(
‖e−is3̃µP[k1−2,k1+2](g

µ
k1,j1

(s))‖L∞‖g
ν
k2,j2

(s)‖L2 ,

‖g
µ
k1,j1

(s)‖L2‖e
−is3̃νP[k2−2,k2+2](g

ν
k2,j2

(s))‖L∞
)

. 2−(1+β)max(j1,j2) ·2−3m/22(1/2−β)min(j1,j2)(1+23k2) . 2−m(2+19β/10)2−3k̃2/4(1+23k2).

Therefore, since α ∈ [0, β/2] and k1 ≥ −5m/6, the left-hand side of (4.65) is dominated
by

C(1+ 24k2)2−αk12−9βm/10 . (1+ 24k2)2−29mβ/60.

This completes the proof of (4.65).
To complete the proof of (4.60) it remains to prove the L∞ bound

(1+ 2k2)(2αk + 210k) · 2(1/2−β)̃k‖FPkT σ ;µ,νm (f
µ
k1,j1

, f νk2,j2
)‖L∞ . 2−2β4m. (4.69)
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If k2 ≤ −D/10 then max(k, k1) ≤ −D/10 + 10 and 1 . |8σ ;µ,ν(ξ, η)| whenever
|ξ | ≈ 2k, |ξ − η| ≈ 2k1 , |η| ≈ 2k2 . Therefore, we integrate by parts in s and use (4.16)
and (4.17) to estimate

‖FPkT σ ;µ,νm (f
µ
k1,j1

, f νk2,j2
)‖L∞ . sup

s∈[2m−1,2m+1]

[
‖f

µ
k1,j1

(s)‖L2‖f
ν
k2,j2

(s)‖L2

+ 2m‖(∂sf
µ
k1,j1

)(s)‖L2‖f
ν
k2,j2

(s)‖L2 + 2m‖f µk1,j1
(s)‖L2‖(∂sf

ν
k2,j2

)(s)‖L2
]
. 2−βm.

The desired estimate (4.69) follows easily in this case.
Assume now that k2 ≥ −D/10. For (4.69) it suffices to prove that

2k2(2αk + 210k) · 2(1/2−β)̃k2m‖FPkT̃ σ ;µ,νs (f
µ
k1,j1

, f νk2,j2
)‖L∞ . 2−2β4m (4.70)

for any s ∈ [2m−1, 2m+1
]. If, in addition, k1 ≤ −2m/5 then, as in (4.62),

‖FPkT̃ σ ;µ,νs (f
µ
k1,j1

, f νk2,j2
)‖L∞ . ‖f̂ µk1,j1

(s)‖L1‖f̂ νk2,j2
(s)‖L∞ . 2(5/2−α+β)k12−10k2 ,

and the desired bound (4.70) follows since α ∈ [0, β/2].
It remains to prove the bound (4.70) in the case

k2 ≥ −D/10, k1 ≥ −2m/5. (4.71)

We decompose f µk1,j1
, f νk2,j2

as in (4.63), (4.64), (4.68). If j1 ≤ j2 we estimate

‖FPkT̃ σ ;µ,νs (P[k1−2,k1+2](g
µ
k1,j1

(s)+ h
µ
k1,j1

(s)), P[k2−2,k2+2]g
ν
k2,j2

(s))‖L∞

. (‖ĝ
µ
k1,j1

(s)‖L2 + ‖ĥ
µ
k1,j1

(s)‖L2)‖ĝνk2,j2
(s)‖L2 . 2−(1+β)j2

and

‖FPkT̃ σ ;µ,νs (P[k1−2,k1+2](g
µ
k1,j1

(s)+ h
µ
k1,j1

(s)), P[k2−2,k2+2]h
ν
k2,j2

(s))‖L∞

. (‖ĝ
µ
k1,j1

(s)‖L∞ + ‖ĥ
µ
k1,j1

(s)‖L∞)‖ĥ
ν
k2,j2

(s)‖L1 . 2−(1/2−β)k̃12−γj2 .

Since −k̃1 ≤ 2m/5 and 2j2 & 2m(1−β/10) it follows that if j1 ≤ j2 then

‖FPkT̃ σ ;µ,νs (f
µ
k1,j1

, f νk2,j2
)‖L∞ . 2−(1+β)(1−β/10)m

· (2αk1 + 210k1)−12−10k2 . (4.72)

Similarly, if j1 ≥ j2 we estimate

‖FPkT̃ σ ;µ,νs (P[k1−2,k1+2]g
µ
k1,j1

(s), P[k2−2,k2+2](g
ν
k2,j2

(s)+ hνk2,j2
(s)))‖L∞

. ‖ĝµk1,j1
(s)‖L2(‖ĝνk2,j2

(s)‖L2 + ‖ĥνk2,j2
(s)‖L2) . 2−(1+β)j1 ,

and

‖FPkT̃ σ ;µ,νs (P[k1−2,k1+2]h
µ
k1,j1

(s), P[k2−2,k2+2](g
ν
k2,j2

(s)+ hνk2,j2
(s)))‖L∞

. ‖ĥµk1,j1
(s)‖L1(‖ĝνk2,j2

(s)‖L∞ + ‖ĥ
ν
k2,j2

(s)‖L∞) . 2−γj1 .
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Since 2j1 & 2m(1−β/10) it follows that

if j1 ≥ j2 then ‖FPkT̃ σ ;µ,νs (f
µ
k1,j1

, f νk2,j2
)‖L∞

. 2−(1+β)(1−β/10)m
· (2αk1 + 210k1)−12−10k2 . (4.73)

By (4.72) and (4.73), the left-hand side of (4.70) is dominated by C22k22−αk12−4βm/5,

which suffices. ut

Lemma 4.9. The bound (4.39) holds provided that (4.40) holds and, in addition,

j ≤ m+max(k̃1, k̃2)+D, max(j1, j2) ≤ (1− β/10)(m+max(k̃1, k̃2)),

min(k, k1, k2) ≤ −D/10.
(4.74)

Proof. From the definition (2.20), it suffices to prove that

(1+ 2k1 + 2k2)(2αk + 210k) · 2(1+β)j‖ϕ̃(k)j · PkT
σ ;µ,ν
m (f

µ
k1,j1

, f νk2,j2
)‖L2

+ (1+ 2k1 + 2k2)(2αk + 210k) · 2(1/2−β)̃k‖F[ϕ̃(k)j · PkT
σ ;µ,ν
m (f

µ
k1,j1

, f νk2,j2
)]‖L∞

. 2−2β4m. (4.75)

By symmetry, we may assume k1 ≤ k2.
As in the proof of Lemma 4.7 we decompose

FPkT σ ;µ,νm (f
µ
k1,j1

, f νk2,j2
)(ξ) = G(ξ)+H(ξ),

G(ξ) :=

ϕk(ξ)

∫
R

∫
R3
eis8

σ ;µ,ν (ξ,η)ϕ(2D8σ ;µ,ν(ξ, η))qm(s)f̂
µ
k1,j1

(ξ − η, s)f̂ νk2,j2
(η, s) dη ds,

H(ξ) :=

ϕk(ξ)

∫
R

∫
R3
eis8

σ ;µ,ν (ξ,η)
[1−ϕ(2D8σ ;µ,ν(ξ, η))]qm(s)f̂

µ
k1,j1

(ξ−η, s)f̂ νk2,j2
(η, s) dη ds.

We show first that

(1+ 2k2)(2αk + 210k) · 2(1+β)(m+k̃2)‖H‖L2

+ (1+ 2k2)(2αk + 210k) · 2(1/2−β)̃k‖H‖L∞ . 2−2β4m. (4.76)

For this we integrate by parts in s and use the bound (5.26) to obtain

‖H‖L2 . (1+ 23k1)(1+ 23k2) sup
s∈[2m−1,2m+1]

[
2m‖Ef µk1,j1

(s)‖L∞‖(∂sf
ν
k2,j2

)(s)‖L2

+ 2m‖(∂sf
µ
k1,j1

)(s)‖L2‖Ef
ν
k2,j2

(s)‖L∞

+min
(
‖f

µ
k1,j1

(s)‖L2‖Ef
ν
k2,j2

(s)‖L∞ , ‖Ef
µ
k1,j1

(s)‖L∞‖f
ν
k2,j2

(s)‖L2
)]

(4.77)
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and

‖H‖L∞ . sup
s∈[2m−1,2m+1]

[
2m‖f µk1,j1

(s)‖L2‖(∂sf
ν
k2,j2

)(s)‖L2

+ 2m‖(∂sf
µ
k1,j1

)(s)‖L2‖f
ν
k2,j2

(s)‖L2 + ‖H1(s)‖L∞
]
, (4.78)

where

H1(ξ, s) := ϕk(ξ)

×

∫
R3
eis8

σ ;µ,ν (ξ,η) [1− ϕ(2
D8σ ;µ,ν(ξ, η))]

8σ ;µ,ν(ξ, η)
f̂
µ
k1,j1

(ξ − η, s)f̂ νk2,j2
(η, s) dη. (4.79)

By (4.15) and Lemma 4.2, for any s ∈ [2m−1, 2m+1
],

2m‖Ef µk1,j1
(s)‖L∞‖(∂sf

ν
k2,j2

)(s)‖L2 + 2m‖(∂sf
µ
k1,j1

)(s)‖L2‖Ef
ν
k2,j2

(s)‖L∞

. (1+ 2k1)−6(1+ 2k2)−62−(1+2β)m. (4.80)

Moreover, again by (4.15) and (4.16), if s ∈ [2m−1, 2m+1
] and max(j1, j2) ≥ 4βm then

min
(
‖f

µ
k1,j1

(s)‖L2‖Ef
ν
k2,j2

(s)‖L∞ , ‖Ef
µ
k1,j1

(s)‖L∞‖f
ν
k2,j2

(s)‖L2
)

. (1+ 2k1)−6(1+ 2k2)−62−(1+2β)m.

On the other hand, using also (5.15)–(5.16), if s ∈ [2m−1, 2m+1
] and max(j1, j2) ≤ 4βm

then we get

min
(
‖f

µ
k1,j1

(s)‖L2‖Ef
ν
k2,j2

(s)‖L∞ , ‖Ef
µ
k1,j1

(s)‖L∞‖f
ν
k2,j2

(s)‖L2
)

. (1+ 2k1)−6(1+ 2k2)−62−(1+2β)m.

Therefore, using also (4.77) and (4.80) we conclude that

(1+ 2k2)(2αk + 210k) · 2(1+β)(m+k̃2)‖H‖L2 . 2−2β4m, (4.81)

as desired.
To prove the L∞ bound in (4.76) we apply (4.15) and Lemma 4.2 to estimate

2m‖f µk1,j1
(s)‖L2‖(∂sf

ν
k2,j2

)(s)‖L2 + 2m‖(∂sf
µ
k1,j1

)(s)‖L2‖f
ν
k2,j2

(s)‖L2

. (1+ 2k2)−62−βm. (4.82)

Then we estimate, using (4.16),

‖H1(s)‖L∞ . ‖f µk1,j1
(s)‖L2‖f

ν
k2,j2

(s)‖L2 . 2−(j1+j2)/2(1+ 2k2)−10.

The desired L∞ estimate in (4.76),

(1+ 2k2)(2αk + 210k) · 2(1/2−β)̃k‖H‖L∞ . 2−2β4m, (4.83)
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follows from (4.78) unless

max(j1, j2,−k,−k1,−k2) ≤ 2βm. (4.84)

On the other hand, assuming (4.84), we need to improve slightly on the L∞ bound
on H1(s). We decompose H1(ξ, s) = H2(ξ, s)+H3(ξ, s) where

H2(ξ, s) := ϕk(ξ)

∫
R3
ϕ(−∞,−(1/2−β2)m](4

µ,ν(ξ, η))eis8
σ ;µ,ν (ξ,η)

×
1− ϕ(2D8σ ;µ,ν(ξ, η))

8σ ;µ,ν(ξ, η)
f̂
µ
k1,j1

(ξ − η, s)f̂ νk2,j2
(η, s) dη,

and

H3(ξ, s) := ϕk(ξ)

∫
R3
[1− ϕ(−∞,−(1/2−β2)m](4

µ,ν(ξ, η))]eis8
σ ;µ,ν (ξ,η)

×
1− ϕ(2D8σ ;µ,ν(ξ, η))

8σ ;µ,ν(ξ, η)
f̂
µ
k1,j1

(ξ − η, s)f̂ νk2,j2
(η, s) dη.

In view of Lemma 5.4 (with K ≈ 2m(1/2+β
2), ε ≈ 2−m/2), the restriction (4.84), and

the bound (4.15), it follows that |H3(ξ, s)| . 2−m. At the same time, using the explicit
formula (4.55), and the simple equality

| EA− EB|2 =
∣∣| EA| − | EB|∣∣2 + | EA| · | EB|(1− cos θ), θ = ∠( EA, EB),

it is easy to see that if |ξ | ≈ 2k , |ξ−η| ≈ 2k1 , |η| ≈ 2k2 , where max(|k|, |k1|, |k2|) ≤ 2βm,
and if |4µ,ν(ξ, η)| . 2−m/3, then

min
(∣∣η − ξ |η|/|ξ |∣∣, ∣∣η + ξ |η|/|ξ |∣∣) . 2−m/4.

Therefore, by the last bound in (4.15), |H2(ξ, s)| . 2−m/5. As a result, assuming (4.84),
it follows that |H1(ξ, s)| . 2−m/5. The desired bound (4.83) follows using also (4.78)
and (4.82). This completes the proof of the main estimate (4.76).

We show now that

(1+ 2k2)(2αk + 210k) · 2(1+β)(m+k̃2)‖G‖L2

+ (1+ 2k2)(2αk + 210k) · 2(1/2−β)̃k‖G‖L∞ . 2−2β4m. (4.85)

Notice that G = 0 unless
k2 ≥ −D/20. (4.86)

As in the proof of Lemma 4.7, for any l ∈ Z we define

G≤l(ξ) := ϕk(ξ)

∫
R

∫
R3
ϕ(−∞,l](4

µ,ν(ξ, η)) · eis8
σ ;µ,ν (ξ,η)

× ϕ(2D8σ ;µ,ν(ξ, η))qm(s)f̂
µ
k1,j1

(ξ − η, s)f̂ νk2,j2
(η, s) dη ds.
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Let Gl := G≤l − G≤l−1. Recalling the assumption max(j1, j2) ≤ (1 − β/10)m, we
notice that if l ≥ −βm/11 then we may apply Lemma 5.4 (with K ≈ 2(1−β/11)m, ε ≈
2−(1−β/10)m) and use the bounds (4.15) to conclude that

‖Gl‖L∞ . 2−4m if l ≥ l0 := b−βm/11c.

On the other hand, recalling that min(k, k1, k2) ≤ −D/10 and the inequality (4.86), we
notice that

G≤l0 = 0 if k1 ≤ −D/10.

Finally, if k ≤ −D/10 and k2 ≤ j/N
′

0, then using Lemma 5.5(i) we get G≤l0 = 0. The
desired estimate (4.85) follows easily. ut

Lemma 4.10. The bound (4.39) holds provided that (4.40) holds and, in addition,

j ≤ m+max(k̃1, k̃2)+D, max(j1, j2) ≤ (1− β/10)(m+max(k̃1, k̃2)),

max(k, k1, k2) ≥ D.
(4.87)

Proof. This is similar to the proof of Lemma 4.9, with Lemma 5.5(ii) applied instead of
Lemma 5.5(i). Using the definition (2.20), it suffices to prove that

2max(k1,k2)(2αk + 210k) · 2(1+β)j‖ϕ̃(k)j · PkT
σ ;µ,ν
m (f

µ
k1,j1

, f νk2,j2
)‖L2

+2max(k1,k2)(2αk+210k) ·2(1/2−β)̃k‖F[ϕ̃(k)j ·PkT
σ ;µ,ν
m (f

µ
k1,j1

, f νk2,j2
)]‖L∞ . 2−2β4m.

(4.88)

The inequalities in (4.87) show that

max(k1, k2) ≥ D − 10, j ≤ m+D, max(j1, j2) ≤ (1− β/10)m.

By symmetry we may assume that k1 ≤ k2.
As in the proof of Lemma 4.9 we decompose

FPkT σ ;µ,νm (f
µ
k1,j1

, f νk2,j2
)(ξ) = G(ξ)+H(ξ),

G(ξ) :=

ϕk(ξ)

∫
R

∫
R3
eis8

σ ;µ,ν (ξ,η)ϕ(22D+2k28σ ;µ,ν(ξ, η))qm(s)f̂
µ
k1,j1

(ξ−η, s)f̂ νk2,j2
(η, s) dη ds,

H(ξ) := ϕk(ξ)

×

∫
R

∫
R3
eis8

σ ;µ,ν (ξ,η)
[1−ϕ(22D+2k28σ ;µ,ν(ξ, η))]qm(s)f̂

µ
k1,j1

(ξ−η, s)f̂ νk2,j2
(η, s) dη ds.

As in the proof of Lemma 4.9 we integrate by parts in s to estimate the contributions
of H , and integrate by parts in η to estimate the contributions of G. More precisely, we
argue as in the proof of Lemma 4.9, using Lemma 5.5(ii) instead of Lemma 5.5(i), to
conclude that

2k2(2αk + 210k) · 2(1+β)m‖H‖L2 + 2k2(2αk + 210k) · 2(1/2−β)̃k‖H‖L∞ + 22m
‖G‖L∞

. 2−2β4m.

Clearly, this suffices to prove the desired estimate (4.88). ut
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We now examine the conclusions of Lemmas 4.6–4.10, and notice that to complete the
proof of Proposition 4.5, it suffices to prove Proposition 4.11 below.

Proposition 4.11. With the same notation as in Proposition 4.1, we have

(1+ 2k1 + 2k2)‖ϕ̃
(k)
j · PkT

σ ;µ,ν
m (f

µ
k1,j1

, f νk2,j2
)‖Bk,j . 2−2β4m (4.89)

for any fixed µ, ν ∈ Id , (k, j), (k1, j1), (k2, j2) ∈ J , and m ∈ [0, L+ 1] ∩Z, satisfying

βm/2+D2
≤ j ≤ m+D, max(j1, j2) ≤ (1− β/10)m, −D/10 ≤ k, k1, k2 ≤ D.

(4.90)

The most delicate part of the analysis is to prove Proposition 4.11; it corresponds to the
resonant interaction at time T and at location X ' T of inputs located at position Y . T .
This forms the bulk of the nonlinear stationary phase argument. We separate two cases:

(i) When the inputs are located close to the origin, 1 . Y . T 1/2, essentially no
parameter in the norm can give additional control and we must understand the result of
the interaction. This is what sets the “weak norm”. On the positive side, in this case, the
inputs have essentially smooth Fourier transforms and allow for efficient stationary phase
analysis, which gives a good description of the output.

(ii) When at least one input is located further away from the origin, T 1/2 . Y . T ,
the stationary phase analysis gets less and less efficient as Y increases and we have access
to less information on the output. However, this is compensated for by the fact that the
parameters in the norm (and in particular the appropriate choice of β) start to give stronger
control as Y increases. In our situation, this is enough and we can always control the
outcome of this interaction in the strong norm.

4.4. Proof of Proposition 4.11

The arguments are more complicated than before; to control some of the more difficult
space-time resonances we need to use the more refined Bk,j norms. We also need addi-
tional L2 orthogonality arguments.

Lemma 4.12. The bound (4.89) holds provided that (4.90) holds and, in addition,

max(j1, j2) ≤ m(1/2− β2). (4.91)

Proof. Let
κ1 := 2−m/22β

2m, (4.92)

and decompose first

FPkT σ ;µ,νm (f
µ
k1,j1

, f νk2,j2
)(ξ) = G(ξ)+H(ξ),

G(ξ) :=

ϕk(ξ)

∫
R

∫
R3
eis8

σ ;µ,ν (ξ,η)ϕ≤0(4
µ,ν(ξ, η)/κ1)qm(s)f̂

µ
k1,j1

(ξ − η, s)f̂ νk2,j2
(η, s) dη ds,

H(ξ) :=

ϕk(ξ)

∫
R

∫
R3
eis8

σ ;µ,ν (ξ,η)
[1−ϕ≤0(4

µ,ν(ξ, η)/κ1)]qm(s)f̂
µ
k1,j1

(ξ−η, s)f̂ νk2,j2
(η, s) dη ds.
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Using Lemma 5.4 (with K ≈ 2mκ1 and ε ≈ κ1) and the last bound in (4.15) it is easy to
see that ‖H‖L∞ . 2−10m. Therefore it remains to prove that

‖ϕ̃
(k)
j · F

−1(G)‖Bk,j . 2−2β4m. (4.93)

Applying the L∞ bounds in (4.15) and Lemma 5.6, we see easily that

‖G‖L∞ . κ3
1 · 2

m . 2−m/223β2m. (4.94)

This suffices to prove the desired bound (4.93) if, for example, j ≤ m(1/2 − 4β). To
cover the entire range j ≤ m + D we need more refined bounds on |G(ξ)|, which we
prove using integration by parts in s.

In the argument below we may assume that G 6= 0; in particular this guaran-
tees that the main assumptions (5.51) and (5.59) are satisfied. With 9σ ;µ,ν(|ξ |) =

8σ ;µ,ν(ξ, pµ,ν(ξ)), defined as in (5.60), assume that

2m|9σ ;µ,ν(|ξ |)| ∈ [2l, 2l+1
], l ∈ [βm,∞) ∩ Z. (4.95)

Then, by Lemma 5.6, we see that

|8σ ;µ,ν(ξ, η)−9σ ;µ,ν(|ξ |)|

≤ |η − pµ,ν(ξ)| · sup
|ζ−pµ,ν (ξ)|≤210Dκ1

|4µ,ν(ξ, ζ )| . 230Dκ1|η − p
µ,ν(ξ)|

since 4µ,ν(ξ, pµ,ν(ξ)) = 0. Therefore

2m|8σ ;µ,ν(ξ, η)| ∈ [2l−3, 2l+4
] if 4µ,ν(ξ, η) ≤ 100κ1.

After integration by parts in s it follows that

|G(ξ)| . 2m−l |ϕk(ξ)|
∫
R

∫
R3

[
|ϕ≤0(4

µ,ν(ξ, η)/κ1)| |q
′
m(s)| |f̂

µ
k1,j1

(ξ−η, s)| |f̂ νk2,j2
(η, s)|

+ |ϕ≤0(4
µ,ν(ξ, η)/κ1)| |qm(s)| |(∂s f̂

µ
k1,j1

)(ξ − η, s)| |f̂ νk2,j2
(η, s)|

+ |ϕ≤0(4
µ,ν(ξ, η)/κ1)| |qm(s)| |f̂

µ
k1,j1

(ξ − η, s)| |(∂s f̂
ν
k2,j2

)(η, s)|
]
dη ds.

We now use (4.5), the last bound in (4.15), (4.18), and Lemma 5.6 to obtain

|G(ξ)| . 2m−l |ϕk(ξ)| · κ3
1 . |ϕk(ξ)| · 2−l2−m/223β2m (4.96)

provided that (4.95) holds.
We can now prove the desired bound (4.93). To apply (4.95)–(4.96) we need a good

description of the level sets of the functions 9σ ;µ,ν . Let

l0 := bβm+ 2c, Dl0 := {ξ ∈ R3
: 2m|9σ ;µ,ν(|ξ |)| ≤ 2l0},

Dl := {ξ ∈ R3
: 2m|9σ ;µ,ν(|ξ |)| ∈ (2l−1, 2l+1

]}, l ∈ [l0 + 1, m+D] ∩ Z,

G =

m+D∑
l=l0

Gl, Gl(ξ) := G(ξ) · 1Dl (ξ).
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For (4.93) it remains to prove that for any l ∈ [l0, m+D] ∩ Z,

‖ϕ̃
(k)
j · F

−1(Gl)‖Bk,j . 2−3β4m. (4.97)

From Lemma 5.8, it follows that there is rσ ;µ,ν = rσ ;µ,ν(µ, ν, σ, k, k1, k2, l) ∈

[2−D,∞) with
Dl ⊆

{
ξ ∈ R3

:
∣∣|ξ | − rσ ;µ,ν∣∣ . 2l−m

}
. (4.98)

Therefore, using also (4.96), we get

‖ϕ̃
(k)
j · F

−1(Gl)‖B1
k,j

. 2(1+β)j‖Gl‖L2 + ‖Gl‖L∞

. 2−l2−m/223β2m
·
(
2(1+β)j2(l−m)/2 + 1)

. 2j−m2−l/22βm+3β2m
+ 2−l2−m/223β2m.

This clearly suffices to prove (4.97) if l ≥ 6βm or j ≤ m− 3βm.
It remains to prove (4.97) in the remaining case

l ∈ [βm, 6βm] ∩ Z, j ∈ [m− 3βm,m+D] ∩ Z. (4.99)

For this we need to use the norms B2
k,j defined in (2.21). Assume first that l ≥ l0 + 1. As

before we estimate easily

2(1−β)j‖Gl‖L2 + ‖Gl‖L∞ . 2−l2−m/223β2m
· (2(1−β)m2(l−m)/2 + 1)

. 2−l/22−βm+3β2m
+ 2−l2−m/223β2m.

Therefore, for (4.97) it suffices to prove that

2γj sup
R∈[2−j ,2k], ξ0∈R3

R−2
‖F[ϕ̃(k)j · F

−1(Gl)]‖L1(B(ξ0,R))
. 2−3β4m. (4.100)

Since |F(ϕ̃(k)j )(ξ)| . 23j (1+ 2j |ξ |)−6, it follows from (4.96) that

|F[ϕ̃(k)j · F
−1(Gl)](ξ)| .

∫
R3
|Gl(ξ − η)| · 23j (1+ 2j |η|)−6 dη

. 2−l2−m/223β2m

∫
R3

1Dl (ξ − η) · 2
3j (1+ 2j |η|)−6 dη.

Therefore, using now (4.98), for any R ∈ [2−j , 2k] and ξ0 ∈ R3 we get

R−2
‖F[ϕ̃(k)j · F

−1(Gl)]‖L1(B(ξ0,R))
. 2−l2−m/223β2m

· 2l−m . 2−3m/223β2m.

Similarly, by (4.94) and (4.98),

2(1−β)j‖Gl0‖L2 + ‖Gl0‖L∞ . 2(1−β)(j−m)2−βm+l0/2+3β2m
+ 2−m/4 . 2−3β4m



Klein–Gordon systems in 3D 2407

and

|F[ϕ̃(k)j · F
−1(Gl0)](ξ)| .

∫
R3
|Gl0(ξ − η)| · 2

3j (1+ 2j |η|)−6 dη

. 2−m/223β2m

∫
R3

1Dl0 (ξ − η) · 2
3j (1+ 2j |η|)−6 dη,

from which we conclude that, for any R ∈ [2−j , 2k] and ξ0 ∈ R3,

R−2
‖F[ϕ̃(k)j · F

−1(Gl0)]‖L1(B(ξ0,R))
. 2−m/223β2m

· 2l0−m . 2−3m/222βm.

The desired bound (4.100) follows, which completes the proof of the lemma. ut

Lemma 4.13. The bound (4.89) holds provided that (4.90) holds and, in addition,

max(j1, j2) ≥ m(1/2− β2). (4.101)

Proof. Using definition (2.20), it suffices to prove that

2(1+β)j‖ϕ̃(k)j · PkT
σ ;µ,ν
m (f

µ
k1,j1

, f νk2,j2
)‖L2 + ‖F[ϕ̃(k)j · PkT

σ ;µ,ν
m (f

µ
k1,j1

, f νk2,j2
)]‖L∞

. 2−2β4m. (4.102)

Let
j ′′ := max(j1, j2)+ b3β2mc ∈ [m(1/2+ β2),m(1− β/20)], (4.103)

and decompose

FPkT σ ;µ,νm (f
µ
k1,j1

, f νk2,j2
)(ξ) = G(ξ)+H1(ξ)+H2(ξ),

where

H2(ξ) := ϕk(ξ)

∫
R

∫
R3
eis8

σ ;µ,ν (ξ,η)
[1− ϕ(230D8σ ;µ,ν(ξ, η))]

× qm(s)f̂
µ
k1,j1

(ξ − η, s)f̂ νk2,j2
(η, s) dη ds,

G(ξ) := ϕk(ξ)

∫
R

∫
R3
eis8

σ ;µ,ν (ξ,η)ϕ(230D8σ ;µ,ν(ξ, η))ϕ≤0(2m−j
′′

4µ,ν(ξ, η))

× qm(s)f̂
µ
k1,j1

(ξ − η, s)f̂ νk2,j2
(η, s) dη ds,

H1(ξ) := ϕk(ξ)

∫
R

∫
R3
eis8

σ ;µ,ν (ξ,η)ϕ(230D8σ ;µ,ν(ξ, η))[1− ϕ≤0(2m−j
′′

4µ,ν(ξ, η))]

× qm(s)f̂
µ
k1,j1

(ξ − η, s)f̂ νk2,j2
(η, s) dη ds.

Applying Lemma 5.4 (with K ≈ 2j
′′

and ε ≈ 2−max(j1,j2)) and the last bound in
(4.15) it is easy to see that ‖H1‖L∞ . 2−10m. Moreover, the same argument as in the
first part of the proof of Lemma 4.9 (which does not use the assumption min(k, k1, k2) ≤

−D/10) shows that
2(1+β)m‖H2‖L2 + ‖H2‖L∞ . 2−2β4m.
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Therefore it remains to prove that

2(1+β)m‖G‖L2 + ‖G‖L∞ . 2−2β4m. (4.104)

In proving (4.104) we may assume that G 6= 0; in particular this guarantees that the
main assumption (5.51) is satisfied. We first prove the L∞ bound in (4.104). Assume that
j1 ≤ j2 (the case j1 ≥ j2 is similar). Then (see (4.15) and (2.23)–(2.25)),

‖f̂
µ
k1,j1

(s)‖L∞ . 1,

sup
ξ0∈R3

‖f̂ νk2,j2
(s)‖L1(B(ξ0,R))

. 2−(1+β)j2R3/2 for any R ≤ 1.

From Lemma 5.6 and (4.103) it follows that

‖G‖L∞ . 2m · 2−(1+β)j2(2j
′′
−m)3/2 . 2−m/224β2m2(1/2−β)j

′′

. 2−2β4m,

as desired.
To prove the L2 bound in (4.104) it suffices to show that

2(2+2β)m
‖G‖2

L2 . 2−4β4m. (4.105)

To prove this we need first an orthogonality argument. Let χ : R → [0, 1] denote a
smooth function supported in the interval [−2, 2] with∑

n∈Z
χ(x − n) = 1 for any x ∈ R.

We define the smooth function χ ′ : R3
→ [0, 1] by χ ′(x, y, z) := χ(x)χ(y)χ(z). Recall

the functions 9σ ;µ,ν defined in (5.60). We define, for any v ∈ Z3 and n ∈ Z,

Gv,n(ξ) :=

χ ′(2m−j
′′

ξ − v) · ϕk(ξ)

∫
R

∫
R3
eis8

σ ;µ,ν (ξ,η)ϕ(230D8σ ;µ,ν(ξ, η))ϕ≤0(2m−j
′′

4µ,ν(ξ, η))

× χ(2−j
′′

s − n)qm(s)f̂
µ
k1,j1

(ξ − η, s)f̂ νk2,j2
(η, s) dη ds, (4.106)

and notice that G =
∑
v∈Z3

∑
n∈ZGv,n.

We show now that

‖G‖2
L2 .

∑
v∈Z3

∑
n∈Z
‖Gv,n‖

2
L2 + 2−10m. (4.107)

Indeed, we clearly have

‖G‖2
L2 .

∑
v∈Z3

∥∥∥∑
n∈Z

Gv,n

∥∥∥2

L2
.
∑
v∈Z3

∑
n1,n2∈Z

|〈Gv,n1 ,Gv,n2〉|.
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Therefore, for (4.107) it suffices to prove that

|〈Gv,n1 ,Gv,n2〉| . 2−20m if v ∈ Z3 and |n1 − n2| ≥ 2100D. (4.108)

To prove this, we notice that, since |∇η8σ ;µ,ν | ≤ 2j
′′
−m and |∂ρ8σ ;µ,ν | . 1 for |ρ| = 2,

after repeated integration by parts in ξ , for any n ∈ Z,

|F−1(Gv,n)(x)| . |x + wn|
−200 if |x + wn| ≥ 250D2j

′′

,

wn := n2j
′′

(9σ ;µ,ν)′(2j
′′
−m
|v|) · v/|v|.

Moreover,Gv,n is nontrivial only if |9σ ;µ,ν(2j
′′
−m
|v|)| ≤ 2−25D . We can therefore apply

Lemma 5.8 to conclude that |(9σ ;µ,ν)′(2j
′′
−m
|v|)| ≥ 2−20D . Therefore if |n1 − n2| ≥

2100D then |wn1−wn2 | ≥ 270D2j
′′

and the desired bound (4.108) follows. This completes
the proof of (4.107).

In view of (4.107), for (4.105) it remains to prove that

2(2+2β)m
∑

2−k |v|, n∈[2m−j ′′−4,2m−j ′′+4]

‖Gv,n‖
2
L2 . 2−4β4m. (4.109)

Assuming v, n fixed, the variables in the definition of the function Gv,n are naturally
restricted as follows:

|ξ − 2j
′′
−mv| . 2j

′′
−m, |η − pµ,ν(2j

′′
−mv)| . 2j

′′
−m, |s − 2j

′′

n| . 2j
′′

,

where pµ,ν is defined as in Lemma 5.6. More precisely, we define functions f v,n1 and
f
v,n
2 by

f̂
v,n
1 (θ, s) := 1[n−4,n+4](2−j

′′

s)ϕ≤0

× [2−50D2m−j
′′

(θ − 2j
′′
−mv + pµ,ν(2j

′′
−mv))] · f̂

µ
k1,j1

(θ, s),

f̂
v,n
2 (θ, s) := 1[n−4,n+4](2−j

′′

s)ϕ≤0

× [2−50D2m−j
′′

(θ − pµ,ν(2j
′′
−mv))] · f̂ νk2,j2

(θ, s).

(4.110)

Since |pµ,ν(2j
′′
−mv1)−p

µ,ν(2j
′′
−mv2)| ≥ 280D2j

′′
−m and |[2j

′′
−mv1−p

µ,ν(2j
′′
−mv1)]

− [2j
′′
−mv2−p

µ,ν(2j
′′
−mv2)]| ≥ 280D2j

′′
−m whenever |v1− v2| & 1 (these inequalities

are consequences of the lower bounds in the first line of (5.53)), it follows by orthogonal-
ity that, for any s ∈ R,∑

2−k |v|∈[2m−j ′′−4,2m−j ′′+4]

‖f
v,n
1 (s)‖2

L2 . ‖f µk1,j1
(s)‖2

L2 . 2−2j1+2βj1 ,

∑
2−k |v|∈[2m−j ′′−4,2m−j ′′+4]

‖f
v,n
2 (s)‖2

L2 . ‖f νk2,j2
(s)‖2

L2 . 2−2j2+2βj2 .
(4.111)
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Using the definition (4.106) and Lemma 5.6 we notice that, for any (v, n) ∈ Z3
× Z,

Gv,n(ξ) =

χ ′(2m−j
′′

ξ − v) · ϕk(ξ)

∫
R

∫
R3
eis8

σ ;µ,ν (ξ,η)ϕ(230D8σ ;µ,ν(ξ, η))ϕ≤0(2m−j
′′

4µ,ν(ξ, η))

× χ(2−j
′′

s − n)qm(s)f̂
v,n
1 (ξ − η, s)f̂

v,n
2 (η, s) dη ds. (4.112)

Letting, as in (4.14), (Ef v,n1 )(s) := e−is3̃µ(f
v,n
1 (s)) and (Ef v,n2 )(s) := e−is3̃ν (f

v,n
2 (s)),

we obtain

‖Gv,n‖L2 .
∫
R
χ(2−j

′′

s − n)qm(s)‖Av(Ef
v,n
1 (s), Ef

v,n
2 (s))‖L2 ds,

where, by definition,

Av(g1, g2)(ξ)

:= χ ′(2m−j
′′

ξ − v)ϕk(ξ)

∫
R3
ϕ(230D8σ ;µ,ν(ξ, η))ϕ≤0(2m−j

′′

4µ,ν(ξ, η))

× F(P[k1−4,k1+4]g1)(ξ − η)F(P[k2−4,k2+4]g2)(η) dη. (4.113)

Therefore
‖Gv,n‖

2
L2 . 2j

′′

∫
R
qm(s)‖Av(Ef

v,n
1 (s), Ef

v,n
2 (s))‖2

L2 ds,

and for (4.109) it suffices to prove that

22m+2βm2j
′′

∑
2−k |v|, n∈[2m−j ′′−4,2m−j ′′+4]

∫
R
‖Av(Ef

v,n
1 (s), Ef

v,n
2 (s))‖2

L2 ds . 2−4β4m.

(4.114)
We notice now that if p, q ∈ [2,∞], 1/p + 1/q = 1/2, then

‖Av(g1, g2)‖L2 . ‖g1‖Lp‖g2‖Lq . (4.115)

Indeed, as in the proof of Lemma 5.3, we write

F−1(Av(g1, g2))(x) = c

∫
R3×R3

g1(y)g2(z)Kv(x; y, z) dy dz,

where

Kv(x; y, z) :=

∫
R3×R3

ei(x−y)·ξ ei(y−z)·ηχ ′(2m−j
′′

ξ − v)ϕ≤0(2m−j
′′

4µ,ν(ξ, η))

× ϕk(ξ)ϕ(230D8σ ;µ,ν(ξ, η))ϕ[k1−4,k1+4](ξ − η)ϕ[k2−4,k2+4](η) dξ dη.

We recall that k, k1, k2 ∈ [−D/10,D] and integrate by parts in ξ and η. Using also
Lemma 5.6, we obtain

|Kv(x; y, z)| . 23(j ′′−m)(1+ 2j
′′
−m
|x − y|)−4

· 23(j ′′−m)(1+ 2j
′′
−m
|y − z|)−4,

and the desired estimate (4.115) follows.
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We can now prove the main estimate (4.114). Assume first that

max(j1, j2)−min(j1, j2) ≥ 10βm. (4.116)

By symmetry, we may assume that j1 ≤ j2 and estimate, using (5.15)–(5.16),

sup
s∈R
‖Ef

v,n
1 (s)‖L∞ . 2−3m/22(1/2+β)j1 .

Therefore, by (4.115) and (4.111), the left-hand side of (4.114) is dominated by

C22m+2βm2j
′′

∑
2−k |v|, n∈[2m−j ′′−4,2m−j ′′+4]

2−3m2(1+2β)j1

∫
R
‖Ef

v,n
2 (s)‖2

L2 ds

. C22m+2βm2j
′′

· 2−3m2(1+2β)j1 · 2−2j2+2βj2 · 2m . 2j1−j222βm22βj122βj22j
′′
−j2 ,

and the desired bound (4.114) follows provided that (4.116) holds.
Assume now that

max(j1, j2) ≤ (3/5− 2β)m. (4.117)

By symmetry, we may assume again that j1 ≤ j2 and estimate

sup
s∈R
‖Ef

v,n
1 (s)‖L∞ . sup

s∈R
‖f̂

v,n
1 (s)‖L1 . 23j ′′−3m.

Therefore, by (4.115) and (4.111), the left-hand side of (4.114) is dominated by

C22m+2βm2j
′′

∑
2−k |v|, n∈[2m−j ′′−4,2m−j ′′+4]

2−6m26j ′′
∫
R
‖Ef

v,n
2 (s)‖2

L2 ds

. C22m+2βm2j
′′

· 2−6m26j ′′
· 2−2j2+2βj2 · 2m . 2−3m25j227(j ′′−j2)22βm22βj2 ,

and the desired bound (4.114) follows provided that (4.117) holds.
Finally, assume that

max(j1, j2)−min(j1, j2) ≤ 10βm, max(j1, j2) ≥ (3/5− 2β)m. (4.118)

In this case we need the more refined decomposition in (2.23)–(2.25). More precisely,
using the definitions we decompose

f
µ
k1,j1

(s) = P[k1−2,k1+2](g1(s)+ h1(s)), f νk2,j2
(s) = P[k2−2,k2+2](g2(s)+ h2(s)),

where7

g1(s) = g1(s) · ϕ̃
(k1)
[j1−2,j1+2], g2(s) = g2(s) · ϕ̃

(k2)
[j2−2,j2+2], (4.119)

7 The decomposition in (2.23)–(2.25) provides some more information about the functions
g1, h1, g2, h2, but only (4.119) and (4.120) are used in the proof.
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and

2(1+β)j1‖g1(s)‖L2 + 2(1−β)j1‖h1(s)‖L2

+ 2γj1 sup
R∈[2−j1 ,2k1 ],θ0∈R3

R−2
‖ĥ1(s)‖L1(B(θ0,R))

. 1,

2(1+β)j2‖g2(s)‖L2

+ 2(1−β)j2‖h2(s)‖L2

+ 2γj2 sup
R∈[2−j2 ,2k2 ],θ0∈R3

R−2
‖ĥ2(s)‖L1(B(θ0,R))

. 1.

(4.120)

Then, we define functions gv,n1 , h
v,n
1 , g

v,n
2 , h

v,n
2 by (cf. (4.110))

ĝ
v,n
1 (θ, s) := 1[n−4,n+4](2−j

′′

s)ϕ≤0[2−50D2m−j
′′

(θ − 2j
′′
−mv + pµ,ν(2j

′′
−mv))]

× F(P[k1−2,k1+2]g1)(θ, s),

ĥ
v,n
1 (θ, s) := 1[n−4,n+4](2−j

′′

s)ϕ≤0[2−50D2m−j
′′

(θ − 2j
′′
−mv + pµ,ν(2j

′′
−mv))]

× F(P[k1−2,k1+2]h1)(θ, s),

ĝ
v,n
2 (θ, s) := 1[n−4,n+4](2−j

′′

s)ϕ≤0[2−50D2m−j
′′

(θ − pµ,ν(2j
′′
−mv))]

× F(P[k2−2,k2+2]g2)(θ, s),

ĥ
v,n
2 (θ, s) := 1[n−4,n+4](2−j

′′

s)ϕ≤0[2−50D2m−j
′′

(θ − pµ,ν(2j
′′
−mv))]

× F(P[k2−2,k2+2]h2)(θ, s).

As in (4.111), using L2 orthogonality and (4.120), for any s ∈ R we have∑
2−k |v|∈[2m−j ′′−4,2m−j ′′+4]

‖g
v,n
1 (s)‖2

L2 . 2−2j1−2βj1 ,

∑
2−k |v|∈[2m−j ′′−4,2m−j ′′+4]

‖h
v,n
1 (s)‖2

L2 . 2−2j1+2βj1 ,

∑
2−k |v|∈[2m−j ′′−4,2m−j ′′+4]

‖g
v,n
2 (s)‖2

L2 . 2−2j2−2βj2 ,

∑
2−k |v|∈[2m−j ′′−4,2m−j ′′+4]

‖h
v,n
2 (s)‖2

L2 . 2−2j2+2βj2 .

(4.121)

From (5.12) and (4.119)–(4.120), we derive the L∞ bounds

‖Eg
v,n
1 (s)‖L∞ . 2−3m/2

‖g1(s)‖L1 . 2−3m/22(1/2−β)j1 ,

‖Eh
v,n
1 (s)‖L∞ . ‖ĥv,n1 (s)‖L1 . 22j ′′−2m2−γj1 ,

‖Eg
v,n
2 (s)‖L∞ . 2−3m/2

‖g2(s)‖L1 . 2−3m/22(1/2−β)j2 ,

‖Eh
v,n
2 (s)‖L∞ . ‖ĥv,n2 (s)‖L1 . 22j ′′−2m2−γj2 ,

(4.122)
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for any v, n, s. Using (4.115) and (4.121)–(4.122), we estimate, assuming j1 ≤ j2,

22m+2βm2j
′′

∑
2−k |v|, n∈[2m−j ′′−4,2m−j ′′+4]

∫
R
‖Av(Ef

v,n
1 (s), Eg

v,n
2 (s))‖2

L2 ds

. 22m+2βm2j
′′

×

∑
2−k |v|, n∈[2m−j ′′−4,2m−j ′′+4]

∫
R
‖g
v,n
2 (s)‖2

L2(‖Eg
v,n
1 (s)‖2L∞ + ‖Eh

v,n
1 (s)‖2L∞) ds

. 22m+2βm2j
′′

· 2m2−2j2−2βj2 · [2−3m2(1−2β)j1 + 24j ′′−4m2−2γj1 ]

. 22βm2j
′′

2−(1+4β)j2 + 23βm22j22−2γj1 .

Similarly, we estimate

22m+2βm2j
′′

∑
2−k |v|, n∈[2m−j ′′−4,2m−j ′′+4]

∫
R
‖Av(Ef

v,n
1 (s), Eh

v,n
2 (s))‖2

L2 ds

. 22m+2βm2j
′′

×

∑
2−k |v|, n∈[2m−j ′′−4,2m−j ′′+4]

∫
R
(‖g

v,n
1 (s)‖2

L2 + ‖h
v,n
1 (s)‖2

L2)‖Eh
v,n
2 (s)‖2L∞ ds

. 22m+2βm2j
′′

· 2m2−2j1+2βj1 · 24j ′′−4m2−2γj2 . 25βm2−2j12(4−2γ )j2 .

The desired estimate (4.114) follows from the last two bounds and the restriction (4.118).
ut

5. Technical estimates

In this section we collect several technical estimates that are used at various stages of the
argument.

5.1. Linear and bilinear estimates

We now prove some important linear and bilinear estimates, which are repeatedly used in
the paper. We show first that our main spaces constructed in Definition 2.3 are compatible
with normalized Calderón–Zygmund operators.

Lemma 5.1. If Q is a normalized Calderón–Zygmund operator (see (2.14)–(2.15)) then

‖Qf ‖Z . ‖f ‖Z for any f ∈ Z. (5.1)

Proof. We may assume that ‖f ‖Z ≤ 1 and it suffices to prove that

‖ϕ̃
(k)
j · PkQf ‖Bk,j . 1 (5.2)

for any (k, j) ∈ J fixed.
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We have

ϕ̃
(k)
j (x) · PkQf (x) = ϕ̃

(k)
j (x)

∫
R3
Pkf (y) ·Kk(x − y) dy, (5.3)

where
Kk(z) = c

∫
R3
eiz·ξq(ξ)ϕ[k−1,k+1](ξ) dξ.

Clearly,
|Kk(z)| . 23k(1+ 2k|z|)−6. (5.4)

As before, let k̃ = min(k, 0), k+ = max(k, 0). Since ‖ϕ̃(k)
j ′
· Pkf ‖Bk,j ′ ≤ 1 for any

j ′ ≥ −k̃, we can decompose, as in (2.23)–(2.26),

ϕ̃
(k)

j ′
· Pkf = g1,j ′ + g2,j ′ , g1,j ′ = g1,j ′ · ϕ̃

(k)

[j ′−2,j ′+2], g2,j ′ = g2,j ′ · ϕ̃
(k)

[j ′−2,j ′+2],

2(1+β)j
′

‖g1,j ′‖L2 + 2(1/2−β)̃k‖ĝ1,j ′‖L∞ . (2αk + 210k)−1,

2−2βk̃2(1−β)j
′

‖g2,j ′‖L2 + 2(1/2−β)̃k‖ĝ2,j ′‖L∞

+ 2(γ−β−5/2)̃k2γj
′

‖ĝ2,j ′‖L1 . (2αk + 210k)−1,

(5.5)

and moreover

2(γ−β−1/2)̃k22k+2γj
′

sup
R∈[2−j ′ ,2k], ξ0∈R3

R−2
‖ĝ2,j ′‖L1(B(ξ0,R))

. (2αk + 210k)−1. (5.6)

Then we decompose, using (5.3) and (5.5),

ϕ̃
(k)
j (x) · PkQf (x) = G1 +G2,

G1(x) :=
∑
j ′≥−k̃

ϕ̃
(k)
j (x) · (g1,j ′ ∗Kk)(x)+

∑
j ′≥−k̃, |j ′−j |≥4

ϕ̃
(k)
j (x) · (g2,j ′ ∗Kk)(x),

G2(x) :=
∑

j ′≥−k̃, |j ′−j |≤3

ϕ̃
(k)
j (x) · (g2,j ′ ∗Kk)(x).

(5.7)
In view of the definitions, for (5.2) it suffices to prove that

‖G1‖B1
k,j
+ ‖G2‖B2

k,j
. 1. (5.8)

To prove the bound ‖G1‖B1
k,j

. 1 we notice first that∑
j ′≥−k̃, |j ′−j |≤3

‖ϕ̃
(k)
j · (g1,j ′ ∗Kk)‖L2

.
∑

j ′≥−k̃, |j ′−j |≤3

‖g1,j ′‖L2 . (2αk + 210k)−12−(1+β)j ,

∑
j ′≥−k̃, |j ′−j |≤3

‖F[ϕ̃(k)j · (g1,j ′ ∗Kk)]‖L∞

.
∑

j ′≥−k̃, |j ′−j |≤3

‖ĝ1,j ′‖L∞ . (2αk + 210k)−12−(1/2−β)̃k.
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Therefore it remains to prove that∑
j ′≥−k̃, |j ′−j |≥4

[
‖ϕ̃

(k)
j · (g1,j ′ ∗Kk)‖L2 + ‖ϕ̃

(k)
j · (g2,j ′ ∗Kk)‖L2

]
. (2αk + 210k)−12−(1+β)j ,∑

j ′≥−k̃, |j ′−j |≥4

[
‖F[ϕ̃(k)j · (g1,j ′ ∗Kk)]‖L∞ + ‖F[ϕ̃(k)j · (g2,j ′ ∗Kk)]‖L∞

]
. (2αk + 210k)−12−(1/2−β)̃k.

(5.9)

Since
‖F[ϕ̃(k)j · h]‖L∞ . ‖ϕ̃(k)j · h‖L1 . 23j/2

‖ϕ̃
(k)
j · h‖L2 ,

for (5.9) it suffices to prove that∑
j ′≥−k̃, |j ′−j |≥4

[
‖ϕ̃

(k)
j · (g1,j ′ ∗Kk)‖L2 + ‖ϕ̃

(k)
j · (g2,j ′ ∗Kk)‖L2

]
. (2αk + 210k)−12−3j/22−(1/2−β)̃k. (5.10)

Notice that if |j − j ′| ≥ 4 and µ ∈ {1, 2} then

ϕ̃
(k)
j (x) · (gµ,j ′ ∗Kk)(x) = ϕ̃

(k)
j (x) · (gµ,j ′ ∗Kk,j,j ′)(x)

where Kk,j,j ′(z) := Kk(z) · ϕ[max(j,j ′)−10,∞)(z).

Therefore, by (5.4),∑
j ′≥−k̃, |j ′−j |≥4

[
‖ϕ̃

(k)
j · (g1,j ′ ∗Kk)‖L2 + ‖ϕ̃

(k)
j · (g2,j ′ ∗Kk)‖L2

]
. 23j/2

∑
j ′≥−k̃, |j ′−j |≥4

(‖g1,j ′‖L1 + ‖g2,j ′‖L1)‖Kk,j,j ′‖L∞

. 23j/2
∑
j ′≥−k̃

23j ′/2(2αk + 210k)−1
· 2−(1−β)j

′

22βk̃
· 23k(1+ 2k2max(j,j ′))−6

. (2αk + 210k)−12−3j/22−(1/2−β)̃k · 2−|k+j |,

which suffices to prove the desired bound (5.10).
To prove the bound ‖G2‖B2

k,j
. 1 in (5.8) we notice first that

‖G2‖L2 .
∑

j ′≥−k̃, |j ′−j |≤3

‖g2,j ′‖L2 . (2αk + 210k)−12−(1−β)j22βk̃,

‖Ĝ2‖L∞ .
∑

j ′≥−k̃, |j ′−j |≤3

‖ĝ2,j ′‖L∞ . (2αk + 210k)−12−(1/2−β)̃k,

by the assumptions on g2,j ′ in (5.5). Therefore it remains to prove that

2(γ−β−1/2)̃k22k+2γj
′

R−2
‖F[ϕ̃(k)j · (g2,j ′ ∗Kk)]‖L1(B(ξ0,R))

. (2αk + 210k)−1 (5.11)

for any R ∈ [2−j , 2k], ξ0 ∈ R3, and j ′ ∈ [j − 3, j + 3] ∩ Z.
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To prove (5.11) we notice that, for any ξ ∈ B(ξ0, R),

|F[ϕ̃(k)j · (g2,j ′ ∗Kk)](ξ)| .
∫
R3
|ĝ2,j ′(ξ − η)| |F(ϕ̃(k)j )(η)| dη

.
∫
R3
|ĝ2,j ′(ξ − η)|23j (1+ 2j |η|)−6 dη.

Therefore

‖F[ϕ̃(k)j · (g2,j ′ ∗Kk)]‖L1(B(ξ0,R))
. sup
ξ1∈R3

‖ĝ2,j ′‖L1(B(ξ1,R))
,

and the desired bound (5.11) follows from (5.6). ut

We now prove several dispersive estimates.

Lemma 5.2. (i) For any k ∈ Z, t ∈ R, σ ∈ {1, . . . , d}, and g ∈ L1(R3) we have

‖P(−∞,k]e
it3σ g‖L∞ . (1+ |t |)−3/223k+‖g‖L1 . (5.12)

(ii) Assume ‖f ‖Z ≤ 1, t ∈ R, (k, j) ∈ J , and let k̃ = min(k, 0) and

fk,j := P[k−2,k+2][ϕ̃
(k)
j · Pkf ].

Then
‖fk,j‖L2 . (2αk + 210k)−1

· 22βk̃2−(1−β)j (5.13)

and
sup
ξ∈R3

∣∣Dρξ f̂k,j (ξ)∣∣ .|ρ| (2αk + 210k)−1
· 2−(1/2−β)̃k2|ρ|j . (5.14)

Moreover, for σ ∈ {1, . . . , d}, if k ≤ 0 then

‖eit3σ fk,j‖L∞ . 2−αk min(2−(1+β)j23k/2, (1+ |t |)−3/22(1/2−β)j )

+ 2−αk min(2(−γ+β+5/2)k2−γj , (1+ |t |)−3/22(1/2+β)j22βk). (5.15)

If k ≥ 0 then

‖eit3σ fk,j‖L∞ . 2−6k min(2−(1+β)j , (1+ |t |)−3/22(1/2−β)j )

+ 2−6k min(2−γj , (1+ |t |)−3/22(1/2+β)j ). (5.16)

(iii) As a consequence ∑
j≥max(−k,0)

‖fk,j‖L2 . min(2(1+β−α)k, 2−10k) (5.17)

and8 ∑
j≥max(−k,0)

‖eit3σ fk,j‖L∞ . min(2(1/2−β−α)k, 2−6k)(1+ |t |)−1−β . (5.18)

8 In many places we will be able to use the simpler bound (5.18), instead of the more precise
bounds (5.15) and (5.16).
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Proof. The dispersive bound (5.12) is well-known. To prove the bounds in (ii), we start
by decomposing, as in (2.23)–(2.26),

ϕ̃
(k)
j · Pkf = g1,j + g2,j , g1,j = g1,j · ϕ̃

(k)
[j−2,j+2], g2,j = g2,j · ϕ̃

(k)
[j−2,j+2],

2(1+β)j‖g1,j‖L2 + 2(1/2−β)̃k‖ĝ1,j‖L∞ . (2αk + 210k)−1,

2−2βk̃2(1−β)j‖g2,j‖L2 + 2(1/2−β)̃k‖ĝ2,j‖L∞

+ 2(γ−β−5/2)̃k2γj‖ĝ2,j‖L1 . (2αk + 210k)−1.

(5.19)

The bound (5.13) follows easily. To prove (5.14) we use the formulas in the first line of
(5.19) to write, for µ = 1, 2,

ĝµ,j (ξ) = c

∫
R3
ĝµ,j (η)F(ϕ̃(k)[j−2,j+2])(ξ − η) dη.

Therefore

D
ρ
ξ ĝµ,j (ξ) = c

∫
R3
ĝµ,j (η)F(xρ · ϕ̃(k)[j−2,j+2])(ξ − η) dη.

The desired bounds (5.14) follow from the bounds ‖ĝµ,j‖L∞ . (2αk+210k)−12−(1/2−β)̃k

(see (5.19)).
We now prove the bounds (5.15). Assuming k ≤ 0 we estimate

‖eit3σP[k−2,k+2]g1,j‖L∞ . 23k/2
‖g1,j‖L2 . 23k/2

· 2−αk2−(1+β)j ,

and, by (5.12),

‖eit3σP[k−2,k+2]g1,j‖L∞ . (1+ |t |)−3/2
‖g1,j‖L1 . (1+ |t |)−3/223j/2

‖g1,j‖L2

. (1+ |t |)−3/223j/2
· 2−αk2−(1+β)j .

Therefore

‖eit3σP[k−2,k+2]g1,j‖L∞ . 2−αk min(2−(1+β)j23k/2, (1+ |t |)−3/22(1/2−β)j ). (5.20)

Similarly,

‖eit3σP[k−2,k+2]g2,j‖L∞ . ‖ĝ2,j‖L1 . 2−αk2(−γ+β+5/2)k2−γj ,

and, by (5.12),

‖eit3σP[k−2,k+2]g2,j‖L∞ . (1+ |t |)−3/2
‖g2,j‖L1 . (1+ |t |)−3/223j/2

‖g2,j‖L2

. (1+ |t |)−3/223j/2
· 2−αk22βk2−(1−β)j .

Therefore

‖eit3σP[k−2,k+2]g2,j‖L∞ . 2−αk min(2(−γ+β+5/2)k2−γj , (1+ |t |)−3/22(1/2+β)j22βk).

(5.21)
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Similarly, if k ≥ 0 then we estimate

‖eit3σP[k−2,k+2]g1,j‖L∞ . 23k/2
‖g1,j‖L2 . 23k/2

· 2−10k2−(1+β)j ,

and, by (5.12),

‖eit3σP[k−2,k+2]g1,j‖L∞ . (1+ |t |)−3/223k
‖g1,j‖L1 . (1+ |t |)−3/223k23j/2

‖g1,j‖L2

. (1+ |t |)−3/223k23j/2
· 2−10k2−(1+β)j .

Therefore,

‖eit3σP[k−2,k+2]g1,j‖L∞ . 2−6k min(2−(1+β)j , (1+ |t |)−3/22(1/2−β)j ). (5.22)

Similarly,
‖eit3σP[k−2,k+2]g2,j‖L∞ . ‖ĝ2,j‖L1 . 2−10k2−γj ,

and, by (5.12),

‖eit3σP[k−2,k+2]g2,j‖L∞ . (1+ |t |)−3/223k
‖g2,j‖L1 . (1+ |t |)−3/223k23j/2

‖g2,j‖L2

. (1+ |t |)−3/223k23j/2
· 2−10k2−(1−β)j .

Therefore

‖eit3σP[k−2,k+2]g2,j‖L∞ . 2−6k min(2−γj , (1+ |t |)−3/22(1/2+β)j ). (5.23)

The last bound in (5.15) follows from (5.22) and (5.23).
(iii) The desired bounds follow directly from (5.13), (5.15), and (5.16), by summation

over j . ut

Lemma 5.3. Assume that k, k1, k2 ∈ Z, and p, q ∈ [2,∞] satisfy 1/p + 1/q = 1/2.
Then ∥∥∥∥ ∫

R3
ϕk(ξ)ϕk1(ξ − η)ϕk2(η) · f̂ (ξ − η)ĝ(η) dη

∥∥∥∥
L2
ξ

. ‖f ‖Lp‖g‖Lq . (5.24)

More generally, if k1 ≤ k2 and Ak;k1,k2 : R× R→ C satisfies

sup
|x|∈[2k−1,2k+1], |y|∈[2k1−1,2k1+1

]

sup
|ρ|,|σ |∈[0,4]

λ−|ρ|λ
−|σ |
1 |DρxD

σ
yAk;k1,k2(x, y)| ≤ 1 (5.25)

for some λ, λ1 ∈ (0,∞), then∥∥∥∥ ∫
R3
Ak;k1,k2(ξ, ξ − η)ϕk(ξ)ϕk1(ξ − η)ϕk2(η) · f̂ (ξ − η)ĝ(η) dη

∥∥∥∥
L2
ξ

. (1+ 23kλ3)(1+ 23k1λ3
1)‖f ‖Lp‖g‖Lq . (5.26)
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Proof. The bound (5.24) follows from the Plancherel theorem. To prove (5.26), letting

F(ξ) :=

∫
R3
Ak;k1,k2(ξ, ξ − η)ϕk(ξ)ϕk1(ξ − η)ϕk2(η) · f̂ (ξ − η)ĝ(η) dη

we calculate

(F−1F)(x) = c

∫
R3×R3

f (y)g(z)Kk;k1,k2(x; y, z) dy dz,

where

Kk;k1,k2(x; y, z) :=

∫
R3×R3

ei(x−z)·ξ ei(z−y)·ηA(ξ, η)ϕk(ξ)ϕk1(η)ϕk2(ξ − η) dξ dη.

By integration by parts and (5.25),

|Kk;k1,k2(x; y, z)| . 23k
(

1+
|x − z|

2−k + λ

)−4

· 23k1

(
1+

|z− y|

2−k1 + λ1

)−4

,

and the desired bound (5.26) follows. ut

The following general oscillatory integral estimate is used repeatedly in the proofs.

Lemma 5.4. Assume that 0 < ε ≤ 1/ε ≤ K , N ≥ 1 is an integer, and f, g ∈ CN (Rn).
Then ∣∣∣∣ ∫

Rn
eiKf g dx

∣∣∣∣ .N (Kε)−N ∑
|ρ|≤N

ε|ρ|‖Dρx g‖L1 (5.27)

provided that f is real-valued and

|∇xf | ≥ 1supp g, ‖Dρx f · 1supp g‖L∞ .N ε
1−|ρ|, 2 ≤ |ρ| ≤ N. (5.28)

Proof. We localize first to balls of size ≈ ε. Using the assumptions in (5.28) we may
assume that inside each small ball, one of the directional derivatives of f is bounded
away from 0, say |∂1f | &N 1. Then we integrate by parts N times in x1, and the desired
bound (5.27) follows. ut

5.2. Analysis of the functions 8σ ;µ,ν and 4µ,ν

For σ ∈ {1, . . . , d} and µ, ν ∈ Id , with

µ = (σ1ι1), ν = (σ2ι2), σ1, σ2 ∈ {1, . . . , d}, ι1, ι2 ∈ {+,−}, (5.29)

recall the definitions of the smooth functions3σ : R3
→ (0,∞),8σ ;µ,ν : R3

×R3
→ R

and 4µ,ν : R3
× R3

→ R3,

3σ (ξ) = (b
2
σ + c

2
σ |ξ |

2)1/2,

8σ ;µ,ν(ξ, η) = 3σ (ξ)− 3̃µ(ξ − η)− 3̃ν(η),

4µ,ν(ξ, η) = (∇η8
σ ;µ,ν)(ξ, η) = −ι1

c2
σ1
(η − ξ)

(b2
σ1
+ c2

σ1
|η − ξ |2)1/2

− ι2
c2
σ2
η

(b2
σ2
+ c2

σ2
|η|2)1/2

.

(5.30)
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In this subsection we prove several lemmas describing the structure of almost resonant
sets, which are the sets where both |8σ ;µ,ν(ξ, η)| and |4µ,ν(ξ, η)| are small. These lem-
mas are used at several key places in the proof of Proposition 4.1. Recall the sets

Lσ ;µ,ν
k,k1,k2;δ1,δ2

= {(ξ, η) ∈ R3
× R3

: |ξ | ∈ [2k−4, 2k+4
], |ξ − η| ∈ [2k1−4, 2k1+4

],

|η| ∈ [2k2−4, 2k2+4
], |4µ,ν(ξ, η)| ≤ δ1, |8

σ ;µ,ν(ξ, η)| ≤ δ2}, (5.31)

defined for σ ∈ {1, . . . , d}, µ, ν ∈ Id , k, k1, k2 ∈ Z, δ1, δ2 ∈ (0,∞).

Lemma 5.5. (i) Assume that

k ≤ −D/100, δ12k2 ≤ 2−D/100, δ2 ≤ 2−D/100. (5.32)

Then
Lσ ;µ,ν
k,k1,k2;δ1,δ2

= ∅. (5.33)

(ii) Alternatively, assume that

max(k1, k2) ≥ D/2, δ1 ≤ 2−D2−4 max(k1,k2), δ2 ≤ 2−D2−max(k1,k2). (5.34)

Then
Lσ ;µ,ν
k,k1,k2;δ1,δ2

= ∅. (5.35)

Proof. (i) Assume that there is a point (ξ, η) ∈ Lσ ;µ,ν
k,k1,k2;δ1,δ2

. Since k ≤ −D/100 and
|8σ ;µ,ν(ξ, η)| ≤ 2−D/100, using the assumption |bσ ± bσ1 ± bσ2 | ≥ 1/A (see (2.28)) we
obtain

k1, k2 ≥ −CA; (5.36)

in this proof, we let CA denote constants in [1,∞) that may depend only on A. Moreover,∣∣(b2
σ + c

2
σ |ξ |

2)1/2 − ι1(b
2
σ1
+ c2

σ1
|η − ξ |2)1/2 − ι2(b

2
σ2
+ c2

σ2
|η|2)1/2

∣∣ ≤ 2−D/100.

Since∣∣(b2
σ + c

2
σ |ξ |

2)1/2 − bσ
∣∣+ ∣∣(b2

σ1
+ c2

σ1
|η − ξ |2)1/2 − (b2

σ1
+ c2

σ1
|η|2)1/2

∣∣ ≤ CA2−D/100,

it follows that∣∣−bσ + ι1(b2
σ1
+ c2

σ1
|η|2)1/2 + ι2(b

2
σ2
+ c2

σ2
|η|2)1/2

∣∣ ≤ CA2−D/100. (5.37)

Using the definitions (5.29)–(5.31), we see that∣∣∣∣ι1 c2
σ1
(η − ξ)

(b2
σ1
+ c2

σ1
|η − ξ |2)1/2

+ ι2
c2
σ2
η

(b2
σ2
+ c2

σ2
|η|2)1/2

∣∣∣∣ ≤ CAδ1.

Since ∣∣∣∣ c2
σ1
(η − ξ)

(b2
σ1
+ c2

σ1
|η − ξ |2)1/2

−
c2
σ1
η

(b2
σ1
+ c2

σ1
|η|2)1/2

∣∣∣∣ ≤ CA2k−k2 ,
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it follows that ι1 · ι2 = −1 and∣∣∣∣ c2
σ1
η

(b2
σ1
+ c2

σ1
|η|2)1/2

−
c2
σ2
η

(b2
σ2
+ c2

σ2
|η|2)1/2

∣∣∣∣ ≤ CA(δ1 + 2k−k2).

Therefore ∣∣(c4
σ2
c2
σ1
− c4

σ1
c2
σ2
)|η|2 + (b2

σ1
c4
σ2
− b2

σ2
c4
σ1
)
∣∣ ≤ CA(δ122k2 + 2k+k2).

In view of the assumption in the second line of (2.28), this implies that

|c4
σ2
c2
σ1
− c4

σ1
c2
σ2
| |η|2 ≤ CA(δ122k2 + 2k+k2),

|b2
σ1
c4
σ2
− b2

σ2
c4
σ1
| ≤ CA(δ122k2 + 2k+k2).

Therefore

|cσ1 − cσ2 | ≤ CA(δ1 + 2k−k2), |bσ1 − bσ2 | ≤ CA(δ122k2 + 2k+k2),

which shows that∣∣(b2
σ1
+ c2

σ1
|η|2)1/2 − (b2

σ2
+ c2

σ2
|η|2)1/2

∣∣ ≤ CA(δ12k2 + 2k).

This contradicts (5.37), since ι1 · ι2 = −1 and 2k + δ12k2 ≤ CA2−D/100.
(ii) As before, assume that there is a point (ξ, η) ∈ Lσ ;µ,ν

k,k1,k2;δ1,δ2
. Assume that η = re,

ξ = se + v, r ∈ [2k2−4, 2k2+4
], e ∈ S2, s ∈ R, v · e = 0. The condition |4(ξ, η)| ≤ δ1

gives∣∣∣∣ι1 c2
σ1
(r − s)

(b2
σ1
+ c2

σ1
((r − s)2 + |v|2)1/2

+ι2
c2
σ2
r

(b2
σ2
+ c2

σ2
r2)1/2

∣∣∣∣+ c2
σ1
|v|

(b2
σ1
+ c2

σ1
((r − s)2 + |v|2)1/2

≤ CAδ1.

Therefore

2min(k1,k2) ≥ C−1
A , |v| ≤ CAδ12max(k1,k2),

r ∈ [2k2−6, 2k2+6
], |s| ∈ [2k−6, 2k+6

], |r − s| ∈ [2k1−6, 2k1+6
],

(5.38)

∣∣∣∣ι1 c2
σ1
(r − s)

(b2
σ1
+ c2

σ1
(r − s)2)1/2

+ ι2
c2
σ2
r

(b2
σ2
+ c2

σ2
r2)1/2

∣∣∣∣ ≤ CAδ1. (5.39)

Assume first that

min(k1, k2) ≥ max(k1, k2)−D/10. (5.40)

Using (5.38)–(5.39) and the assumption (5.34), and recalling that |cσ1 − cσ2 | ∈ {0} ∪
[1/A,∞) (see (2.28)), we obtain

cσ1 = cσ2 , ι1ι2(r − s) < 0,
∣∣bσ2 |r − s| − bσ1r

∣∣ ≤ CAδ123 max(k1,k2). (5.41)
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As a consequence of the last inequality and the assumption |bσ1 − bσ2 | ∈ {0}∪ [1/A,∞),

either |s| ≥ 2max(k1,k2)−D/10 or bσ1 = bσ2 and |s| ≤ CAδ123 max(k1,k2). (5.42)

To use the condition |8σ ;µ,ν(ξ, η)| ≤ δ2, we estimate first, using (5.38) and (5.40),

√
b2
σ1
+ c2

σ1
|η − ξ |2 = cσ1 |r − s| +

b2
σ1

2cσ1 |r − s|
+OA(2−3 min(k1,k2)),

√
b2
σ2
+ c2

σ2
|η|2 = cσ2r +

b2
σ2

2cσ2r
+OA(2−3 min(k1,k2)).

Therefore, by again, (5.38) and (5.41),

|8σ ;µ,ν(ξ, η)| =
∣∣√b2

σ + c
2
σ |ξ |

2 − ι1

√
b2
σ1
+ c2

σ1
|η − ξ |2 − ι2

√
b2
σ2
+ c2

σ2
|η|2

∣∣
=

∣∣∣∣ι2√b2
σ + c

2
σ s

2 − ι1ι2

(
cσ1 |r − s| +

b2
σ1

2cσ1 |r − s|

)
−

(
cσ2r +

b2
σ2

2cσ2r

)∣∣∣∣
+OA(2−3 min(k1,k2))

=

∣∣∣∣ι2√b2
σ + c

2
σ s

2 − cσ1s +
b2
σ1

2cσ1(r − s)
−

b2
σ2

2cσ1r

∣∣∣∣+OA(2−3 min(k1,k2)). (5.43)

We now examine the alternatives in (5.42). Clearly, if |s| ≤ CAδ123 max(k1,k2) then
|8σ ;µ,ν(ξ, η)| ≥ C−1

A , in contradiction with the assumption |8σ ;µ,ν(ξ, η)| ≤ δ2.
On the other hand, if |s| ≥ 2max(k1,k2)−D/10, then using (5.43) and the assumption
|8σ ;µ,ν(ξ, η)| ≤ δ2, we obtain

cσ = cσ1 , ι2|s| = s,

∣∣∣∣b2
σ

s
+

b2
σ1

r − s
−
b2
σ2

r

∣∣∣∣ ≤ CA2−D2−max(k1,k2). (5.44)

We compare now with the last inequality in (5.41), written in the form∣∣∣∣bσ2

r
−

bσ1

|r − s|

∣∣∣∣ ≤ CA2−D2−max(k1,k2).

Letting λ := bσ2/r ∈ [C
−1
A 2−k2 , CA2−k2 ] yields

∣∣bσ1 − λ|r − s|
∣∣ ≤ CA2−D . Using the

last inequality in (5.44) shows that |b2
σ − λ

2s2
| ≤ CA2−D . Therefore

|bσ2 − λr| +
∣∣bσ1 − λ|r − s|

∣∣+ ∣∣bσ − λ|s|∣∣ ≤ CA2−D,

which contradicts the assumption in the first line of (2.27).
Assume now that

min(k1, k2) ≤ max(k1, k2)−D/10 and k1 ≤ k2. (5.45)
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Using (5.38)–(5.39) and the assumption (5.34) we obtain

ι1ι2(r − s) < 0,
∣∣∣∣ c2

σ1
|r − s|√

b2
σ1
+ c2

σ1
|r − s|2

− cσ2

∣∣∣∣ ≤ CA2−2 max(k1,k2). (5.46)

Since |r − s| ≤ 2k1+6
≤ CA2−D/102max(k1,k2) it follows from the inequality above that

cσ1 > cσ2 , therefore cσ1 ≥ cσ2+1/A. Using again the last inequality in (5.41), we deduce
that |r − s| ≤ CA and s ≥ 2k2−10. Therefore we can write

|8σ ;µ,ν(ξ, η)| =
∣∣√b2

σ + c
2
σ |ξ |

2 − ι1

√
b2
σ1
+ c2

σ1
|η − ξ |2 − ι2

√
b2
σ2
+ c2

σ2
|η|2

∣∣
=
∣∣cσ s − ι1√b2

σ1
+ c2

σ1
|r − s|2 − ι2cσ2r

∣∣+OA(2−k2). (5.47)

From the assumption |8σ ;µ,ν(ξ, η)| ≤ δ2 and the inequalities |r − s| ≤ CA and s, r ≥
2k2−10 proved earlier, it follows that cσ = cσ2 , ι2 = 1, and∣∣cσ2 |r − s| −

√
b2
σ1
+ c2

σ1
|r − s|2

∣∣ ≤ CA2−k2 .

It is easy to see that this contradicts the last inequality in (5.46) and the inequality cσ1 ≥

cσ2 + 1/A proved earlier.
The proof in the remaining case

min(k1, k2) ≤ max(k1, k2)−D/10 and k1 ≥ k2

is similar. ut

To deal with the space-time resonant region we need a more precise description of the
sublevel sets of the functions 8σ ;µ,ν and |4µ,ν |. The estimates in Lemmas 5.6 and 5.8
below are used only in the proof of Proposition 4.11.

We define functions rµ,ν : (0,∞) → R, µ = (σ1ι1), ν = (σ2ι2), in the following
way:

(a) If ι1 · ι2 = 1 then rµ,ν(s) is defined, for any s > 0, as the unique solution r ∈ [0, s]
of the equation

c4
σ1
(s − r)2

b2
σ1
+ c2

σ1
(s − r)2

−
c4
σ2
r2

b2
σ2
+ c2

σ2
r2 = 0. (5.48)

(b) If {ι1 · ι2 = −1, cσ1 > cσ2} or {ι1 · ι2 = −1, cσ1 = cσ2 , bσ2 > bσ1} then rµ,ν(s)
is defined, for any s > 0, as the unique solution r ∈ [s,∞) of the equation

(c4
σ1
c2
σ2
− c4

σ2
c2
σ1
)(r − s)2 + c4

σ1
b2
σ2
(1− s/r)2 − c4

σ2
b2
σ1
= 0. (5.49)

(c) If {ι1 · ι2 = −1, cσ1 < cσ2} or {ι1 · ι2 = −1, cσ1 = cσ2 , bσ1 > bσ2} then rµ,ν(s)
is defined, for any s > 0, as the unique solution r ∈ (−∞, 0] of the equation

(c4
σ2
c2
σ1
− c4

σ1
c2
σ2
)r2
+ c4

σ2
b2
σ1
r2/(r − s)2 − c4

σ1
b2
σ2
= 0. (5.50)

The function rµ,ν is not defined (nor needed) when {ι1 ·ι2=−1, cσ1=cσ2 , bσ1=bσ2}.
Notice that rµ,ν is well-defined since the functions in (5.48)–(5.50) are strictly monotonic
(as functions of r) and change sign in the respective ranges.
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Lemma 5.6. Assume that σ ∈ {1, . . . , d}, µ = (σ1ι1), ν = (σ2ι2) ∈ Id , k, k1, k2 ∈

[−D, 2D] ∩ Z, δ ∈ [0, 2−10D
], and assume that there is a point (ξ, η) ∈ R3

× R3

satisfying

|ξ | ∈ [2k−4, 2k+4
], |η| ∈ [2k2−4, 2k2+4

],

|ξ − η| ∈ [2k1−4, 2k1+4
], |4µ,ν(ξ, η)| ≤ δ.

(5.51)

Then, with rµ,ν defined as above and letting pµ,ν(ξ) := rµ,ν(|ξ |)ξ/|ξ |, we have∣∣η − pµ,ν(ξ)∣∣ ≤ 28Dδ, ξµ,ν(ξ, pµ,ν(ξ)) = 0. (5.52)

Moreover, for any s ∈ [2k−6, 2k+6
],

min
(
|(∂sr

µ,ν)(s)|, |1− (∂srµ,ν)(s)|
)
≥ 2−4D,

|(Dρs r
µ,ν)(s)| ≤ 220D, ρ = 0, 1, . . . 4.

(5.53)

Proof. We remark first that the existence of a point (ξ, η) satisfying (5.51) implies non-
trivial assumptions on k, k1, k2 and the coefficients ι1, ι2, cσ1 , cσ2 , bσ1 , bσ2 . The conclu-
sions of the lemma depend, of course, on the existence of a point (ξ, η) satisfying (5.51).

We examine the formula (5.30) and assume that ξ = |ξ |e for some unit vector e ∈ S2.
If η = ρe + v with ρ ∈ R, v ∈ R3, and v · e = 0, then the condition |4µ,ν(ξ, η)| ≤ δ
shows that∣∣∣∣ ι1c

2
σ1
v√

b2
σ1
+ c2

σ1
(|v|2 + (ρ − |ξ |)2)

+
ι2c

2
σ2
v√

b2
σ2
+ c2

σ2
(|v|2 + ρ2)

∣∣∣∣ ≤ δ,
∣∣∣∣ ι1c

2
σ1
(ρ − |ξ |)√

b2
σ1
+ c2

σ1
(|v|2 + (ρ − |ξ |)2)

+
ι2c

2
σ2
ρ√

b2
σ2
+ c2

σ2
(|v|2 + ρ2)

∣∣∣∣ ≤ δ.
(5.54)

In particular, by the second equation in (5.54),∣∣∣∣ ι1c
2
σ1√

b2
σ1
+ c2

σ1
(|v|2 + (ρ − |ξ |)2)

+
ι2c

2
σ2√

b2
σ2
+ c2

σ2
(|v|2 + ρ2)

∣∣∣∣|ρ| ≥ C−1
A 2k−k1;

in this proof, the constants CA ∈ [1,∞) may depend only on the parameter A. Since
|ρ| ≤ CA2k2 it follows that∣∣∣∣ ι1c

2
σ1√

b2
σ1
+ c2

σ1
(|v|2 + (ρ − |ξ |)2)

+
ι2c

2
σ2√

b2
σ2
+ c2

σ2
(|v|2 + ρ2)

∣∣∣∣ ≥ C−1
A 2k−k1−k2 .

Using now the inequality in the first line of (5.54) we have

|v| ≤ CA2k1+k2−kδ, |ρ| ∈ [2k2−6, 2k2+6
],

∣∣ρ − |ξ |∣∣ ∈ [2k1−6, 2k1+6
]. (5.55)
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We now analyze more carefully the inequality in the second line of (5.54). Using
(5.55) we see that∣∣∣∣ c2

σ1
(ρ − |ξ |)√

b2
σ1
+ c2

σ1
(|v|2 + (ρ − |ξ |)2)

−
c2
σ1
(ρ − |ξ |)√

b2
σ1
+ c2

σ1
(ρ − |ξ |)2

∣∣∣∣
+

∣∣∣∣ c2
σ2
ρ√

b2
σ2
+ c2

σ2
(|v|2 + ρ2)

−
c2
σ2
ρ√

b2
σ2
+ c2

σ2
ρ2

∣∣∣∣ ≤ δ.
Therefore ∣∣∣∣ ι1c

2
σ1
(ρ − |ξ |)√

b2
σ1
+ c2

σ1
(ρ − |ξ |)2

+
ι2c

2
σ2
ρ√

b2
σ2
+ c2

σ2
ρ2

∣∣∣∣ ≤ 4δ. (5.56)

We consider two cases. If ι1 · ι2 = 1 then ρ ∈ [0, |ξ |] and equation (5.56) shows that∣∣∣∣ c4
σ1
(|ξ | − ρ)2

b2
σ1
+ c2

σ1
(|ξ | − ρ)2

−
c4
σ2
ρ2

b2
σ2
+ c2

σ2
ρ2

∣∣∣∣ ≤ CAδ.
In this case we let s := |ξ | and use the definition (5.48). Using also (5.55) we see that
|ρ − rµ,ν(s)| ≤ CA26Dδ, and the desired conclusion (5.52) follows in this case.

Assume now ι1 · ι2 = −1 and either cσ1 > cσ2 or {cσ1 = cσ2 , bσ2 > bσ1}. From
(5.55), (5.56), and the assumption (2.28), it follows that c4

σ1
b2
σ2
≥ c4

σ2
b2
σ1

, ρ ∈ [|ξ |,∞),
k1 ≤ k2 + 10, and ∣∣∣∣ c4

σ1
(ρ − |ξ |)2

b2
σ1
+ c2

σ1
(ρ − |ξ |)2

−
c4
σ2
ρ2

b2
σ2
+ c2

σ2
ρ2

∣∣∣∣ ≤ CAδ.
Therefore

|(c4
σ1
c2
σ2
− c4

σ2
c2
σ1
)(ρ − |ξ |)2 + c4

σ1
b2
σ2
(1− |ξ |/ρ)2 − c4

σ2
b2
σ1
| ≤ CAδ(1+ 22k1).

Recall that either c2
σ1
− c2

σ2
≥ C−1

A or c4
σ1
b2
σ2
− c4

σ2
b2
σ1
≥ C−1

A . Then we let, as before,
s := |ξ | and use the definition (5.49). The conclusion (5.52) follows, using also (5.55).

The argument is similar if ι1 · ι2 = −1 and either cσ1 < cσ2 or {cσ1 = cσ2 , bσ2 < bσ1}.
Using (5.55), (5.56), and the assumption (2.28), we deduce that c4

σ2
b2
σ1
≥ c4

σ1
b2
σ2

,
ρ ∈ (−∞, 0], k2 ≤ k1 + 10, and∣∣∣∣ c4

σ1
(ρ − |ξ |)2

b2
σ1
+ c2

σ1
(ρ − |ξ |)2

−
c4
σ2
ρ2

b2
σ2
+ c2

σ2
ρ2

∣∣∣∣ ≤ CAδ.
Therefore∣∣(c4

σ2
c2
σ1
− c4

σ1
c2
σ2
)ρ2
+ c4

σ2
b2
σ1
ρ2/(ρ − |ξ |)2 − c4

σ1
b2
σ2

∣∣ ≤ CAδ(1+ 22k2).

Then we let s := |ξ | and apply the definition (5.50). The conclusion (5.52) follows, using
also (5.55) and the fact that either c2

σ2
− c2

σ1
≥ C−1

A or c4
σ2
b2
σ1
− c4

σ1
b2
σ2
≥ C−1

A .
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To prove (5.53) we let, for simplicity of notation, r(s) = rµ,ν(s). We differentiate
(5.48), so[

c4
σ1
b2
σ1
(s − r)

[b2
σ1
+ c2

σ1
(s − r)2]2

+
c4
σ2
b2
σ2
r

[b2
σ2
+ c2

σ2
r2]2

]
· r ′(s) =

c4
σ1
b2
σ1
(s − r)

[b2
σ1
+ c2

σ1
(s − r)2]2

.

Using again equation (5.48) we see that

r ′(s) =
b2
σ1
c4
σ2
r3

b2
σ1
c4
σ2
r3 + b2

σ2
c4
σ1
(s − r)3

.

The desired bounds in (5.53) follow easily in this case since r(s) ≈ 2k2 , s − r(s) ≈ 2k1 .
Similarly, we differentiate (5.49) to get

[r2(c4
σ1
c2
σ2
− c4

σ2
c2
σ1
)+ c4

σ1
b2
σ2
s/r] · r ′(s) = r2(c4

σ1
c2
σ2
− c4

σ2
c2
σ1
)+ c4

σ1
b2
σ2
,

which gives

r ′(s) = 1+
c4
σ1
b2
σ2
(r − s)

(c4
σ1
c2
σ2
− c4

σ2
c2
σ1
)r3 + c4

σ1
b2
σ2
s
.

The desired bounds in (5.53) follow easily in this case as well.
Finally, we differentiate (5.50) to get[

(c4
σ2
c2
σ1
− c4

σ1
c2
σ2
)(s − r)3 + c4

σ2
b2
σ1
s
]
· r ′(s) = c4

σ2
b2
σ1
r,

which gives

r ′(s) =
c4
σ2
b2
σ1
r

(c4
σ2
c2
σ1
− c4

σ1
c2
σ2
)(s − r)3 + c4

σ2
b2
σ1
s
,

and the desired bounds in (5.53) follow easily. ut

Remark 5.7. The conclusions of Lemma 5.6 hold, in a suitable sense, without the as-
sumption k, k1, k2 ≤ 2D. More precisely, to prove the bound (4.28), we need the follow-
ing slightly stronger version: Assume that σ ∈ {1, . . . , d}, µ = (σ1ι1), ν = (σ2ι2) ∈ Id ,
k, k1, k2 ∈ [−D,∞) ∩ Z, δ ∈ [0, 2−8D2−4 max(k1,k2)], and assume that there is a point
(ξ, η) ∈ R3

× R3 satisfying

|ξ | ∈ [2k−4, 2k+4
], |η| ∈ [2k2−4, 2k2+4

],

|ξ − η| ∈ [2k1−4, 2k1+4
], |4µ,ν(ξ, η)| ≤ δ.

(5.57)

Then, with rµ,ν defined as in (5.48)–(5.50), and letting pµ,ν(ξ) = rµ,ν(|ξ |)ξ/|ξ |, we
have ∣∣η − pµ,ν(ξ)∣∣ . 24 max(k1,k2)δ, ξµ,ν(ξ, pµ,ν(ξ)) = 0. (5.58)

The proof of (5.58) is similar to the proof of (5.52) given above.
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Lemma 5.8. As in Lemma 5.6, assume that σ ∈ {1, . . . , d}, µ = (σ1ι1), ν = (σ2ι2) ∈

Id , k, k1, k2 ∈ [−D, 2D]∩Z, and assume that there is a point (ξ, η) ∈ R3
×R3 satisfying

|ξ | ∈ [2k−4, 2k+4
], |η| ∈ [2k2−4, 2k2+4

],

|ξ − η| ∈ [2k1−4, 2k1+4
], |4µ,ν(ξ, η)| ≤ 2−10D.

(5.59)

Define 9σ ;µ,ν : [2k−4, 2k+4
] → R by

9σ ;µ,ν(s) := 8σ ;µ,ν(se, rµ,ν(s)e)

= (b2
σ + c

2
σ s

2)1/2 − ι1[b
2
σ1
+ c2

σ1
(rµ,ν(s)− s)2]1/2 − ι2[b

2
σ2
+ c2

σ2
rµ,ν(s)2]1/2 (5.60)

for some e ∈ S2 (the definition, of course, does not depend on the choice of e). Then there
is some constant c̃ = c̃(ι1, ι2, cσ , bσ , cσ1 , bσ1 , cσ2 , bσ2) ∈ {−1, 1} with the property that

if s ∈ [2k−4, 2k+4
] and |9σ ;µ,ν(s)| ≤ 2−20D then c̃(∂s9

σ ;µ,ν)(s) ≥ 2−20D.

(5.61)

Proof. For simplicity of notation, let 9(s) := 9σ ;µ,ν(s) and r(s) := rµ,ν(s) in the rest
of the proof. Recalling that 4µ,ν(ξ, rµ,ν(|ξ |)ξ/|ξ |) = 0, we obtain

9 ′(s) =
c2
σ s√

b2
σ + c

2
σ s

2
+

ι1c
2
σ1
(r(s)− s)√

b2
σ1
+ c2

σ1
(r(s)− s)2

. (5.62)

Recall the identity (see (5.56))

ι1c
2
σ1
(r(s)− s)√

b2
σ1
+ c2

σ1
(r(s)− s)2

+
ι2c

2
σ2
r(s)√

b2
σ2
+ c2

σ2
r(s)2

= 0. (5.63)

Recalling (5.48)–(5.50), in proving (5.61) we need to consider five cases:

(ι1, ι2) = (1, 1), r(s) ∈ [0, s], (5.64)

or
(ι1, ι2) = (−1, 1), cσ1 ≥ cσ2 , r(s) ∈ [s,∞), (5.65)

or
(ι1, ι2) = (1,−1), cσ1 ≥ cσ2 , r(s) ∈ [s,∞), (5.66)

or
(ι1, ι2) = (1,−1), cσ1 ≤ cσ2 , r(s) ∈ (−∞, 0], (5.67)

or
(ι1, ι2) = (−1, 1), cσ1 ≤ cσ2 , r(s) ∈ (−∞, 0]. (5.68)

The desired lower bound in (5.61) follows easily from the identities (5.62) and (5.63),
with c̃ := 1, in the cases (5.66) and (5.68).



2428 Alexandru D. Ionescu, Benoit Pausader

We now consider the case described in (5.64) and rewrite, using (5.62) and (5.63),

9 ′(s) =
c2
σ s√

b2
σ + c

2
σ s

2
−

c2
σ1
(s − r(s))√

b2
σ1
+ c2

σ1
(s − r(s))2

=
c2
σ s√

b2
σ + c

2
σ s

2
−

c2
σ2
r(s)√

b2
σ2
+ c2

σ2
r(s)2

,

9(s) =

√
b2
σ + c

2
σ s

2 −

√
b2
σ1
+ c2

σ1
(s − r(s))2 −

√
b2
σ2
+ c2

σ2
r(s)2.

(5.69)

If cσ > cσ1 then c2
σbσ1 ≥ c2

σ1
bσ (see (2.28)), and the inequality 9 ′(s) ≥ 2−10D fol-

lows easily from (5.69), since |s| ≈A 2k, |r(s)| ≈A 2k2 , |s − r(s)| ≈A 2k1 . Similarly, if
cσ > cσ2 then c2

σbσ2 ≥ c2
σ2
bσ (see (2.28)), and the inequality 9 ′(s) & 2−10D follows

easily from (5.69).
On the other hand, if cσ ≤ min(cσ1 , cσ2), we consider two cases. Assume first that

max(cσ1 , cσ2) ≥ cσ + 1/A, min(cσ1 , cσ2) ≥ cσ .

In this case, using (5.69) and the assumption |9(s)| ≤ 2−20D , we estimate

−9 ′(s) =
c2
σ1
(s − r(s))+ c2

σ2
r(s)√

b2
σ1
+ c2

σ1
(s − r(s))2 +

√
b2
σ2
+ c2

σ2
r(s)2

−
c2
σ s√

b2
σ + c

2
σ s

2

≥
c2
σ1
(s − r(s))+ c2

σ2
r(s)− c2

σ s√
b2
σ + c

2
σ s

2
− 2−10D

≥ 2−10D.

The desired bound (5.61) follows.
In the remaining case cσ = cσ1 = cσ2 , we show that |9(s)| ≥ 2−10D , which would

suffice to prove (5.61) (since the hypothesis in (5.61) does not hold). Indeed, the identity
(5.63) shows that

b2
σ1
r(s)2 − b2

σ2
(s − r(s))2 = 0.

Letting κ := bσ1/bσ2 = (s − r(s))/r(s) ∈ [1/A2, A2
] and using also the assumption

|bσ − bσ1 − bσ2 | ≥ 1/A (see (2.28)), we estimate

|9(s)| =
∣∣√b2

σ + c
2
σ s

2 −

√
κ2b2

σ2
+ c2

σ κ
2r(s)2 −

√
b2
σ2
+ c2

σ r(s)
2
∣∣

≥ 2−3D
|(b2

σ + c
2
σ s

2)− (κ + 1)2(b2
σ2
+ c2

σ r(s)
2)|

≥ 2−3DC−1
A |bσ − (κ + 1)bσ2 | ≥ 2−3DC−1

A ,

as desired.
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We now consider the case described in (5.65) and rewrite, using (5.62) and (5.63),

9 ′(s) =
c2
σ s√

b2
σ + c

2
σ s

2
−

c2
σ1
(r(s)− s)√

b2
σ1
+ c2

σ1
(r(s)− s)2

=
c2
σ s√

b2
σ + c

2
σ s

2
−

c2
σ2
r(s)√

b2
σ2
+ c2

σ2
r(s)2

,

9(s) =

√
b2
σ + c

2
σ s

2 +

√
b2
σ1
+ c2

σ1
(r(s)− s)2 −

√
b2
σ2
+ c2

σ2
(r(s)2).

(5.70)

If cσ2 > cσ then c2
σ2
bσ ≥ c

2
σbσ2 (see (2.28)) and the inequality −9 ′(s) ≥ 2−10D follows

easily from (5.70), since |s| ≈A 2k, |r(s)| ≈A 2k2 , |s − r(s)| ≈A 2k1 . On the other hand,
if cσ2 ≤ min(cσ , cσ1) then, as before, we consider two cases. If

max(cσ , cσ1) ≥ cσ2 + 1/A, min(cσ , cσ1) ≥ cσ2 ,

then, using (5.70) and the assumption |9(s)| ≤ 2−20D , we estimate

9 ′(s) =
c2
σ s√

b2
σ + c

2
σ s

2
−

c2
σ2
r(s)− c2

σ1
(r(s)− s)√

b2
σ2
+ c2

σ2
r(s)2 −

√
b2
σ1
+ c2

σ1
(r(s)− s)2

≥
c2
σ s − c

2
σ2
r(s)+ c2

σ1
(r(s)− s)√

b2
σ + c

2
σ s

2
− 2−10D

≥ 2−10D,

as desired.
On the other hand, if cσ2 = cσ = cσ1 we show that |9(s)| ≥ 2−10D , which would

suffice to prove (5.61) (since the hypothesis in (5.61) does not hold). Indeed, arguing as
before, the identity (5.63) shows that

b2
σ1
r(s)2 − b2

σ2
(r(s)− s)2 = 0.

Letting κ := bσ1/bσ2 = (r(s) − s)/r(s) ∈ [1/A2, 1] and using the assumption |bσ +
bσ1 − bσ2 | ≥ 1/A (see (2.28)), we estimate

|9(s)| =
∣∣√b2

σ + c
2
σ s

2 +

√
κ2b2

σ2
+ c2

σ κ
2r(s)2 −

√
b2
σ2
+ c2

σ r(s)
2
∣∣

≥ 2−3D
|(b2

σ + c
2
σ s

2)− (1− κ)2(b2
σ2
+ c2

σ r(s)
2)|

≥ 2−3DC−1
A |bσ − (1− κ)bσ2 | ≥ 2−3DC−1

A ,

as desired.
The analysis in the case described in (5.67) is similar. This completes the proof of the

lemma. ut
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