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Abstract. We study regularity properties of the free boundary for the thin one-phase problem
which consists in minimizing the energy functional

E(u,�) =

ˆ
�
|∇u|2 dX +Hn({u > 0} ∩ {xn+1 = 0}), � ⊂ Rn+1,

among all functions u ≥ 0 which are fixed on ∂�.
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1. Introduction

In this paper we study minimizers u of the energy functional E associated to the thin
one-phase problem,

E(u,�) :=

ˆ
�

|∇u|2 dX +Hn({(x, 0) ∈ � : u(x, 0) > 0}), (1.1)

where � ⊂ Rn+1
= Rn × R and points in Rn+1 are denoted by X = (x, xn+1).

We are mainly concerned with the regularity of the free boundary of minimizers u,
that is, the set

F(u) := ∂Rn{u(x, 0) > 0} ∩� ⊂ Rn.

We also consider viscosity solutions to the thin one-phase problem (see problem (1.2)
below) and investigate the regularity of Lipschitz free boundaries.

Throughout this paper we consider only domains � and solutions u such that

� is symmetric with respect to {xn+1 = 0},
u ≥ 0 is even with respect to xn+1.
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The thin one-phase problem is closely related to the classical Bernoulli free bound-
ary problem (or one-phase problem) where the second term of the energy E is replaced
by Hn+1({u > 0}). In our setting the set {u = 0} occurs on the lower dimensional sub-
space Rn × {0} and the free boundary is expected to be n − 1-dimensional, whereas in
the classical case the free boundary is n-dimensional (lying in Rn+1). There is a wide lit-
erature on the regularity theory for the free boundary in the standard Bernoulli problem,
which has similarities to the regularity theory of minimal surfaces; see for example [AC,
ACF, C1, C2, C3, CJK, CS, DJ1, DJ2].

The thin one-phase problem was first introduced by Caffarelli, Roquejoffre and Sire
[CRS] as a variational problem involving fractionalH s norms. Such problems are relevant
in classical physical models in mediums where long range (non-local) interactions are
present; see [CRS] for further motivation. For example, if u defined in Rn+1 is a local
minimizer ofE, then its restriction to the n-dimensional space Rn×{0}minimizes locally
an energy of the type

cn‖u‖
2
H 1/2 +Hn({u > 0}).

In [CRS] the authors obtained the optimal regularity for minimizers u, the free bound-
ary condition along F(u) and proved that, in dimension n = 2, Lipschitz free boundaries
are C1. The question of the regularity of the free boundary in higher dimensions was left
open. In [DR] De Silva and Roquejoffre studied viscosity solutions of the thin one-phase
problem associated to the energy E and showed that flat free boundaries are C1,α . Mo-
tivated by the present paper, the current authors improved this result to C2,α regularity.
This estimate and some basic theorems for viscosity solutions were obtained in [DS] and
they play a crucial role in the present paper (see Section 2).

The thin two-phase problem, that is, when u is allowed to change sign, was considered
by Allen and Petrosyan [AP]. They showed that the positive and negative phases are
always separated, so the problem reduces locally back to a one-phase problem. They also
obtained a Weiss type monotonicity formula for minimizers and proved that, in dimension
n = 2, the free boundary is C1 in a neighborhood of a regular point.

The main difficulty in the thin-one phase problem occurs near the free boundary where
all derivatives of u blow up and the problem becomes degenerate. The method developed
by Caffarelli [C1, C2] for the C1,α regularity of the free boundary in the standard one-
phase problem does not seem to apply in this setting. The question of higher regularity is
also delicate.

In this paper we obtain regularity results for Lipschitz free boundaries based on a
Weiss type monotonicity formula and on C2,α estimates for flat solutions. The mono-
tonicity formula is used in a standard blow-up analysis near the free boundary and reduces
the regularity question to the problem of classifying global cones, i.e. global solutions
which are homogeneous of degree 1/2. The C2,α estimate for flat solutions allows us
to show that all Lipschitz cones are trivial. This general strategy of obtaining regularity
of Lipschitz solutions applies also to the classical one-phase problem and to the mini-
mal surface equation, providing different proofs than the ones of Caffarelli [C1] for the
one-phase, and of De Giorgi [DG] for the minimal surface equation.

Our first main result deals with the regularity of the free boundaries for minimizers.
We show that F(u) is a C2,α surface except possibly on a small singular set.



Thin one-phase problem 1295

Theorem 1.1. Let u be a minimizer for E. The free boundary F(u) is locally a
C2,αsurface, except on a singular set 6u ⊂ F(u) of Hausdorff dimension n− 3, i.e.

Hs(6u) = 0 for s > n− 3.

Moreover, F(u) has locally finite Hn−1 measure.

As a corollary we obtain that in dimension n = 2, free boundaries of minimizers are
always C2,α.

As mentioned above, we also study the regularity of Lipschitz free boundaries of vis-
cosity solutions to the Euler–Lagrange equation associated to the minimization problem
for E, that is, the following thin one-phase free boundary problem:1u = 0 in � \ {(x, 0) : u(x, 0) = 0},

∂u

∂U0
= 1 on F(u) := ∂Rn{u(x, 0) > 0} ∩�.

(1.2)

Here the free boundary condition reads

∂u

∂U0
(x0) := lim

t→0+

u(x0 + tν(x0), 0)
√
t

, x0 ∈ F(u), (1.3)

with ν(x0) the normal to F(u) at x0 pointing toward {x : u(x, 0) > 0}. We prove the
following result (see Section 2 for the definition of viscosity solution).

Theorem 1.2. Let u be a viscosity solution to (1.2) in B1 with 0 ∈ F(u) and assume that
F(u) is a Lipschitz graph in the en direction with Lipschitz constant L. Then F(u)∩B1/2
is a C2,α graph for any α < 1 and its C2,α norm is bounded by a constant that depends
only on n, L and α.

The paper is organized as follows. In Section 2 we introduce notation and recall defini-
tions and some necessary results from [DS] about viscosity solutions to (1.2). Section 3
is devoted to minimizers of E. We prove general theorems which were obtained also
in [CRS] and [AP], such as existence, optimal regularity, non-degeneracy, and compact-
ness. We also show that minimizers are viscosity solutions to (1.2) (with 1 replaced by
an appropriate constant). In Section 4 we prove a Weiss type monotonicity formula for
minimizers ofE and also for viscosity solutions to (1.2) which have Lipschitz free bound-
aries. Section 5 deals with minimal cones, that is, minimizers of E that are homogeneous
of degree 1/2. We establish that the only minimal cones in R2+1 are the trivial ones, and
from that we deduce our main Theorem 1.1 by a dimension reduction argument. Finally,
in the last section we use the flatness theorem and the monotonicity formula to prove
Theorem 1.2.

2. Viscosity solutions

In this section we introduce notation and recall definitions and some necessary results
from [DR, DS].
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2.1. Notation

Throughout the paper, constants which depend only on the dimension n will be called
universal. In general, small constants will be denoted by c and large constants by C,
and they may change from line to line in the body of the proofs. The dependence on
parameters other than n will be explicitly indicated.

A point X ∈ Rn+1 will be denoted by X = (x, xn+1) ∈ Rn × R. A ball in Rn+1 with
radius r and centerX is denoted by Br(X) and for simplicity Br = Br(0). We use B+r (X)
to denote the upper ball

B+r (X) := Br(X) ∩ {xn+1 > 0}.

Also, we write
Br(X) = Br(X) ∩ {xn+1 = 0}.

Let v ∈ C(�) be a non-negative function on a bounded domain � ⊂ Rn+1. We
associate to v the following sets:

�+(v) := � \ {(x, 0) : v(x, 0) = 0} ⊂ Rn+1,

F (v) := ∂Rn{v(x, 0) > 0} ∩� ⊂ Rn.

Often subsets of Rn are embedded in Rn+1, as will be clear from the context.

2.2. Definition and properties of viscosity solutions

We consider the thin one-phase free boundary problem (u ≥ 0)1u = 0 in �+(u),
∂u

∂U0
= 1 on F(u),

(2.1)

where
∂u

∂U0
(x0) := lim

t→0+

u(x0 + tν(x0), 0)
√
t

, X0 = (x0, 0) ∈ F(u). (2.2)

Here ν(x0) denotes the unit normal to F(u), the free boundary of u, at x0 pointing toward
{u(x, 0) > 0}.

Our notation for the free boundary condition is justified by the following fact. If F(u)
is C2 then any function u ≥ 0 which is harmonic in �+(u) has an asymptotic expansion
at a point X0 = (x0, 0) ∈ F(u),

u(X) = α(x0)U0((x − x0) · ν(x0), xn+1)+ o(|X −X0|
1/2),

where U0(t, s) is the real part of
√
z. Thus in the polar coordinates

t = r cos θ, s = r sin θ, r ≥ 0, −π ≤ θ ≤ π,

U0 is given by
U0(t, s) = r

1/2 cos(θ/2). (2.3)
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Then the limit in (2.2) represents the coefficient α(x0) in the expansion above,

∂u

∂U0
(x0) = α(x0),

and our free boundary condition requires that α ≡ 1 on F(u).
The precise result proved in [DS, Lemma 7.5] is stated below and will be often used

in this paper.

Lemma 2.1 (Expansion at regular points from one side). Let w ∈ C1/2(B1) be 1/2-
Hölder continuous, w ≥ 0, with w harmonic in B+1 (w). If

0 ∈ F(w), B1/2
( 1

2en
)
⊂ {w(x, 0) > 0},

then
w = αU0 + o(|X|

1/2) for some α > 0.

The same conclusion holds for some α ≥ 0 if

B1/2
(
−

1
2en

)
⊂ {w = 0}.

We now recall the notion of viscosity solutions to (2.1), introduced in [DR].

Definition 2.2. Given g, v continuous, we say that v touches g from below (resp. above)
at X0 if g(X0) = v(X0), and

g(X) ≥ v(X) (resp. g(X) ≤ v(X)) in a neighborhood O of X0.

If this inequality is strict in O \ {X0}, we say that v touches g strictly from below (resp.
above).

Definition 2.3. We say that v ∈ C(�) is a (strict) comparison subsolution to (2.1) if v is
a non-negative function in � which is even with respect to xn+1 and

(i) v is C2 and 1v ≥ 0 in �+(v);
(ii) F(v) is C2 and if x0 ∈ F(v) we have

v(x0 + tν(x0), 0) = α(x0)
√
t + o(

√
t) as t → 0+,

with α(x0) > 1, where ν(x0) is the unit normal at x0 to F(v) pointing toward
{v(x, 0) > 0}.

Similarly one can define a (strict) comparison supersolution.

Definition 2.4. We say that u is a viscosity solution to (2.1) if u is a continuous non-
negative function in � which is even with respect to xn+1 and

(i) 1u = 0 in �+(u);
(ii) no (strict) comparison subsolution (resp. supersolution) touches u from below (resp.

from above) at a point X0 = (x0, 0) ∈ F(u).
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In [DS] we proved optimal regularity for viscosity solutions. Precisely, we have the fol-
lowing lemma.

Lemma 2.5 (C1/2-Optimal regularity). Assume u solves (2.1) in B2 and 0 ∈ F(u). Then

u(X) ≤ C dist(X, F (u))1/2 X ∈ B1.

Moreover,
‖u‖C1/2(B1)

≤ C(1+ u(en+1)).

The main result in [DS] (see Theorem 1.1 there) is the following flatness theorem, which
improves the previous C1,α result obtained in [DR].

Theorem 2.6. There exists ε̄ > 0 small, depending only on n, such that if u is a viscosity
solution to (2.1) in B1 satisfying

{x ∈ B1 : xn ≤ −ε̄} ⊂ {x ∈ B1 : u(x, 0) = 0} ⊂ {x ∈ B1 : xn ≤ ε̄},

then F(u) ∩ B1/2 is a C2,α graph for every α ∈ (0, 1) with C2,α norm bounded by a
constant depending on α and n.

We now recall the definition of a special family of functions VS,a,b introduced in [DS]
which approximate solutions quadratically.

For any a, b ∈ R we define the following family of (two-dimensional) functions
(given in polar coordinates (ρ, β)):

va,b(t, s) :=

(
1+

a

4
ρ +

b

2
t

)
ρ1/2 cos

β

2
, (2.4)

that is,

va,b(t, s) =

(
1+

a

4
ρ +

b

2
t

)
U0(t, s) = U0(t, s)+ o(ρ

1/2),

with U0 defined in (2.3).
Given a surface S = {xn = h(x′)} ⊂ Rn, we denote by PS,X the 2D plane pass-

ing through X = (x, xn+1) and perpendicular to S, that is, the plane containing X and
generated by the xn+1 direction and the normal direction from (x, 0) to S.

We define the family of functions

VS,a,b(X) := va,b(t, xn+1), X = (x, xn+1), (2.5)

with t = ρ cosβ, xn+1 = ρ sinβ respectively the first and second coordinate of X in the
plane PS,X. In other words, t is the signed distance from x to S (positive above S in the
xn direction).

If
S :=

{
xn =

1
2 (x
′)TMx′

}
for some M ∈ S(n−1)×(n−1), we use the notation

VM,a,b(X) := VS,a,b(X).
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We define the following class of functions:

V0
3 := {VM,a,b : a + b − trM = 0, ‖M‖, |a|, |b| ≤ 3}.

Notice that if we rescale V = VM,a.b, that is, if we set

Vλ(X) = λ
−1/2V (λX),

then it easily follows from our definition that

Vλ = VλM,λa,λb.

Moreover, it can be checked from the definition (see also [DS, Proposition 3.3]) that if
V ∈ V0

3 then
|1V (X)| ≤ C32 in B1/2(en). (2.6)

In the course of the proof of the flatness theorem 2.6 we also showed that a solution u
can be approximated in a C2,α fashion near 0 ∈ F(u) by functions V ∈ V0

3. The precise
statement can be formulated as follows [DS, Theorem 5.2]).

Theorem 2.7. Assume 0 ∈ F(u) and F(u) is a C1 surface in a neighborhood of 0 with
normal en pointing towards the positive side. Then, for any α ∈ (0, 1),

V (X −3r2+αen) ≤ u(X) ≤ V (X +3r
2+αen) in Br , for all r small,

for some V = VM,a,b ∈ V0
3, with 3 depending on u, n and α.

As a consequence of the theorem above we obtain the lemma below, which together with
the monotonicity formula (Theorem 4.3) are the main ingredients to prove Theorem 1.2
(see Proposition 6.4). It is in this lemma that the C2,α regularity of flat free boundaries is
needed. For all the other arguments in this paper, C1,α regularity is sufficient.

Lemma 2.8. Assume F(u) is C1 in a neighborhood of X0 = (x0, 0) ∈ F(u) and let
ν ∈ Rn × {0} denote the unit normal vector at x0 pointing towards {u > 0}. Then, for all
α ∈ (0, 1), for all r small, and for some K depending on u, α, n,

|∂τu(X0 + rν)| ≤ Kr
1/2+α

where τ ∈ Rn × {0} is any unit tangent vector to F(u) at X0, that is, τ · ν = 0.

Proof. Assume for simplicity that X0 = 0, ν = en. Then, by Theorem 2.7, we may
assume that

V (X −3r2+αen) ≤ u(X) ≤ V (X +3r
2+αen)

with V = VM,a,b ∈ V0
3. The rescalings

ur(X) = r
−1/2u(rX), Vr(X) = r

−1/2V (rX) = VrM,ra,rb(X) ∈ V0
3r

satisfy
Vr(X −3r

1+αen) ≤ ur(X) ≤ Vr(X +3r
1+αen).
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In B1/2(en) we have

|ur − Vr | ≤ 3r
1+α∂n(Vr) ≤ C(3)r

1+α

and (see (2.6))
|1(ur − Vr)| ≤ |1Vr | ≤ C(3)r

2.

Thus,
|∇ur(en)−∇Vr(en)| ≤ C(3)r

1+α.

Since ∇Vr(en) ∈ span{en, en+1} and τ · ∇Vr(en) = 0 if τ ∈ Rn × {0} and τ ⊥ en, we
infer from the previous inequality that

|τ · ∇ur(en)| ≤ Kr
1+α, that is, |τ · ∇u(ren)| ≤ Kr1/2+α. ut

The next remark will be used in the proof of the monotonicity formula for viscosity solu-
tions.

Remark 2.9. Using the C1,α estimates of [DR], we can approximate u by U0 (instead
of V ) in a C1,α fashion and write in the proof above

U0(X −3
′r1+αen) ≤ u(X) ≤ U0(X +3

′r1+αen).

This leads to the conclusion

|∇u(X)−∇U0(X)| ≤ K
′
|X|α−1/2

for all X in the two-dimensional plane generated by en and en+1.

We conclude this section by recalling the following compactness result [DS, Proposi-
tion 7.8].

Proposition 2.10 (Compactness). Assume uk solve (2.1) and converge uniformly to u∗
in B1, and {uk = 0} converges in the Hausdorff distance to {u∗ = 0}. Then u∗ solves
(2.1) as well.

3. Preliminaries on minimizers

In this section we prove general theorems about minimizers of the energy function E,
defined by

E(u,�) =

ˆ
�

|∇u|2 dX +Hn({u > 0} ∩ {xn+1 = 0}). (3.1)

Most of the results in this section are contained in [CRS] and [AP], such as existence,
optimal regularity, non-degeneracy, and compactness. For completeness, we sketch their
proofs. We also show that minimizers are viscosity solutions to problem (1.2) (with 1
replaced by an appropriate constant).
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Definition 3.1. We say that u is a (local) minimizer for E in � ⊂ Rn+1 if u ∈ H 1
loc(�)

and for any domain D ⊂⊂ � and every function v ∈ H 1
loc(�) which coincides with u in

a neighborhood of � \D we have

E(u,D) ≤ E(v,D).

Existence of minimizers with a given boundary data on ∂� follows easily from the lower
semicontinuity of the energy E.

We remark that this minimization problem is invariant under the scaling

uλ(X) = λ
−1/2u(λX), (3.2)

that is, u is a minimizer if and only if uλ is a minimizer.
As already remarked in the introduction, throughout this paper we consider only do-

mains � and minimizers u such that

� is symmetric with respect to {xn+1 = 0},
u ≥ 0 is even with respect to xn+1.

We recall the notation
Br = Br ∩ {xn+1 = 0},

which will be often used in this section, and for any function v ≥ 0 we denote

B+r (v) := {v > 0} ∩ Br .

Lemma 3.2. If u ≥ 0 is a minimizer for E in B1 then u is subharmonic in B1 and
harmonic in B+1 .

Proof. Indeed, if ϕ ≥ 0 is in C∞0 (B1) then

Hn(B+1 (u)) ≥ Hn(B+1 (u− εϕ)).

Thus the minimality of u,

E(u,B1) ≤ E(u− εϕ, B1),

implies
ˆ
|∇u|2 dX ≤

ˆ
|∇(u− εϕ)|2 dX and hence

ˆ
∇u∇ϕ dX ≤ 0,

that is, u is subharmonic inB1. Similarly, taking ϕ ∈ C∞0 (B
+

1 )we show that u is harmonic
in B+1 . ut

In view of Lemma 3.2 we can define u pointwise as

u(X) = lim
r→0

 
Br (X)

u dY.

Optimal regularity and non-degeneracy of a minimizer will follow from the next result.
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Lemma 3.3. Assume that u minimizes E in B2. If u(0) ≥ C > 0 with C universal then
B1 ⊂ {u > 0}, and u is harmonic in B1.

Before the proof we recall the following Sobolev trace inequality. If φ ∈ H 1(Rn+1) then

ˆ
Rn+1
|∇φ|2 dX ≥ c(n)

(ˆ
Rn×{0}

φ2(1+δ) dx

)1/(1+δ)

, δ =
1

n− 1
. (3.3)

Proof of Lemma 3.3. Denote

a(r) = Hn({u = 0} ∩ Br), 1 ≤ r ≤ 2.

Let v be the harmonic replacement of u in Br . By minimality,
ˆ
Br

|∇u|2 dX ≤

ˆ
Br

|∇v|2 dX + a(r). (3.4)

We have ˆ
Br

|∇u|2 dX =

ˆ
Br

(
|∇v|2 + 2∇v · ∇(u− v)+ |∇(u− v)|2

)
dX,

and hence since v is harmonic and equals u on ∂Br ,ˆ
Br

|∇u|2 dX =

ˆ
Br

(|∇v|2 + |∇(u− v)|2) dX.

Thus, by the Sobolev inequality (3.3) and (3.4), the inequality above gives

a(r) ≥

ˆ
Br

|∇(u− v)|2 dX ≥ c

(ˆ
Rn×{0}

(v − u)2(1+δ) dx

)1/(1+δ)

≥ c

(ˆ
{u=0}∩Br

v2(1+δ) dx

)1/(1+δ)

. (3.5)

Since v ≥ 0 is harmonic in Br we have

v(X) ≥ cv(0)r−1 dist(X, ∂Br).

Thus, since v(0) ≥ u(0) and 1 ≤ r ≤ 2, in the set {u = 0} ∩ Br−2−k we have

v ≥ c 2−ku(0).

Hence from (3.5) we get

a(r) ≥ c 2−2ku(0)2a(r − 2−k)1/(1+δ).

We denote
ak := a(1+ 2−k+1),
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thus
ak+1 ≤ C 24ku(0)−2(1+δ)a1+δ

k , a1 ≤ C. (3.6)

By De Giorgi iteration, if u(0) ≥ C is sufficiently large then ak → 0 as k → ∞. Thus
a(1) = 0 and in view of (3.4) we conclude that u is harmonic in B1. ut

By the scaling (3.2), Lemma 3.3 shows that if u is a minimizer in B2r(X0) with X0 ∈

{xn+1 = 0} and u(X0) ≥ Cr
1/2 then Br(X0) ⊂ {u > 0}. Thus we immediately obtain

the following corollary.

Corollary 3.4. Assume u is a minimizer in B2. Then u is continuous in B2 and thus
harmonic in B+2 (u). Moreover, if F(u) ∩ B1 6= ∅, then

u(x, 0) ≤ C dist(x, F (u))1/2, ∀x ∈ B1, (3.7)

with C universal.

We now easily obtain C1/2-optimal regularity of minimizers.

Corollary 3.5 (Optimal regularity). Let u be a minimizer in B2. Then

‖u‖C1/2(B1)
≤ C(1+ u(en+1)), (3.8)

with C universal.

Proof. Assume that F(u)∩B1 6= ∅; otherwise the statement is trivial. We write u = v+w
with v,w harmonic in B+3/2 and

v = 0 on {xn+1 = 0}, v = u on ∂B+3/2 ∩ {xn+1 > 0},

w = u on {xn+1 = 0}, w = 0 on ∂B+3/2 ∩ {xn+1 > 0}.

Then
‖v‖C1/2(B+1 )

≤ Cv(en+1) ≤ Cu(en+1),

and by Corollary 3.4,
‖w‖C1/2(B+1 )

≤ ‖u‖C1/2(B3/2)
≤ C. ut

Remark 3.6. The optimal regularity gives u(X) ≤ K dist(X, {u = 0})1/2 for some
K > 0. From this and the fact that u is harmonic in {u > 0}, we deduce that |∇u(X)| ≤
C(K) dist(X, {u = 0})−1/2. This implies that u2 is a Lipschitz function.

We now prove non-degeneracy of a minimizer.

Lemma 3.7 (Non-degeneracy). Assume u is a minimizer and B1 ⊂ {u > 0}. Then

u(0) ≥ c > 0

with c universal.
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Proof. Let ϕ ∈ C∞0 (B1/2) with ϕ ≡ 1 in B1/4. Since u is harmonic in B1,

‖u‖L∞(B1/2), ‖∇u‖L∞(B1/2) ≤ Cu(0),

and we obtain ˆ
B1

|∇u|2 dX ≥

ˆ
B1

|∇(u(1− ϕ))|2 dX − Cu(0)2.

Also,
Hn(B+1 (u)) ≥ Hn(B+1 (u(1− ϕ)))+ c0.

In conclusion, by the minimality of u we have 0 ≥ −Cu(0)2 + c0, that is, u(0) ≥ c. ut

Again by the scaling (3.2), the lemma above implies that if u is a minimizer in B2 then

u(X0) ≥ C dist(X0, {u = 0})1/2, ∀X0 ∈ B1.

In the next lemma, we prove that minimizers satisfy a slightly different type of non-
degeneracy which will be used to prove density estimates for the zero phase.

Lemma 3.8. Assume v ≥ 0 is defined in B1, harmonic in B+1 (v). Assume that there is a
small constant η > 0 such that

‖v‖C1/2(B1)
≤ η−1, (3.9)

and v satisfies the non-degeneracy condition on B1,

v(X) ≥ ηd(X)1/2, X ∈ B1, d(X) = dist(X, {v = 0}).

Then whenever 0 ∈ F(v), we have

max
Br

v ≥ c(η)r1/2, ∀r ≤ 1.

Proof. The proof follows the lines of one in [C3, Lemma 7] (see also [CRS]). Given a
point X0 ∈ B+1 (v) (to be chosen close to 0) we construct a sequence of points Xk ∈ B1
such that

v(Xk+1) = (1+ δ)v(Xk), |Xk+1 −Xk| ≤ C(η)d(Xk),

with δ small depending on η.
Then using the fact that d(Xk) ∼ v(Xk)2 and that v(Xk) grows geometrically we find

|Xk+1 −X0| ≤

k∑
i=0

|Xi+1 −Xi | ≤ C

k∑
i=0

d(Xi)

≤ C

k∑
i=0

v(Xi)
2
≤ Cv(Xk+1)

2
∼ d(Xk+1).
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Hence for a sequence of rk’s of size v(Xk)2 we find that

sup
Brk (X0)

v ≥ cr
1/2
k ,

from which we obtain

sup
Br (X0)

v ≥ cr1/2 for all r ≥ |X0|.

The conclusion follows by letting X0 go to 0.
We now show that the sequence ofXk’s exists. Assume we have constructedXk . After

scaling we may suppose that
v(Xk) = 1.

We let Yk be the point where the distance fromXk to {v = 0} is achieved. By the assump-
tions on v (C1/2 bound and non-degeneracy),

c(η) ≤ d(Xk) = |Xk − Yk| ≤ C(η).

Assume for contradiction that we cannot find Xk+1 in BM(Xk) with M large to be speci-
fied later, with

v(Xk+1) ≥ 1+ δ.

Then
v ≤ 1+ δ + w,

with w harmonic in B+M(Xk),

w = 0 on {xn+1 = 0}, w = v on ∂BM(Xk) ∩ {xn+1 > 0}.

We have

w ≤ C(n)
xn

M
sup

B+M (Xk)

v ≤ Cη−1xnM
−1/2
≤ δ in B := Bd(Xk)(Xk),

if M is chosen large depending on δ. Thus,

v ≤ 1+ 2δ in B. (3.10)

On the other hand, v(Yk) = 0 and Yk ∈ ∂B. Thus from the Hölder continuity of v we find

v ≤ 1/2 in Bc(η)(Yk). (3.11)

If δ is sufficiently small, (3.10)–(3.11) contradict the equality 1 = v(Xk) =
ffl
B
v. ut

Next we prove a density estimate for the zero phase of minimizers.
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Corollary 3.9. If u is a minimizer in B2 and 0 ∈ F(u) then

sup
Br
u ≥ µr1/2 (3.12)

and

1− µ ≥
Hn({u = 0} ∩ Br)

Hn(Br)
≥ µ,

where µ depends on n and u(en+1).

Proof. By scaling it suffices to prove the corollary only for r = 1. The first statement is
contained in Lemma 3.8, in view of the optimal regularity and non-degeneracy of mini-
mizers. This easily implies the left inequality in the density estimate. We now prove the
other inequality.

From (3.12), for some X0 ∈ B1/8 we have u(X0) ≥ µ/2. Then from the proof of
Lemma 3.2 with u(X0) replacing u(0) we see that if

Hn({u = 0} ∩ B1/2(X0)) ≤ Hn({u = 0} ∩ B1) ≤ δ

for δ sufficiently small depending on µ, then by the De Giorgi iteration argument (see
(3.6))

B1/4(X0) ⊂ {u > 0}.

This contradicts 0 ∈ F(u) ∩ B1/4(X0). ut

From the density estimate we immediately obtain the following corollary.

Corollary 3.10. Let u be a minimizer. Then Hn(F (u)) = 0.

Remark 3.11. We remark that if u ∈ C1/2(B1) ∩ H
1(B1), u is harmonic in B+1 (u) and

Hn(F (u)) = 0 then u satisfies the following integration by parts identity:
ˆ
B1

|∇u|2 dX =

ˆ
∂B1

uuν dσ.

To justify this equality we notice that since u is harmonic in B+1 ,
ˆ
B1

|∇u|2 dX = lim
ε→0

ˆ
B1\{|xn+1|≤ε}

|∇u|2 dX =

ˆ
∂B1

uuν dσ + lim
ε→0

ˆ
|xn+1|=ε

uuν .

However,

lim
ε→0

ˆ
|xn+1|=ε

uuν = 0,

since u|∇u| ≤ K (see Remark 3.6), Hn(F (u)) = 0 and

lim
ε→0

uuν(x, ε) = 0 if x 6∈ F(u).

We now prove a compactness result for minimizers.
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Theorem 3.12. Assume uk are minimizers ofE in� and uk → u uniformly locally. Then
u is a minimizer of E, χ{uk>0} → χ{u>0} locally in L1 and F(uk)→ F(u) locally in the
Hausdorff distance.

Proof. Assume for simplicity � = B2. Since the uk(en+1) are uniformly bounded, the
uk are uniformly non-degenerate and C1/2 in B1 in view of Corollary 3.5.

First we show that F(uk)→ F(u) locally in the Hausdorff distance. If X0 ∈ B1 and
Bε(X0) ⊂ {u > 0} then by the uniform convergence of the uk , Bε/2(X0) ⊂ {uk > 0} for
all large k.

If Bε(X0) ⊂ {u = 0} then Bε/2(X0) ⊂ {uk = 0}. Otherwise, by Lemma 3.7,

F(uk) ∩ Bε/2(X0) 6= ∅.

Select Yk ∈ F(uk) ∩ Bε/2(X0). Then by the non-degeneracy of the uk ,

sup
Bε(X0)

uk ≥ sup
Bε/2(Yk)

uk ≥ µε
1/2,

which contradicts the uniform convergence of uk to u.
In particular

χ{uk>0}(x)→ χ{u>0}(x) for all x 6∈ F(u). (3.13)

On the other hand, it follows from non-degeneracy that if Bε does not intersect F(uk)
for a subsequence, then Bε lies outside of F(u). Thus F(uk) → F(u) locally in the
Hausdorff distance.

Next, we show that Hn(F (u)) = 0, hence the convergence in (3.13) holds Hn-a.e.
Indeed, assume X0 ∈ F(u) ∩ B1. Then we can find Yk ∈ F(uk) such that Yk → X0.

From Corollary 3.9 applied to the uk on balls centered at the Yk and the uniform conver-
gence of the uk we deduce that the limit u satisfies the same estimates in the conclusion
of Corollary 3.9.

We now prove that u is a minimizer for E. First we notice that uk → u in H 1(B1).
Indeed, since uk → u uniformly, we have ∇uk ⇀ ∇u weakly in H 1(B1) and by Remark
3.11 and Lebesgue’s dominated convergence theorem,ˆ

B1

|∇uk|
2
→

ˆ
B1

|∇u|2.

Let v ∈ H 1(B1) with v = u outside B1−δ, and let ϕ be a cut-off function with ϕ = 1
in B1−δ and ϕ = 0 outside B1−δ/2. Define

vk = ϕv + (1− ϕ)uk;

then, by the minimality of the uk ,

E(vk, B1) ≥ E(uk, B1).

We let k→∞ in this inequality and use that

vk → v in H 1, χ{vk>0}→ χ{v>0} Hn-a.e.

to obtain the desired inequality E(v, B1) ≥ E(u,B1). ut
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Next, we want to prove that minimizers are viscosity solutions. For this purpose we need
the following proposition, which we will also use later in our dimension reduction argu-
ment in Section 5.

Proposition 3.13. Assume u is constant in the e1 direction, i.e.

u(x1, x2, . . . , xn+1) = v(x2, . . . xn+1).

Then u is a minimizer in Rn+1 if and only if v is a minimizer in Rn.

Proof. Assume u is a minimizer in Rn+1 and let w(x2, . . . , xn+1) be a function which
coincides with v outside BK ⊂ Rn. Then define

ũ := ϕ(x1)w(x2, . . . , xn+1)+ (1− ϕ(x1))v(x2, . . . , xn+1),

with

ϕ(x1) =

{
1 if |x1| ≤ R − 1,
0 if |x1| ≥ R.

Then ũ coincides with u outside of � := [−R,R] × BK . Hence, E(u,�) ≤ E(ũ,�),
which implies

2RE(v, BK) ≤ 2(R − 1)E(w,BK)+M

with M depending on w and v but not on R. We let R→∞ to obtain

E(v, BK) ≤ E(w,BK).

Vice versa, assume that v is a minimizer in Rn. Then if w = u outside of � with �
as above,

E(w,�) ≥

ˆ R

−R

E(w(x1, ·), BK) dx1.

Since v is a minimizer, we have

E(w,�) ≥

ˆ R

−R

E(v(x2, . . . , xn+1), BK) dx1 = E(u,�). ut

Proposition 3.14. If u is a minimizer for E then u is a viscosity solution to1u = 0 in {u > 0},
∂u

∂U0
=
√

2/π on F(u).

Proof. The fact that u is harmonic in the set where it is positive is already proved in
Corollary 3.4. We need to verify the free boundary condition. Assume that we touch F(u)
at 0 with Bδ(δen) from the positive side (or the zero side). Then by Lemma 2.1, u has an
expansion

u(X) = αU0(xn, xn+1)+ o(|X|
1/2),
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with α > 0 in view of the non-degeneracy (3.12) (see (2.3) for the definition of U0). It
suffices to prove that

α =
√

2/π.

The rescaled solutions λ−1/2u(λX) converge uniformly to αU0, so by Theorem 3.12
and Proposition 3.13, αU0 is a minimizer in R2. The following computations are two-
dimensional. We perturb U0 as

V (X) = U0(X − εϕ(X)e1), ϕ ∈ C∞0 (B2), ϕ ≡ 1 in B3/2.

Then,
ˆ
B1

|∇V |2 −

ˆ
B1

|∇U0|
2
=

ˆ
B1(−εe1)

|∇U0|
2
−

ˆ
B1

|∇U0|
2

= −ε

ˆ
∂B1

|∇U0|
2ν · e1 +O(ε

2) = O(ε2)

because |∇U0| is constant on ∂B1. Since V = U0 − εϕ(U0)1 + O(ε
2), where (U0)τ

denotes the derivative of U0 in the τ direction, we have

ˆ
B2\B1

|∇V |2 −

ˆ
B2\B1

|∇U0|
2
=

ˆ
B2\B1

(
2∇U0 · ∇(V − U0)+ 2|∇(V − U0)|

2) dX
= 2ε

ˆ
∂B1

(U0)ν(U0)1 +O(ε
2) =

ε

2

ˆ
∂B1

(
cos

θ

2

)2

+O(ε2) = ε
π

2
+O(ε2).

In the equality above we have used the equality (see formula (2.3))

(U0)1 = (U0)ν =
1
2 r
−1/2 cos(θ/2).

Finally, since
H1({V > 0} ∩ B2)−H1({U0 > 0} ∩ B2) = −ε

we obtain
E(αV,B2)− E(αU0, B2) = ε(α

2π/2− 1)+O(ε2),

from which we conclude that α2π/2− 1 = 0, that is, α =
√

2/π , as desired. ut

4. Monotonicity formula

In this section we prove a Weiss type monotonicity formula (see [W]) for minimizers of
the energy functional E and also for viscosity solutions to the thin one-phase problem
(2.1) which have Lipschitz free boundaries. In the case of minimizers this result is also
contained in [AP].
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Theorem 4.1 (Monotonicity formula for minimizers). If u is a minimizer of E in BR,
then the function

8u(r) := r
−nE(u,Br)−

1
2
r−n−1

ˆ
∂Br

u2 dσ, 0 < r ≤ R,

is increasing in r.Moreover8u is constant if and only if u is homogeneous of degree 1/2.

Before the proof, we remark that the rescaling uλ(X) := λ−1/2u(λX) satisfies

8uλ(r) = 8u(λr). (4.1)

Proof. For a.e. r we have

d

dr

(ˆ
Br

|∇u|2 dX

)
=

ˆ
∂Br

|∇u|2 dσ, (4.2)

d

dr
(Hn({u > 0} ∩ Br)) = Hn−1({u > 0} ∩ ∂Br), (4.3)

d

dr

(
r−n−1

ˆ
∂Br

u2 dσ

)
= r−n−2

ˆ
∂Br

(2ruuν − u2) dσ, (4.4)

where in (4.4) we have used that u2 is a Lipschitz function (see Remark 3.6). Recall that
Br denotes the (n+ 1)-dimensional ball.

Assume that the equalities above are satisfied at r = 1. Define

vε(X) =

{
(1− ε)1/2u

(
X

1−ε

)
if |X| ≤ 1− ε,

|X|1/2u
(
X
|X|

)
if 1− ε < |X| ≤ 1.

We have

E(vε, B1) =

ˆ
B1−ε

(1− ε)−1
|∇u((1− ε)−1X)|2 dX + (1− ε)n(Hn({u > 0} ∩ B1))

+ ε

ˆ
∂B1

(
1
4
u2
+ u2

τ

)
dσ + εHn−1({u > 0} ∩ ∂B1)+ o(ε),

with the sum of the first two terms on the right hand side equaling (1 − ε)nE(u,B1). In
the equality above, uτ denotes the tangential gradient of u on ∂B1. Also,

E(u,B1) =

ˆ
B1−ε

|∇u|2 dX +Hn({u > 0} ∩ B1−ε)

+ ε

(ˆ
∂B1

|∇u|2 dσ +Hn−1({u > 0} ∩ ∂B1)

)
+ o(ε),

with |∇u|2 = u2
ν + u

2
τ . The inequality E(u,B1) ≤ E(vε, B1) then implies

o(ε)+ ε

ˆ
∂B1

(
u2
ν −

1
4
u2
)
dσ + E(u,B1−ε) ≤ (1− ε)nE(u,B1).
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Hence, dividing by (1− ε)n and letting ε → 0 we obtain

d

dr
(r−nE(u,Br))

∣∣∣∣
r=1
≥

ˆ
∂B1

(
u2
ν −

1
4
u2
)
dσ.

Using (4.4), this shows that

d

dr
8u(r)

∣∣∣∣
r=1
≥

ˆ
∂B1

(
uν −

1
2
u

)2

dσ ≥ 0.

Thus,
d

dr
8u(r) ≥ 0 for a.e. r,

and the conclusion follows since 8u is absolutely continuous in r .
From the above we see that 8u is constant if and only if

uν =
1

2|X|
u a.e.,

which implies that u is homogeneous of degree 1/2. ut

Remark 4.2. We have used the minimality only up to first order in ε, which shows that
the formula remains valid for critical points of E. Indeed, we only need to require that u
is critical for E under domain variations (see [AP, W]).

Next we show that the monotonicity formula is also valid for viscosity solutions with Lip-
schitz free boundary. The proof is technical since we need to justify a certain integration
by parts.

Theorem 4.3 (Monotonicity formula for viscosity solutions). Let u be a viscosity solu-
tion to 1u = 0 in B+R (u),

∂u

∂U0
=
√

2/π on F(u),

with F(u) a Lipschitz graph. Then the function

8u(r) := r
−nE(u,Br)−

1
2
r−n−1

ˆ
∂Br

u2 dσ, 0 < r ≤ R,

is increasing in r.Moreover8u is constant if and only if u is homogeneous of degree 1/2.

Proof. First we remark that since {u = 0} is a Caccioppoli set in Rn,

Hn−1(F (u) ∩ ∂Br) = 0 for a.e. r.
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We assume that r = 1 is a regular value for 8u in the sense of (4.2)–(4.4) and also that
the equality above holds for it, i.e. Hn−1(F (u) ∩ ∂B1) = 0. We compute

8′u(1) =
ˆ
∂B1

|∇u|2 dσ +Hn−1({u > 0} ∩ ∂B1)− n

ˆ
B1

|∇u|2 dX

− nHn({u > 0} ∩ B1)+

ˆ
∂B1

(
−uuν +

1
2
u2
)
dσ.

Next we want to prove that

(n− 1)
ˆ
B1

|∇u|2 dX =

ˆ
∂B1

(|∇u|2 − 2u2
ν) dσ

− nHn({u > 0} ∩ B1)+Hn−1({u > 0} ∩ ∂B1). (4.5)

Using this identity together with the identity (see Remark 3.11)
ˆ
B1

|∇u|2 dX =

ˆ
∂B1

uuν dσ, (4.6)

in the formula above for 8′u(1), we obtain

8′u(1) = 2
ˆ
∂B1

(
uν −

1
2
u

)2

dσ ≥ 0.

Analogously for a.e. r we get

8′u(r) = 2
ˆ
∂Br

(
uν −

1
2
u

)2

dσ ≥ 0,

from which our conclusion follows.
Let 0 := F(u). To prove (4.5), we need to show that

(n− 1)
ˆ
B1

|∇u|2 dX =

ˆ
∂B1

(|∇u|2 − 2u2
ν) dσ +

ˆ
0∩B1

y · ν0 dHn−1, (4.7)

with ν0 the normal to 0 in Rn pointing toward the positive phase. Then, by the divergence
theorem,

ˆ
0∩B1

y · ν0 dHn−1
= −nHn({u > 0} ∩ B1)+Hn−1({u > 0} ∩ ∂B1).

This combined with (4.7) gives us (4.5).
To prove (4.7), let us denote

Tε := {X ∈ Rn+1
: dist(X, 0) ≤ ε}, �ε := B

+

1 (u) \ Tε .



Thin one-phase problem 1313

Notice that�ε is a Caccioppoli set and u is a smooth function outside Tε ∪ {u = 0}. Thus
we can use integration by parts. Precisely,ˆ

�ε

∇u · ∇(∇u ·X) dX =

ˆ
∂∗�ε

uν∇u ·X dσ, (4.8)

where ∂∗�ε denotes the reduced boundary of �ε and ν denotes the exterior normal to
∂∗�ε .

On the other hand, again using integration by parts we get
ˆ
�ε

∇u · ∇(∇u ·X) dX =

ˆ
�ε

(uiuijxj + u
2
i ) dX

=

ˆ
�ε

(
−
n+ 1

2
|∇u|2 + |∇u|2

)
dX +

ˆ
∂∗�ε

1
2
|∇u|2X · ν dσ. (4.9)

From (4.8)–(4.9) we find that

(n− 1)
ˆ
�ε

|∇u|2 dX =

ˆ
∂∗�ε

(|∇u|2X · ν − 2uν∇u ·X) dσ. (4.10)

We need to show that (4.7) follows from the equality above by letting ε → 0. We
remark that since u(X) ≤ C dist(X, F (u))1/2 (see Lemma 2.5) we have

|∇u|2 ≤ Cε−1 on ∂Tε,

and since 0 is Lipschitz,

Hn(∂Tε ∩ Br(X0)) ≤ Cr
n−1ε, X0 ∈ 0.

Combining these two inequalities we obtain∣∣∣∣ˆ
∂Tε∩Br

(|∇u|2X · ν − 2uν∇u ·X) dσ
∣∣∣∣ ≤ Crn−1. (4.11)

Next we claim that if 0 is a C2,α surface in a neighborhood of X0 ∈ 0 then for r
small (depending on the C2,α norm) we have

lim
ε→0

ˆ
∂Tε∩Br (X0)

(|∇u|2X · ν − 2uν∇u ·X) dσ =
ˆ
0∩Br (X0)

y · ν0 dHn−1 (4.12)

with ν the interior normal to ∂Tε and ν0 the normal to 0 in Rn pointing toward the positive
phase. To obtain (4.12) we parametrize Tε by the map

(y, θ) 7→ X = y + ε(ν0 cos θ + en+1 sin θ), (y, θ) ∈ 0 × [−π, π].

Then, on ∂Tε ,

dσ = (1+O(ε))ε dy dθ,
X = y +O(ε),

∇u(X) =
√

2/π (ν0(U0)1 + en+1(U0)2)+ o(ε
−1/2),

where in the last equality (which follows from Remark 2.9) the derivatives of U0 are
evaluated at εω with ω := (cos θ, sin θ).
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Using these identities, for a fixed y ∈ 0 we compute

ε

ˆ π

−π

(|∇u|2X · ν − 2uν∇u ·X) dθ = ε
ˆ π

−π

(|∇u|2y · ν − 2uν∇u · y) dθ +O(ε)

= ε
2
π

ˆ π

−π

(
|∇U0|

2 cos θy · ν0 + 2(U0)ω(U0)1y · ν0
)
dθ +O(ε) = y · ν0 +O(ε)

where again the derivatives of U0 are evaluated at εω, and in the last equality we have
used the equality (see the proof of Proposition 3.14)

ˆ π

−π

(
|∇U0|

2 cos θ + 2(U0)ω(U0)1
)
dθ = ε−1π/2.

In conclusion,

ε

ˆ π

−π

(|∇u|2X · ν − 2uν∇u ·X) dθ = y · ν0 +O(ε),

and integrating this identity over 0 we obtain (4.12).
From our flatness theorem 2.6 we know that 0 is C2,α except on a closed set 6 of

Hn−1 measure zero and also recall that Hn−1(0 ∩ ∂B1) = 0. We use a standard covering
argument for 6 ∪ (0 ∩ ∂B1) with balls of small radius on which we apply the inequality
(4.11). On the remaining part of 0 we use (4.12) and obtain the desired conclusion

(n− 1)
ˆ
B1

|∇u|2 dX =

ˆ
∂B1

(|∇u|2 − 2u2
ν) dσ +

ˆ
0∩B1

y · ν0 dHn−1

by passing to the limit as ε → 0 in (4.10). ut

Remark 4.4. If uk are minimizers which converge uniformly to u on compact sets, then
it follows from the proof of the compactness theorem 3.12 that 8uk (r) → 8u(r). This
is also true if the uk are viscosity solutions with Lipschitz free boundaries with uniform
Lipschitz bound.

Remark 4.5. If u satisfies the assumptions of either Theorem 4.1 or Theorem 4.3 then
8u(r) is bounded below as r → 0. Indeed, by scaling we only need to check that 8u(1)
is bounded, which follows from the formula (see Remark 3.11)

8u(1) =
ˆ
∂B1

(
uuν −

1
2
u2
)
dσ +Hn({u > 0} ∩ B1).

This means that

8u(0+) = lim
r→0+

8u(r) = lim
r→0+

r−nHn({u > 0} ∩ Br) exists,

and any blow-up sequence uλ converges uniformly on compact sets (up to a subsequence)
to a solution U homogeneous of degree 1/2 (see (4.1)).
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Definition 4.6. A minimizerU ofE which is homogeneous of degree 1/2 is called a min-
imal cone. Analogously a viscosity solution to (2.1) which is homogeneous of degree 1/2
and has Lipschitz free boundary is called a Lipschitz viscosity cone.

Let U be a (minimal or viscosity) cone. We denote by 8U its energy (which is a constant
for all r)

8U = Hn({U > 0} ∩ B1) ∈ (0, ωn), (4.13)

where ωn denotes the volume of the n-dimensional unit ball.
We say that a cone U is trivial if it coincides (up to a rotation) with the cone U0(X) =

U0(xn, xn+1) (defined in (2.3)), and therefore its free boundary is a hyperplane. The en-
ergy of the trivial cone is ωn/2.

5. Minimal cones

This section is devoted to the study of minimal cones. First we prove an “energy gap”
result in the spirit of the analogue for minimal surfaces. We then show that in dimension
n = 2 the only minimal cone is the trivial cone U0 (see (2.3)). Finally, by a standard
dimension reduction argument we prove our main Theorem 1.1.

Lemma 5.1. Minimal cones are uniformly C1/2.

Proof. Let U be a minimal cone. From the proof of the C1/2 bound (see Corollary 3.5)
we obtain

|U(X)− U(Y )|

|X − Y |1/2
≤ C(1+ U(en+1)|X − Y |

1/2), X, Y ∈ B1,

with C universal. Writing this estimate for the rescaling

UR(X̃) = R
−1/2U(RX̃), X = RX̃, X̃ ∈ B2,

we obtain
|U(X)− U(Y )|

|X − Y |1/2
≤ C

(
1+

1
R
U(Ren+1)|X − Y |

1/2
)
.

Since U is homogeneous of degree 1/2,

1
R
U(Ren+1)→ 0 as R→∞,

and we obtain the desired bound. ut

Definition 5.2. Given a minimizer u for E in � ⊂ Rn+1, we say that a point X ∈ F(u)
is a regular point if there exists a blow-up sequence of u centered at X which converges
to the trivial cone. The points of F(u) which are not regular will be called singular, and
the set of all singular points of F(u) is denoted by 6u.
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We notice that in view of our flatness theorem 2.6, F(u) is a C2,α surface in a neighbor-
hood of any regular point, and moreover 6u is a closed set in �.

Proposition 5.3 (Energy gap). Let U be a non-trivial minimal cone. Then there exists a
universal δ > 0 such that

8U ≥ ωn/2+ δ.

Proof. First we show that 8U > ωn/2. Assume for contradiction that this does not hold
and letX0 ∈ F(U) be a point where we can touch F(U) with a ball completely contained
in {U > 0}. Set

8U (r,X0) = 8Ū (r), Ū (X) = U(X −X0).

Then by (4.1) and the fact that U is a cone we obtain

8U (r,X0) = 8Ur (1, X0/r) = 8U (1, X0/r).

Thus,
lim
r→∞

8U (r,X0) = 8U ≤ ωn/2.

On the other hand, from the expansion of U near X0 (see Theorem 2.1) the blow-up
energy is

lim
r→0

8U (r,X0) = ωn/2.

By the monotonicity of 8U (r,X0) we obtain

8U (r,X0) ≡ ωn/2,

and hence U is a cone with respect to X0, thus U is the trivial cone, a contradiction.
Now we prove the existence of δ by compactness. If no such δ exists then we can find

a sequence of conesUk with8Uk → ωn/2. By Lemma 5.1 we may assume thatUk → U∗
uniformly on compact sets. Thus 8U∗ = ωn/2 and hence U∗ is the trivial cone in view of
the preceding argument. By the flatness theorem 2.6 and the compactness theorem 3.12,
F(Uk) are smooth in B1 for all large k, a contradiction. ut

Lemma 5.4. Assume U is a minimal cone in Rn+1 and X0 = e1 ∈ F(U). Then any
blow-up sequence

Vλ(X) = λ
−1/2U(X0 + λX)

has a subsequence Vλk with λk → 0 which converges uniformly on compact sets to
v(x2, . . . , xn+1) with V a minimal cone in R(n−1)+1. Moreover if X0 is a singular point
for F(U), then V is a non-trivial cone.

Proof. In view of Remark 4.5 and Proposition 3.13, we only need to show that V is
constant in the e1 direction.

From the fact that U is homogeneous of degree 1/2 and from the formula for Vλ we
get

Vλ(X) = λ
−1/2(1+ tλ)−1/2U((1+ tλ)(X0 + λX))

= (1+ tλ)−1/2Vλ(tX0 + (1+ tλ)X).
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Letting λ = λk → 0 we obtain

V (X) = V (tX0 +X) for all t .

Thus, V is constant in the X0 = e1 direction.
The final statement follows from the flatness theorem 2.6. ut

Assume that U is a non-trivial minimal cone in Rn+1 for some dimension n. Then by
Lemma 5.4, if F(U) has a singular point different from the origin, then there exists a
non-trivial minimal cone in R(n−1)+1. By repeating this dimension reduction argument,
we can assume that there is a dimension k ≤ n and a non-trivial cone in Rk+1 which is
regular at all points except 0.

Clearly, all minimal cones in dimension n = 1 are trivial. In the next theorem we
show that there are no non-trivial minimal cones in R2+1.

Theorem 5.5. If n = 2, all minimal cones are trivial.

Proof. We follow the strategy in [SV], where the authors proved that non-local minimal
cones (defined in [CRSa]) are trivial in R2.

Let U be a minimal cone. By the discussion above, 6U = 0. Define

ψR(t) :=


1, 0 ≤ t ≤ R,

2−
log t
logR

, R < t ≤ R2,

0, t ≥ R2.

Then ψR is a Lipschitz continuous function with compact support in R. Notice that

ψ ′R(t) =

0, t ∈ (0, R) ∪ (R2,∞),
−1

t logR
, t ∈ (R,R2).

We define a bi-Lipschitz change of coordinates:

Y := X + ψR(|X|)e1

and let
U+R (Y ) = U(X).

Next we estimate E(U+R , BR2) in terms of E(U,BR2). We have

DXY = I + A

with

A(X) = ψ ′R(|X|)


x1
|X|

x2
|X|
· · ·

xn+1
|X|

0 0 · · · 0
...

...
. . .

...

0 0 · · · 0

 and ‖A‖ ≤ |ψ ′R(X)| � 1.
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Notice that

DYX = (I + A)
−1
= I −

1
1+ trA

A.

We have
∇YU

+

R = ∇XU DYX, dY = (1+ trA) dX,

thus

|∇U+R |
2 dY = ∇U

(
I (1+ trA)− (A+ AT )+

1
1+ trA

AAT
)
(∇U)T dX,

and

Hn({U+R > 0} ∩ BR2) =

ˆ
{U>0}∩B

R2

(1+ trA) dx.

Writing the same equalities for U−R which is defined just like U+R but with ψR replaced
−ψR , and thus A by −A, we obtain

E(U+R , BR2)+ E(U
−

R , BR2) ≤ 2E(U,BR2)+ C

ˆ
B
R2

|∇U |2‖A‖2 dX

with
ˆ
B
R2

|∇U |2‖A‖2 dX =

ˆ R2

R

(ˆ
∂Br

|∇U |2‖A‖2 dσ

)
dr

≤

ˆ R2

R

Cr2r−1
(
r−1

logR

)2

dr ≤
C

logR
→ 0 as R→∞.

The inequality above is the crucial step where we have used the assumption n = 2. In
conclusion, since E(U±R , BR2) ≥ E(U,BR2) we get

E(U+R , BR2) ≤ E(U,BR2)+ δ(R)

with δ(R) → 0 as R → ∞. Now the proof continues as in [SV]. We sketch it for
completeness. Since

E(w,BR2)+ E(w,BR2) = E(U,BR2)+ E(U
+

R , BR2),

with
w := min{U,U+R }, w = max{U,U+R },

the inequality above shows that

E(w,BR2) ≤ E(U,BR2)+ δ(R). (5.1)

We remark that {U = 0} consists of a finite number of closed sectors, since 6U = 0.
Now, assume for contradiction that U is non-trivial. Then we can find a direction

(say e1) and either a point P ∈ {U = 0}o such that P ± e1 ∈ {U > 0} or a point
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P ∈ {U > 0} such that P ± e1 ∈ {U = 0}o. Assume for simplicity that we are in the first
case. This implies that

w = U < U+R in a neighborhood of P,

w = U+R < U in a neighborhood of P − e1.

In conclusion, w is not harmonic in B+
|P |+2 and therefore we can modify w inside this

ball without changing its values on {xn+1 = 0} so that the resulting function v satisfies

E(v, B|P |+2) ≤ E(w,B|P |+2)− η

with η small independent of R.
In conclusion, using (5.1) we obtain

E(v, BR2) ≤ E(U,BR2)+ δ(R)− η,

which contradicts the minimality of U for R large enough. ut

By our flatness theorem 2.6, Remark 4.5 and the compactness theorem 3.12, we immedi-
ately obtain the following corollary.

Corollary 5.6. Minimizers of E in R2+1 have C2,α free boundaries.

In the next two lemmas, we follow the dimension reduction argument due to Federer for
minimal surfaces (see also [CRSa]), and prove the first claim in Theorem 1.1, that is,

Hs(6u) = 0, s > n− 3,

for all minimizers u of E in � ⊂ Rn+1.

Lemma 5.7. Assume that for some s > 0, Hs(6U ) = 0 for all minimal conesU in Rn+1.
Then Hs(6u) = 0 for all minimizers u of E defined on � ⊂ Rn+1.

Proof. First we show the following property (P): for every Y ∈ 6u there exists dY > 0
such that for any δ ≤ dY , any subset D of 6u ∩ Bδ(Y ) can be covered by a finite number
of balls Bri (Yi) with Yi ∈ D such that∑

i

rsi ≤ δ
s/2.

Property (P) follows by compactness. Indeed, given Y ∈ 6u, assume that the conclu-
sion does not hold for a sequence δk → 0. By possibly passing to a subsequence, we may
assume that the sequence uδk converges uniformly to a minimal cone U where

uλ(X) = λ
−1/2u(Y + λX).

By our hypothesis, we can cover 6U ∩ B1 by a finite number of balls Bri/4(Xi) with
radius ri/4 so that ∑

i

rsi ≤ 1/2.
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On the other hand, by the flatness theorem 2.6,

6uδk
∩ B1 ⊂

⋃
i

Bri/2(Xi)

for all large k. Thus, after scaling, u satisfies the conclusion in Bδk for all large k and we
reach a contradiction.

Next, denote by Dk the set of Y ∈ 6u with dY ≥ 1/k. Fix Y0 ∈ Dk. By property (P),
we can cover Dk ∩ Br0(Y0) where r0 = 1/k with a finite number of balls Bri (Yi) with
Yi ∈ Dk and ∑

i

rsi ≤ r
s
0/2.

Now, we repeat the same argument for each ball Bri (Yi) and cover it with balls Brij (Yij )
with Yij ∈ Dk and ∑

j

rsij ≤ r
s
i /2.

By repeating this argumentm times we obtain Hs(Dk∩Br0(Y0)) = 0, hence Hs(Dk) = 0
and the conclusion follows by letting k→∞. ut

Lemma 5.8. Assume that for some s > 0, Hs(6U ) = 0 for all minimal conesU in Rn+1.
Then Hs+1(6V ) = 0 for all minimal cones V defined in Rn+2.

Proof. It suffices to show that Hs(6V ∩ ∂B1) = 0. Using our assumption we can deduce
by the same compactness argument in the previous lemma that when restricted to ∂B1,
6V ∩ ∂B1 satisfies the same property (P) as above. The conclusion now follows again
with the same argument as in Lemma 5.7. ut

In dimension n = 3, in view of Theorem 5.5, Hs(6U ) = 0 for all s > 0, for all minimal
cones U . This fact, combined with the previous two lemmas, gives the desired claim that

Hs(6u) = 0, s > n− 3,

for all minimizers u in Rn+1.

Next we show the second claim in Theorem 1.1, that is, F(u) has locally finite Hn−1

measure for all minimizers u in Rn+1.

Lemma 5.9. Assume u is a minimizer in B2 with ‖u‖C1/2 ≤ M. Then there exists C(M)
large depending on M such that

Hn−1
(
(F (u) ∩ B1) \

m⋃
i=1

Bδi (Xi)
)
≤ C(M)

for some finite collection of balls Bδi (Xi) with

m∑
i=1

δn−1
i ≤ 1/2.
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Proof. Assume for contradiction that we can find uk such that ‖uk‖C1/2 ≤ M and

Hn−1
(
(F (uk) ∩ B1) \

m⋃
i=1

Bδi (Xi)
)
≥ k (5.2)

for any collection of balls with
m∑
i=1

δn−1
i ≤ 1/2.

We may assume that uk converges uniformly on compact subsets of B2 to a minimizer u.
Since Hn−1(6u) = 0 and 6u is closed,

6u ∩ B1 ⊂

m⋃
i=1

Bδi/2(Xi),
m∑
i=1

δn−1
i ≤ 1/2,

for some collection of balls.
Since F(u) \ 6u is locally a C2,α surface, we conclude from the flatness theorem

that (F (uk) ∩ B1) \
⋃m
i=1 Bδi (Xi) is a C2,α surface which converges in the C2 norm to

(F (u) ∩ B1) \
⋃m
i=1 Bδi (Xi), contradicting (5.2). ut

Lemma 5.10. Assume u is a minimizer in B2 with ‖u‖C1/2 ≤ M. Then

Hn−1(F (u) ∩ B1) ≤ 2C(M).

Proof. By Lemma 5.9,

F(u) ∩ B1 ⊂ 0 ∪

m⋃
i=1

Bδi (Xi)

with Hn−1(0) ≤ C(M), and
m∑
i=1

δn−1
i ≤ 1/2.

For each ball Bδi (Xi) we again apply Lemma 5.9 rescaled to obtain

F(u) ∩ Bδi (Xi) ⊂ 0i ∪
mi⋃
j=1

Bδij (Xij )

with Hn−1(0i) ≤ C(M)δ
n−1
i , and

mi∑
j=1

δn−1
ij ≤

1
2
δn−1
i .

Now for each ball Bδij (Xij ) we apply the same argument and after l such steps we find
that

F(u) ∩ B1 ⊂ 0̃ ∪

r⋃
q=1

Bδq (Xq)



1322 Daniela De Silva, Ovidiu Savin

with

Hn−1(0̃) ≤ C(M)

(
1+

1
2
+ · · · +

1
2l−1

)
and

∑
q

δn−1
q ≤ 2−l,

which implies the conclusion. ut

Remark 5.11. The same argument can be used to show that the non-local minimal sur-
faces defined in [CRSa] have locally finite Hn−1 measure.

Proof of Theorem 1.1. The conclusion follows from Theorem 5.5 and Lemmas 5.7–5.10.
ut

6. Viscosity solutions with Lipschitz free boundaries

In this section we prove our main Theorem 1.2, that is, that Lipschitz thin free bound-
aries are C2,α. First we prove non-degeneracy of viscosity solutions with Lipschitz free
boundaries.

Lemma 6.1. Assume u is a viscosity solution in B2 with F(u) a Lipschitz graph in the en
direction with Lipschitz constant L and 0 ∈ F(u). Then

‖u‖C1/2(B1)
≤ C(L) and max

Br
u ≥ c(L)r1/2 for all r ≤ 1.

Proof. Since
u(en) ≤ C dist(en, F (u))1/2 ≤ C

we can apply the Harnack inequality to obtain

u(en+1) ≤ C(L),

which gives the first inequality of the claim (in view of Lemma 2.5).
By scaling, it suffices to prove the second inequality for r = 1.
Let µ be small depending on L and X0 ∈ {u = 0} ∩ B1/2 be such that

Bµ(X0) ⊂ {u = 0}

and it is tangent to F(u) at Y0. Let w be the harmonic function in B2µ(X0) \ Bµ(X0)

which is zero on Bµ(X0) and equals 1 on ∂B2µ(X0). Then, by the maximum principle,

wmax
B1

u ≥ u on B2µ(X0).

Hence, since Y0 is a regular point for F(u), from the free boundary condition at Y0 we
obtain

max
B1

u
∂w

∂U0
(Y0) ≥ 1, so max

B1
u ≥ c(µ). ut

In view of Proposition 2.10 and the previous lemma we obtain the following compactness
result for viscosity solutions with Lipschitz free boundaries.
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Corollary 6.2. Let uk be a sequence of viscosity solutions in B2 with F(uk) uniformly
Lipschitz, and 0 ∈ F(uk). Then there exists a subsequence ukl such that

ukl → u∗, F (ukl )→ F(u∗) uniformly in B1

with u∗ a viscosity solution in B1.

Next we show that positive harmonic functions v (not necessarily viscosity solutions) are
monotone in the en direction in a neighborhood of F(v) if F(v) is a Lipschitz graph.

Proposition 6.3 (Monotonicity around F(v)). Assume that v ≥ 0 solves 1v = 0 in
B+1 (v), and that F(v) is a Lipschitz graph in the en direction in B1 with Lipschitz con-
stant L and 0 ∈ F(v). Then v is monotone in the en direction in Bδ , with δ depending
on L and n.

Proof. Assume by scaling that v is defined in B8L. Let w be the harmonic function in

� := {|(x′, 0, xn+1)| ≤ 1, |xn| ≤ 2L} \ {v = 0}

such that

w = 0 on ∂� \ {xn = 2L}, w = 1 on {xn = 2L} ∩ ∂� .

Then w is strictly increasing in the en direction in � (by the maximum principle w(X) ≤
w(X + εen)). By the boundary Harnack inequality ([CFMS])

v/w ∈ Cα(B1/2).

After multiplying v by an appropriate constant we may assume that v
w
(0) = 1, and obtain∣∣∣∣ vw − 1

∣∣∣∣ ≤ ε in B2δ,

for some ε small to be made precise later and δ depending on ε, L and n. For each r ≤ δ,
let

ṽ(X) =
v(rX)

w(ren)
, w̃(X) =

w(rX)

w(ren)
.

Hence ∣∣∣∣ ṽw̃ − 1
∣∣∣∣ ≤ ε in B2, w̃(en) = 1.

In the region

Cµ0 := {|x
′
| < µ0, 1− µ0 < |(xn, xn+1)| < 1+ µ0} \ {(x, 0) : xn < 0}

with µ0 small depending on L, we have (by the Harnack inequality for w̃)

|ṽ − w̃| ≤ εw̃ ≤ C(L)ε.
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Since ṽ − w̃ is harmonic we obtain

|ṽn − w̃n| ≤ C(L)ε in C 3
4µ0
.

Since ṽn − w̃n and w̃n are harmonic functions which vanish on

∂Cµ0 ∩ {xn ≤ 0, xn+1 = 0}

and w̃n ≥ 0 and w̃n(en) ≥ c(L) > 0, we obtain

|ṽn − w̃n| ≤ C(L)εw̃n in Cµ0/2. (6.1)

The bound w̃n(en) ≥ c(L) > 0 follows from the Harnack inequality for w̃n. Indeed,
w̃(en) = 1 and w̃(−en) = 0, so we can find a point X̄ on the line segment

[−en + ηen+1, en + ηen+1], η small,

where w̃n(X̄) ≥ c > 0 for some c, η depending on L.
From (6.1) we get

ṽn ≥ w̃n(1− C(L)ε) > 0 in Cµ0/2,

provided that ε is chosen small depending on L. This inequality applied for all r ≤ δ

easily implies the conclusion. ut

The key step in the proof of Theorem 1.2 is to show that there are no non-trivial Lip-
schitz viscosity cones. By the dimension reduction argument in the previous section, it
suffices to prove that there are no non-trivial cones with C2,α free boundary outside of the
origin. Indeed, we remark that Proposition 3.13 also holds for viscosity solutions, which
can be easily checked directly from Definition 2.4. Therefore, Lemma 5.4 also holds for
Lipschitz viscosity cones (see Remark 4.5).

Proposition 6.4. All Lipschitz viscosity cones are trivial.

Proof. Let U be a viscosity cone with Lipschitz free boundary and denote by L the Lip-
schitz norm of F(U), as a graph in the en direction. We want to show that U is trivial. By
the discussion above we can assume that F(U) is C2,α outside of the origin.

Now we prove the proposition by induction on n. The case n = 1 is obvious. Assume
the statement holds for n− 1.

By Proposition 6.3, U is monotone in the cone of directions (ξ, 0) ∈ C × {0} with

C := {ξ = (ξ ′, ξn) ∈ Rn : ξn ≥ L|ξ ′|},

since F(U) is a Lipschitz graph with respect to any direction ξ ∈ Co. Moreover there
is a direction τ ∈ ∂C with |τ | = 1 such that τ is tangent to F(U) at some point X0 in
F(U) \ {0}. Then

Uτ ≥ 0 in {U > 0}.

If Uτ = 0 at some point in {U > 0} then Uτ ≡ 0, thus U is constant in the τ direction,
and by dimension reduction we can reduce the problem to n − 1 dimensions, so by the
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induction assumption U is trivial. Otherwise Uτ > 0 in {U > 0} and by the boundary
Harnack inequality,

Uτ ≥ δU in a neighborhood of X0, for some δ > 0.

This contradicts Lemma 2.8 since for all r small,

δ

2
r1/2
≤ δU(X0 + νr) ≤ Uτ (X0 + νr) ≤ Kr

1/2+α.
ut

Remark 6.5. As mentioned in the introduction, the argument above also works for the
classical one-phase problem and the minimal surface equation. In the classical one-phase
problem we need to use the Hopf lemma, and in the minimal surface equation we use the
strong maximum principle.

We are now finally ready to exhibit the proof of our main Theorem 1.2.

Proof of Theorem 1.2. First, we show that given a viscosity solution u with Lipschitz free
boundary in B1 with 0 ∈ F(u), we can find σ > 0 small depending on u such that F(u)
is a C2,α graph in Bσ . Indeed, there exists a blow-up sequence uλk which converges to a
Lipschitz viscosity cone (see Remark 4.5), which in view of the previous lemma is trivial.
The conclusion now follows from our flatness theorem 2.6 and Corollary 6.2.

Next we use compactness to show that σ depends only on the Lipschitz constant L
of F(u). For this we need to show that F(u) is ε̄-flat in Br for some r ≥ σ depending
on L. Indeed, if no such σ exists then we can find a sequence of solutions uk and a
sequence σk → 0 such that uk is not ε̄-flat in any Br with r ≥ σk. Then the uk converge
uniformly (up to a subsequence) to a solution u∗, and we reach a contradiction since
F(u∗) is C2,α in a neighborhood of 0 by the first part of the proof. ut
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