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Abstract. We propose a weak formulation for the binormal curvature flow of curves in R3. This
formulation is sufficiently broad to consider integral currents as initial data, and sufficiently strong
for the weak-strong uniqueness property to hold, as long as self-intersections do not occur. We also
prove a global existence theorem in that framework.
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I confess, I am skeptical about the stability of many
of the motions which you appear to contemplate.

Stokes, letter to Kelvin, 1873
1. Introduction

The binormal curvature flow equation for a smooth family (y;);e; of curves in R3 is
traditionally written in terms of an arc-length parametrization y : I x R — R3 by

0y = sy X OssY ()

where ¢t € [ is the time variable, s € R is the arc-length parameter, and x denotes the
vector product in R3. The arc-length parametrization condition

|05y (1, ) =1 2
is indeed compatible with equation (1), since
8 (185y %) = 20,y - 8y = 205y - sy X Bysy) = 0

whenever (1) is satisfied, at least for sufficiently smooth solutions. In particular, closed
curves evolved by the binormal curvature flow equation (1) all have constant length. In
more geometric terms, equation (1) takes its name from its equivalent form

0y = kb

R. L. Jerrard: Department of Mathematics, University of Toronto, Toronto, Ontario, M5S 2E4,
Canada; e-mail: rjerrard @math.toronto.edu

D. Smets: UPMC, Université Paris 06, UMR 7598, Laboratoire Jacques-Louis Lions, BC 187,
F-75252 Cedex 05, Paris, France; e-mail: smets @ann.jussieu.fr

Mathematics Subject Classification (2010): 53C44, 76B47



1488 Robert L. Jerrard, Didier Smets

where « and b are the curvature function and the binormal vector field along y; respec-
tively.

It seems that equation (1) first appeared in the 1906 Ph.D. thesis of L. S. Da Rios [8],
whose work was promoted in a series of lectures in 1931 in Paris by his advisor T. Levi-
Civita [24]. The problem considered by Da Rios and Levi-Civita goes back to the cel-
ebrated 1858 paper of H. Helmholtz [14] on the motion of a three-dimensional incom-
pressible fluid in rotation. Special attention was paid in the second part of [14] to configu-
rations called “unendlich kleine Querschnitts”, and translated in [15] by vortex filaments
of indefinitely small cross-section: in such configurations, the vorticity field w := curl(v)
associated to the velocity field v of the fluid at a given time 7 is concentrated along a
closed oriented curve y;, parallel to it and vanishing rapidly away from it, so that

/ X(x)~a)(x,t)dx:/ X -1, dH!
R3 4

in some appropriate sense for any vector field X € D(R3, R?). Helmholtz, like everybody
since, failed to rigorously answer the question of the persistence in time of such vortex
filaments under the Euler flow

diw+v-Vo=w--Vo.

Nevertheless, he obtained a number of important contributions in that direction, as well
as suggestive evidences, which conducted him to study the question of the corresponding
asymptotic motion law for the underlying curves y; in case of positive answer to the pre-
vious question. Because of mathematical obstacles related to the singularity of the Biot—
Savart kernel involved in the reconstruction of v from @ when considering such vorticity
measures, Helmholtz essentially restricted his mathematical study to the case of straight
or circular vortex filaments, or combinations of those. Pursuing Helmholtz’s work, Lord
Kelvin announced in 1867 [19] and published in 1880 [20] the first result on linear sta-
bility of circular vortex filaments. The latter, also called vortex rings, correspond in the
asymptotic of infinitely small cross-section to the traveling wave solutions of equation (1)
given by

‘.
y(t,s) = yre(s) + e

where v, ; is an arc-length parametrization of a circle of radius r in a plane perpendicu-
lar to the unitary vector ¢ € R3. Kelvin carefully described the neutral modes involved
in small perturbations of such configurations, and which are today referred to as Kelvin
waves. J. J. Thomson’s 1883 treatise [28] and H. Poincaré’s 1893 lecture notes [26] are
also important sources regarding the state of the art for vortex filaments motion in incom-
pressible fluids by the end of the nineteenth century. As already mentioned, it is only in
1906 with a careful use of potential theory that Da Rios formally obtained the speculated
general motion law (1).

Letting aside the fact that it has never been rigorously derived from the Euler equa-
tions, and even though it is globally well-posed for initial data consisting of smooth closed
curves, formulation (1) for binormal curvature flows has at least two limitations which we
would like to address.
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First, by essence this formulation is tailored for parametrized curves. In particular, and
since it involves derivatives with respect to the parameters only, it is necessarily insen-
sitive to self-intersections! in the curves y,. This property is surely unsatisfactory if one
believes that such flows arise as limits from three-dimensional fluid dynamics. Instead, it
would be desirable for a formulation to be able to detect such self-intersections, as well
as possible collisions between elements of disconnected vortex filaments and changes of
topology.

Second, there are presumably important configurations of curves which are too sin-
gular to be considered under formulation (1). Indeed, invoking distributional derivatives
one can give a meaning to equation (1) in a variety of spaces, but those spaces just fail
to include the case of curves which are barely Lipschitz. On the other hand, in numerical
simulations of the Euler equation or the Gross—Pitaevskii equation for quantum fluids, it
is observed (see e.g. [22] and [23]) that vortex filaments often tend to recombine by ex-
changing strands in cases of collisions or self-intersections. Those recombinations, when
the intersections are transverse, inevitably create discontinuities of the tangent vector (see
Figure 1 below).

Fig. 1. Non-unique evolution through strands recombination and singularity formations.

Our starting point in trying to address these two important limitations is the following
identity for smooth solutions of (1), which was remarked by the first author in [17] in a
more general context.

Lemma 1 ([17]). Ify is a smooth solution of (1) on I x T', where I C R is some open
interval and T' = R/LZ for some £ > 0, then for every vector field X € D(R3, R3) and
everyt € 1,

d
— | x-qau' = —/ D(curl(X)) : (t; @ ;) dH!, 3)
dt Yt Yt

where y; = y(t, -) and t; is the oriented tangent vector along y;.

1 By self-intersection of y; we mean failure of injectivity of the map y (t, -).
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Notice that for fixed time, both sides of (3) involve, in terms of y, only the tangent vec-
tors 1, and therefore first order derivatives with respect to the arc-length. This suggests
enlarging the definition of binormal curvature flows through an extension of formula (3)
to one-dimensional objects that have well-defined tangent spaces, at least in a measure-
theoretic sense. A tentative definition based entirely on integral currents of H. Federer
and W. H. Fleming [12] was first proposed in [17]; an existence theory in that framework
is still missing. The main difficulty in dealing with (3) in the framework of currents is
that the right-hand side does not have good continuity properties for the usual topologies
associated to currents, because of the presence of quadratic terms in the tangent vectors.
Instead, such quantities seem more appropriate to be dealt with using the general frame-
work of Young measures, and more specifically varifolds of F. J. Almgren [2] and W. K.
Allard [1]. On the other hand, the left-hand side of (3) is more appropriate to currents
than varifolds, in particular because the latter do not have an orientation. The strategy
which we adopt here below tries in a sense to reconcile these two features, building both
on integral currents and on a notion of oriented varifolds which can be viewed as the non-
parametric version of what L. C. Young [29] and E. J. McShane [25] called generalized
curves.

Integral currents. H. Federer and W. H. Fleming introduced integral currents of arbi-
trary dimension in [12]. One-dimensional currents have a simple characterization which
we adopt as a definition (see [11, 4.2.25]).

A simple closed oriented curve in R? is a vector valued distribution T € D' (R3, R?)
such that there exists a Lipschitz one-to-one function y : T' — R3 satisfying

T(X) =/ X(y(s) - y'(s)ds VX e D[R, R?).
T

The length of a simple closed oriented curve T, denoted by L(T'), is given by L(T) :=
Jpi 17/(s)] ds, and we have the equality L(T)=sup{T (X) : X € DR, R3), || X|cc <1},
so that in particular L(T) is independent of the choice of parametrization y.

The set T of integral 1-currents in R® without boundary is the set of vector valued
distributions T € D’(R3, R?) such that T = ZjeN T; in D’ (R3, R3) for a sequence
(T});en of simple closed oriented curves in R? such that > jen L(T}) < oo. The mass of
an integral 1-current T € T in R3 without boundary is defined as || T|| := sup{T(X) :
X € DR3 R, | X|loo < 1}, and in particular we have | T|| < > jen L(T}) whenever
T =} ;N Tj for asequence (7j);en of simple closed oriented curves in R3.

Oriented integral varifolds. The set V of oriented integral 1-varifolds in R3 without
boundary is defined” as the set of finite non-negative Radon measures V € M(R3 x §?)

2 We emphasize that “integral” and “without boundary” actually refer not to the oriented varifold
V¢ but to its first moment Ty,. This is arguably an abuse of language, but it is convenient here. As
a result, although the terminologies look similar, our definition of integral oriented varifold allows
for non-trivial measures with respect to & variables, whereas the definition of integral varifolds of
Almgren and Allard does not.
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whose first moment with respect to the S variable
Ty : DR} RY) - R, X /X(x)-ng(x,g),

is an integral 1-current in R? without boundary. The mass of V € V is defined as ||V || :=
sup{V(¥) : ¥ € DR x $2,R), ¥l < 1}, and in particular we always have the
inequality | Tv | < IV

Measurable and continuous families. In what follows, I/ C R denotes an interval such
that 0 € I. A family (7}),c; of integral l-currents in R® without boundary is called
continuous if the map ¢t + T; is continuous from I to D’ (R3, R3. A family (Vy);er
of oriented integral 1-varifolds without boundary is called measurable if for every Borel
subset © C R? x S%, the map 1 — V;(0O) is measurable on /.

We are now in a position to state:

Definition 1. A measurable family (V;);ey of oriented integral 1-varifolds in R3 without
boundary is called a generalized binormal curvature flow on I if for any X € D(R3, R?)
the function ¢t — V;(X - &) is Lipschitz on I and satisfies

d
Efod%=—/D(curl(X)):S®§th “4)
for almost every ¢ € I.

Definition 2. A continuous family (7};);¢; of integral 1-currents in R? without boundary
is called a weak binormal curvature flow on I with initial datum Ty if there exists a
generalized binormal curvature flow (V;);c; on I such that

1. The first moment Ty, of V; coincides with T; for every ¢ € I.
2. The mass || V| satisfies || V|| < || To|| forevery ¢ € I.

For a generalized binormal curvature flow (V;);c; on I, we call the family (7, );e; of
first moments its family of associated undercurrents.

Remark 1. (i) Notice that Definition 1 is linear in V;. In particular, the sum of two gener-
alized binormal curvature flows is a generalized binormal curvature flow. Also, if (Tt1 Vel
and (th),e ; are two weak binormal curvature flows with initial data TOl and To2 respec-
tively, and if moreover || TO1 + TO2 =1 TO1 41l TO2 ||, then (T,1 + 7}2),61 is a weak binormal
curvature flow with initial datum TO] + TOZ.

(i1) Notice also that Definition 1 only involves, in terms of V;, its first moment on the
left-hand side of (4) and its second moment on the right-hand side of (4). As a result, a
uniqueness or a Cauchy theory for generalized binormal curvature flows at the level of V;
is ruled out a priori. Further possible pathologies of generalized binormal curvature flows
are illustrated by examples that we present in Remark 6, at the end of Section 5.2.

As we will see, the situation greatly improves for weak binormal curvature flows.

(iii) Finally observe that the equality (4) actually makes sense for a general measurable
family of Radon measures V, € M(R? x §?). Since we know only of artificial such
examples of “diffuse” flows, we have preferred to stick with the actual Definition 1.
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Note, however, that Theorems 2 and 3 below, which establish weak-strong uniqueness
of weak binormal curvature flows together with a related stability result, do not require
the full strength of the definition of weak binormal curvature flow. Indeed, the assumption
that the undercurrents Ty, be integral for every ¢ is not used anywhere in these proofs.

In view of Lemma 1, we immediately deduce

Proposition 1 (Consistency). Let £ > 0 and y : I x (R/{Z) — R? denote a smooth
classical solution of the binormal curvature flow equation (1). The family (Vy ;);e; de-

fined by

¢
Vya () i=/0 Y(y(t,s), 0y ) ds Vi € DR’ x 57, R)

is a generalized binormal curvature flow on 1, and the family (T, ).e; defined by

4
T, +(X) :=/ X(y(t,s)) - 0sy(t,5)ds VX € D[R R?)
0

is a weak binormal curvature flow on I with initial datum T, o provided || T, o| = £.

An advantage of Definitions 1 and 2 is that they lead rather directly to an existence theory
globally in time.

Theorem 1 (Global existence). For any integral 1-current Ty in R? without boundary,
there exists a weak binormal curvature flow (T;);cr on R with initial datum Ty.

Theorem 1 is proved using an approximation argument and compactness properties. We
present some of these intermediate steps now, which, we believe, have their own indepen-
dent interest.

Proposition 2. Let (V;);c; be a generalized binormal curvature flow on I and denote by
(Tv,)se1 its family of associated undercurrents. There exists a universal constant C > 0
such that for every t1, to € I we have the inequality

d5(Ty, . Ty,) = C(sup Vil 2) 11 = 12]'/2,

tel
where, for T, T e T,

d%(T, T) == sup{T(X) — T(X) : X € D(R*,R?), [lcurl(X)[loc < 1}.

In particular, whenever (T;):cy is a weak binormal curvature flow on I with initial da-
tum Ty,

d5s(Ty,, Tyy) < CITlI"* 1t — ' Vi, el
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Remark 2. In geometric terms, the quantity d’(7, T) is exactly equal to the area of
the two-dimensional minimal surface whose boundary is given by T — T (see e.g. [11,
4.1.12]). The distance d7- is also much related to and actually slightly stronger than Whit-
ney’s flat metric. (In fact d can be thought of as a homogeneous flat metric.) It follows
therefore from Proposition 2 that when (7)< is a weak binormal curvature flow on / or
the family of undercurrents associated to a generalized binormal curvature flow uniformly
bounded in mass, the map ¢ +— 7; is Holder continuous with exponent 1/2 from I C R
to T equipped with Whitney’s flat metric.

Proposition 3. For each n € N, let (V/");cr be a generalized binormal curvature flow
on I. Assume that sup, .y ;¢ IIV/"|l < 0o and that

Vidt =~V  in MR} x §? x I) asn — oo.

Then V. = V,dt in M(R? x §% x I) where (V,);c; is a generalized binormal curvature
flow on 1. Moreover, for everyt € I,

Tyr = Ty, in DR R asn — oo.

Proposition 3 implies in particular that every sequence of smooth binormal flows with
uniform mass bounds and possibly highly oscillatory behavior converges, along subse-
quences, to a generalized flow. Examples of such limits which are not weak binormal
curvature flows are provided in Section 5.2.

Corollary 1. For eachn € N, let (T]");c; be a weak binormal curvature flow on I with
initial datum TO”. Assume that for some Ty € T we have, as n — o0,

T8 —~ Ty inD'R,R® and |T7|| — IToll inR.

Then there exist a subsequence (ny)renN and a weak binormal curvature flow (T;)iey on 1
with initial datum Ty such that for every t € I,

" ~ T, inD'R} R ask — oo,

The first part of Proposition 3 follows directly from Proposition 2 and the Arzela—Ascoli
theorem applied for a suitable localized version of the flat metric. The provided conver-
gence is actually stronger than stated in Proposition 3 or Corollary 1 (see Section 3).
Theorem 1 follows from Corollary 1 and the fact that integral 1-currents in R without
boundary can be suitably approximated by finite sums of smooth closed curves, for which
global existence of solutions to (1) can be used in conjunction with Proposition 1 and the
linearity mentioned in Remark 1.

Uniqueness of weak binormal curvature flows for a given initial datum 7y fails in gen-
eral under Definition 2, and in particular it is necessary to consider a subsequence in the
statement of Corollary 1. We believe however that Definition 2 is sufficiently strong to
eliminate unrealistic sources of non-uniqueness, and that the remaining ones are probably
intrinsic to any reasonable formulation of weak binormal curvature flows that requires
self-intersections and collisions to possibly matter. A typical example of non-unique evo-
lution is provided by an initial datum consisting of the sum of two circles of different radii
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(or else living in different planes) and that have exactly one intersection point. A first evo-
lution is given by the sum of the independent evolutions of both circles, which are travel-
ing wave solutions, and whose mutual distance will indefinitely increase since their speeds
differ as vectors. A second evolution is obtained by approximating the initial datum by
smooth simple closed curves 7 and applying Corollary 1 to their classical evolutions
according to equation (1). In this second case, the solution at any time is supported in a
Lipschitz image of T!, and therefore necessarily differs from the first evolution.
Still, we have

Theorem 2 (Weak-strong uniqueness). Let £ > Oand y : I x (R/LZ) — R3 denote a
smooth classical solution of the binormal curvature flow equation (1), and assume that
foranyt € I, the curve y; := y(t, -) is without self-intersection. Then the weak binormal
curvature flow (T, 1)req provided by Proposition 1 is the unique weak binormal curvature
flow on I with initial datum T, ¢.

As a matter of fact, we deduce Theorem 2 from a stronger quantitative estimate. For that
purpose, consider a compact subset J C I containing 0 and set

r=r(y,J) = gminmin(|dssy (¢, )l 75 (1)) > 0,
where the security radius rg(¢) is defined as the largest positive real number with the

property that every point x satisfying d(x, y;) < r¢(¢) has a unique closest point P (x)
on y;. Define then the vector field X, , on R3x J by3

Xy (. 1) = f(d* (e, )T (Pr(x) )
where T; is the oriented unit tangent vector along y, and*

o | =d/r*? for0<d?®<r?
f(d)‘{o for d* > r?.

Theorem 3 (Control of instability). Let Ty € T and let (T});cy be a weak binormal
curvature flow on J with initial datum Ty. Define the non-negative functions F and G
on J by’

G@) = IITOII—/Xy,r(x,l)éth(xaE) = F(@) = /(1—Xy,r(x,t)~€)th(x,E) > 0.
Then G is Lipschitzian on J and

%G(z) <KF@t) <KG(@)

almost everywhere on J, where K = K (r(y, J), [10sss¥ l oo (s x11))-

3 The function f (d2(~, yt)) vanishes where P is undefined, so that X, ; is globally well-defined.

4 The analytic form of f does not really matter, but it is important that f (d%) has a non-
degenerate maximum at d = 0. See in particular (6) and (7) below.

5 Notice that the definitions of F and G only depend on the first moments Ty, of V;; therefore F
and G are uniquely determined by 7; = Ty, and well-defined.
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As noted earlier, this result, and hence Theorem 2 as well, remains true if we drop the
assumption (contained in the definition of a generalized binormal curvature flow) that Ty,
be an integral 1-current.

The function F' which appears in the statement of Theorem 3 may be understood as
a measure of the discrepancy between y; and T;. To get some insight into its geometric
meaning, we express the integral 1-current 7; as 7; = (I'y, 6, &), where Iy, 6; and &, are
respectively the geometrical support, the multiplicity and the orientation of 7;, and then
define " = {x € I'; : d(x, y;) < r}and T® = T',\T"I". For x € I'i" such that 7, (P, (x))-
E(x) = 0, wehave 1 — X, (x, 1) - & (x) = 1 =5 (P(x)) - & (x) = 515 (Pi(x)) — & (x)]%,
while for x € I'" such that T (P(x)) - &(x) <0, wehave 1 — X, ,(x,1) - &(x) > 1 >
%lr,(Pt x) =& (x)lz. It follows in particular that

1
F(t)zf §|rtoP,—s,|2e,dH1+/ 6, dM". (6)
rin

out
Ft

In a different direction, for x € I'; we also have 1—- X, , (x, 1)-&(x) > 1— f(d*(x, ) >
min(d?(x, y;), r?), from which it follows that

F(t)= | min(@(, y),r*)6 dH'. %)
r

Upper bounds on F'(¢) therefore provide upper bounds on the right-hand sides of (6) and
(7), which together correspond to an H'! or tilt excess type measure of the discrepancy
between y; and T;. Notice however that 7; may have multiple components, some of which,
of small total length, could be located arbitrarily far from y; even if F(¢) is small. We
refer to [18] for the additional information that can be derived from F when T; is itself a
classical mean curvature flow for a parametrized curve.

Going back to Theorem 1, we mention that, whereas it is not difficult to produce
weak binormal curvature flows for which ||7;|| < ||7p|| for ¢ in some interval of positive
length, e.g. by collision and annihilation of circles of opposite speeds, we do not know of
any such example for a flow constructed as a limit of smooth flows of single curves (see
Section 5.1 and the notion of almost parametric flows). On the other hand, we have not
been able to prove the contrary either, nor the fact that the & part of the measures V; are
always reduced to single Dirac masses. We believe that it would be of interest to obtain
further insight into these questions.

We would also like to stress that we have here only considered weak binormal curva-
ture flows for finite mass currents. In view of the fact that the quantity 1 - X, , -& involved
in the definition of F in Theorem 3 is pointwise non-negative, it is not unreasonable to
expect that part of the analysis could be carried out as well for integral 1-currents of lo-
cally finite mass, at least under suitable assumptions on their behavior at infinity. Such an
extension would be of particular interest when considering the special solutions that have
been recently studied in a series of interesting works by V. Banica and L. Vega [3, 4],
using quite different methods, and which correspond to perturbations of an infinitely ex-
tended broken line.
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To conclude this introduction, we mention that integral formulas of a nature some-
what similar to (3) have been known and used in the past in related, yet very different,
contexts including the mean curvature flow and the incompressible Euler equations. No-
tably, the works of Brakke [5] and Ilmanen [16] have established existence and in some
cases weak-strong uniqueness for mean curvature flows in the frameworks of integral
varifolds and integral currents. As we deal with a Hamiltonian flow rather than a gradient
flow, it turns out that the existence part is simpler here in some aspects. We have voluntar-
ily stressed some analogies between the two situations in the way we stated Definitions 1
and 2, in particular regarding Brakke’s definition of varifold mean curvature flow [5] and
Ilmanen’s definition of enhanced motion [16]. Regarding the Euler equations, a related
integral formula has been used by DiPerna and Majda [10] to define and study a class
of measure-valued solutions, and a weak-strong uniqueness theorem in this framework
has recently been established by Brenier, de Lellis, and Székelyhidi [6]. Although there
are some analogies between our work and that of [10, 6], probably reflecting the fluid
dynamical roots of the binormal curvature flow, it seems difficult in practice to directly
relate the two approaches; as already noted, this has been an open problem since the work
of Helmholtz in the 1850s.

We present the proofs of Lemma 1 and Proposition 1 in Section 2, of Proposition 2,
Proposition 3, Corollary 1 and Theorem 1 in Section 3, and of Theorems 2 and 3 in
Section 4. In Section 5, we gather some additional results as well as some examples and
open questions.

2. Proofs of Lemma 1 and Proposition 1

Proof of Lemma 1. We expand both sides of (3) in coordinates and use the convention of
summation over repeated indices. Concerning the left-hand side of (3), we first have

d . S , .
—/ (Xoy)-dsyds = / (@i X7)oy)oy'osy! ds +/ (X7 o y)dsry! ds
dt J71 T! Tl
= [ @xhon@yayl - ayayhas
T
By definition of the vector product,

@y dsy! — 3y d5y") = eiju(dry x d5y)-,

where ¢; is the permutation symbol, so that

d .
a7 / (Xoy) -dsyds = sijk/ ((3: X7) 0 )@y x d5y) ds. (8
t Jrt T!

Concerning the right-hand side of (3), we write in coordinates
./;r' D(curl(X))(y (¢, 5)) : 05y (1,5) ® dsy (¢, 5)) ds

= / (3 (curl(X))*) 0 y)dyy! 85y * ds.
'I[‘l
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By definition of the rotation and the chain rule,
(A (curl(X))*) 0 )35y dsv* = €1 (31 X7) 0 )85y d5v* = 8105 (3 X7) 0 ¥)ds v~

Integration by parts therefore yields

/T D) (1, 9) £ oy (0,5 © Doy ¢, ) ds
— e / @X))opiyids. ©)
T

Finally, since (1) holds we have d;y x dsy = 055y, and the conclusion then follows by
combining (8) and (9). ]

Proof of Proposition 1. 1t is nothing more than a rephrasing of Lemma 1 in the frame-
works of Definitions 1 and 2. O

3. Proofs of Propositions 2 and 3, Corollary 1 and Theorem 1

The point of the next proof is to interpolate between uniform bounds on || 7y, || and the
Lipschitz continuity of ¢ — Ty, with respect to a weak norm (roughly speaking, the norm
dual to || D(curl(X))|lo0), implicit in the definition of a generalized binormal curvature
flow.

Proof of Proposition 2. Let X € D(R*,R3) and 1] # 1, € I. Let ¢ > 0 whose actual
value will be determined at the end of the proof, and set pg(x) := 3 p(x/¢e), where
p(x) = ¢(]x]) is a fixed non-negative radially symmetric function in D(R3, R), com-
pactly supported in B(0, 1), and such that [ p = 1. Define X, := p, * X. We have

Ty, (X) — Ty, (X) = Ty, (X — Xe) — Ty, (X — Xo) + Ty, (Xe) — Ty, (Xe).  (10)

We first estimate, in view of Definition 1,
15}
Ty, (Xo) — Ty, (Xo) = — / / D(curl(X))(x) : § ® £ dV;(x. §) dt
1 R3x S?
= 312 = 0l | Deurl(Xe) oo (sup 12 )
tel

C
=312 — 1= leurl (0 oo (sup 1V 1), (1
€ tel

where C| := f |Vp| < oo is a fixed constant. Next, for any x € R3and j € 1,2, 3, we

write
X/ (x) — X (x) = fs e3¢ <5> </ (X7 (y) — X/ (x0)] d?—l2> dr.
0 & dB(x,r)
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For each r > 0, we expand

1
f (X7 (y) — X/ (0)1dH? = / / VX (sy + (1 —$)x) - (y — x)ds dH>
dB(x,r) dB(x,r) JO

! P Z—X 2 r 1 . r
= VX' (z) - ——dH —ds = AX"(z)dz—zds
0 JaB(x,sr) rs s 0 JB(x,sr) S

_ / AXI (k|2 — x|) dz.
R3

where k, (t) = fmax(f/r’])(r/sz) ds = r(r/t — 1)*. It follows that

t/r
X(x)— Xc.(x) = KexAX, where K (y):= g3 /6 c(r/e)k,(y)dr.
0

Hence, for i = 1, 2 and summing over repeated indices, we obtain
Tv, (X — X¢) = Tv, (K  AX) = Ty, (K¢ * (Vdiv(X) + curl curl(X)))
=Ty, (V(Kg * diV(X))) + &jkeTv, (ang * (curl(X) - ek)eg)

= 0-+6(sup [V, I DK 1 fleurl (X) . (12)
tel

where we have used the fact that Ty, is boundary free. Inspection of K yields the estimate
IDK:|l1 < Cy/e where C» > 0 depends only on p, and therefore from (10)—(12) we
deduce

C
Ty, (X) = Ty, (X) < (37%2 —nl+ 6C28> leurl (X) oo (sup [[V2])-
tel

The conclusion follows by choosing ¢ := |t; — t1|1/2 and C := 3C| + 6C;. O
Proof of Proposition 3. First, it follows from the convergence V,'dt — V that
V(R? x 8% x (a,b)) < ( sup ||v,"||)|b —al Va,bel,
neN, tel

and therefore we may disintegrate V as V = V; dt where the measurable family (V;);c;

of non-negative Radon measures on R x $2, uniquely defined for almost every ¢ € I,

satisfies

sup | Vi |l < liminfsup ||V (13)
n— o0 tel

tel

Next, form > 1and T, T € T, set
dF (T, T) :=sup{T(X) — T(X) : [ Xlloo < 1, [lcurl(X)]loc < 1, supp(X) C B(0, m)},
where X € D(R3, R%), and define

. _

- o dEn(T.T)
dFjoc(T. Ty = Y 2mFm el
= dp (T T)+1
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By the Federer and Fleming compactness theorem (see e.g. [11, 4.2.17]), for every R > 0
theset Y := {T € T : |T|| < R} equipped with the metric dr 1o is compact. In
what follows, we fix R := sup,en, e/ |V/'ll. In view of the inequality [Ty || < [[V/]],
the definition of R and Proposition 2, it follows that the sequence of maps 7 > Ty,
n € N, is equibounded and equicontinous in C(I, Y). By the Arzela—Ascoli theorem, we
infer that there exists a subsequence (ny)xen and a family (7;);c; in C(1, Y) such that
t + T" converge to t — T, in C(J, Y) as k — oo for any compact subset J C 1.
Leth € D(I,R) and X € D(R3, R?) be given. On the one hand we have

klim //h(t)X(x)-stl"k dt :klim /h(t)TWnk(X)dt :/h(t)T,(X)dt,
and on the other hand we also have
klim //h(t)X(x)-éthnk dt =//h(l)X(x)-§dV,dt =/h(t)TVt(X)dt.

It follows from those last two equalities and the du Bois-Reymond lemma that Ty, (X) =
T;(X) for almost every ¢+ € I. Considering a countable family of vector fields X in
D(R3, R3), dense in D(R3, R3) for the topology of uniform convergence, it follows next
that Ty, = T, in D'(R3, R?) for almost every ¢ € . In turn, this implies that the only
cluster point of the family r — T/ in C(J,Y) is given by ¢ > T;, and therefore that
the convergence of t = 7" to t — T; in C(J, Y) holds without need to take a subse-
quence. Finally, we redefine (V;);c; for a negligible set of ¢ in such a way that Ty, = T;
in D’'(R3, R3) now holds for all # € I, and that (13) is still valid.

It remains to verify that (V;),es is a generalized binormal curvature flow. Let thus
X € D(R3,R?). For each m € N, by assumption the function ¢ > T (X) is Lipschitz
on [/ and 4

ET,’”(X) = —/D(curl(X)) (EQEAV!"

for almost every ¢ € I. In particular, %T[”(X) “OO < C(X) sup,en, ses IV/"Il depends
possibly on X but not on m. Since the function 7 — T;(X) is the pointwise limit of the
functions ¢ +— T;"(X) as m — oo, the previous estimate implies that t — T;(X) is
Lipschitz on . For any & € D(I, R), passing to the limit in the equality

/T,’"(X)h’(r)dz =/fD(cur1(X)):§®§dvf"h(t)dt,
we obtain
/fx-gdv,h/(r)dt:fT,(X)h’(t)d::ffD(curl(X)):§®§dv,h(t)dr,
and since ¢ — T,(X) is Lipschitz this finally implies that
%/X-stz=—/D(cur1(X)):$®stz

for almost every t € 1. O
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Proof of Corollary 1. For each n € N, let (V/');cs be a generalized binormal curvature
flow whose family of undercurrents is given by (7}");en and such that sup,c; [|Vi| <
75 Il. In view of the assumption || 7| — ||Toll, we infer that sup, cy ,c; V']l < oo.
By the de la Vallée Poussin theorem, there exist a subsequence (n1x)xen and a non-negative
Radon measure V € M(R? x §% x I) such that V,"*dt — V in M(R> x §% x I) as
k — o00. The conclusion then follows from Proposition 3 and the inequality

sup | V|l < liminfsup | V;" || < liminf | 75 | = | To]l. o
tel k=00 tep k—o00

Proof of Theorem 1. We proceed by approximation. Let Ty € 7. By Federer’s approxi-
mation theorem [11, 4.2.20], there exists a sequence (7;}')nen in T such that T — Tp in
D'(R3, R?) and || T || — || Toll in R as n — oo, and such that for each n € N, T has the
following structure: there exists a finite collection (Vfo) jeJ () of smooth closed oriented

curves in R3 such that

=Y Ty, and IT7I= Y ITy,l (14)

je @) jeJ(n)

Foreachn € Nand j € J(n), let yj” denote the global classical solutions of equation® (1)
with initial data yj’fo and set yj’"l = yj” (t,-). By Proposition 1, Remark 1, and (14), we
infer that for each n € Nthe map 1 — T" := ) i), TVﬁf defines a weak binormal
curvature flow with initial datum 7;j. The conclusion then follows from Corollary 1. O

4. Proofs of Theorems 3 and 2

We first prove the following key estimate:’

Proposition 4. Assume the hypotheses of Theorem 2. For any & € S> C R, the estimate
10: Xy, - 60 — D(curl(X),,,) : (§0 @ §0)| = K(1 — Xy » - §0) 15)

holds on R3 x J, where the vector field X y.r was defined in (5) and

K = r_2 =+ 14||8sss7/”L°C(JXTI)'

Proof. First notice that since f vanishes otherwise, we may restrict our attention to points
(x0, 10) € R3 x J such that d(xg, Vio) < 1. Letsy € T! be uniquely defined by P;,(xg) =
y (to, so). In particular, we have

|xo — ¥ (10, 0)| [8ss ¥ (0, s0)| < 1/2 (16)

6 Existence of classical solutions of (1) for smooth data is well-known; one of the earlier proofs
is given in [27], in a slightly different setting.

T A very similar estimate, with a nearly identical proof, is also presented in our companion paper
[18], which is more suitable to binormal curvature flows in parametric form only.
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and
(xo — ¥ (10, 50)) - 95 ¥ (0, S0) = 0. (17
The mapping ¥ : R3 x J x T' — R given by
(x,1,8) > (x —y(t,5)) - 05y (t,5)
satisfies W (xg, o, so) = 0 and
3 W (x0, 10, 50) = —|d5¥ (0, 50)|* + (x0 — ¥ (to, 50)) - 55 ¥ (10, 50) < —1/2, (18)

where we have used (2) and (16) for the last inequality. From the implicit function the-
orem, we infer that there exist an open neighborhood U of (xg, 7p) in R* and a smooth
function ¢ : U4 — R such that

W(x,t,0(x, 1)) =0 V(x,t)el. (19)

We may assume that U/ C {(x,?) : d(x,y;) < %r}, so that P;(x) is defined for (x, t) € U.
By uniqueness of the nearest-point projection, we therefore infer that

Pi(x) =y l(x,1) V(x,0)el,

and also that

Xy (e, t) = f(lx =y, s, D))y (. S(x, 1) Y(x,1) €U, (20
and finally that
px,t):=1—(x =y, (x,1)) dysy (. {(x, 1)) >0 inl. (21)

We fix some notation to keep subsequent expressions of reasonable size. For a func-
tion Y with values in R3, and i € {1, 2,3}, we write Y ! to denote the i-th component
of Y. We write d? to denote the function (x, 1) — [x —y(t, ¢(x, t))|2, y (¢) to denote the
function (x, t) +— y (¢, £(x, 1)), and similarly for 9;y (¢), 9:5v(£), d5v (£), 0ssyY (¢) and
dsss¥ (). When it does not lead to possible confusion, we also denote by x the function
(x, t) — x. Each of these functions is defined on I/.

Step 1: First computation of D(curl(X)) : (§ ® &). Differentiating (20) we obtain,
pointwise on U and for i, j € {1, 2, 3},

9 X" = 3 (f( @)y (@) + f(dDdssy (0 8¢ (22)
for the space derivatives, and
X' =3 (f(dNy () + f( @557 () 8L + sy (O] (23)

for the time derivative. Also, for i, j, £ € {1, 2, 3},

3 X' = 30 (F(d*)Bsy () + 55y () [3e(f(d*))8;¢ + 3 (f (d*)) 3¢ ]
+ F(@H) 55y ()05 E + f(d®)ssy (£) g
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In particular, we may write
D(curl(X)) : (5o ® &) =: A = A1 + Az + A3 + Aq, 24
where )
A = € (f (d)dsy (©) €88
Ay 1= €jidsey () [0e(f (@)B:E + 3 (f (d*)0ec 1ERES
A3 = eiji f(d)osesy ()T DL 0L ELEL,
Ayg = €iji f(d))0ssy (0) 0 LG &G,

in which ¢; j; is the Levi-Civita symbol and we sum over repeated indices.

(25)

Step 2: Expressing derivatives of ¢ in terms of y. Recall that by definition of ¢, we
have

(x =y, ¢x,0)) - %y, t(x,1) =0 (26)

forevery (x,t) € U.For j € {1, 2, 3}, differentiating (26) with respect to x; and using (2)
we find

9y (§) = 3¢ + (x — y(0)) - 55y (£)dj¢ = 0. @n

In view of (21), we may rewrite (27) as
L, i
9j¢ = =5y’ (). (28)
0
For ¢ € {1, 2, 3}, differentiating (27) with respect to x; and using (18), we obtain

;057 (©)*

F oy ()t 2@’
0

1
8Kj§ = ;(3”)/(()
Ay (0) 357 ()*
@) amy(o‘m)p—/@). 29)

Finally, differentiating (26) with respect to ¢ we obtain
%¢ = %(—317/(4) A5y () 4+ (x =y (©) - s (©)). (30)
In particular, taking into account (1) it follows from (30) that, at the point (xg, ),
¢ = %(x —v(£) - (Bs¥(8) X Bsss¥ (£)). (€29

Step 3: Expressing derivatives of d? in terms of y. In view of the definition of d?, we
have, for j € {1, 2, 3},

9jd* =2(x — y () —2(x — () - 857 (£)8;¢ = 2(x — y(£))’, (32)
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where the last equality follows from (26). For £ € {I, 2, 3}, differentiating (32) with
respect to xy and using (27), we obtain

djd® = ~2(8j¢ — 85y (§)7 9¢t) = —2<5jz - M) (33)

where §;; is the Kronecker symbol. Also from the definition of d?, we have
0rd® = —=2(x — y(£)) - By () + 357 ()3, 0). (34)
In particular, taking into account (26) and (1) it follows from (34) that, at the point (xg, #),
ad® = =2(x — y(£)) - 3y () x sy (). (35)

Step 4: A reduced expression for D(curl(X)) : (§) ® &). We substitute, in the terms
Ay, Aa, Az and A4 defined in Step 1, the expressions for the derivatives of d? and ¢ which
we obtained in Steps 2 and 3. Some cancellations occur.

Examining A1, we first expand

di (f(d®) = f(@Hded? 3;d* + f'(d*)dyid?
. 2 .
=4f"(d)x -y @) ' x—y@) + ;f%dZ)asy(;)ﬁasy(c)’ —2£'(d*)8ui,
where we have used (32) and (33) for the second equality. Next, we write

ijk(x = 7 () (x =y (©) 0y (©) &80 = (eiji(x = y(©) 0y () &5) (x = ¥ () &)
= ((x = y(©)) - B5¥ (&) X &))((x — ¥ (©)) - &)
Similarly,
€ijkdsy (O 3y () 85y () E5ES = (357 (0) - By (§) X £0))(Bs¥ (¢) - &) = 0,

and
ijkdeidsy (£)7 6080 = €ijn€ndsy (6)) & = €0 - (3,7 (£) x &) = 0.
Hence,
Ap=4f"d)((x =y (@) - sy () x £0))((x — ¥(2)) - £0). (36)
In the same way, for A;, (28) and (32) yield

2 . . .
Ay = ;f’(dz)eijksé‘séamy@)f((x — @) sy (@) + (x — ¥ () 8y (D))
2
= ;f/(dz)amy@) -5y (€) x E0)(E0 - (x — ¥ ()

2
+ ;f/(dz)(x — (&) - (Bssy(£) x &0) (o - 05 ¥ (£))
=: Ay 1+ A2>. 37
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For Az, we invoke (28) to substitute d;¢ and 0;¢ and obtain

1
Az = Ff(dz)(as)/(f) -£0)05¥ (£) - (Bsss ¥ (£) X &0)- (38)

For A4 finally, we invoke (29) to substitute d,;¢ and obtain
1
Ay = ;f(d%amy(c) - (057 (£) X £0) (35 () - €0)
1
+ ;f(fﬂ)asy(g) < (0557 (&) x 80)(Bs5¥ (£) - §0)

+ %f(dz)((x — 7)) - 555 ¥ (0)) 35y (¢) - (Bss v (§) X £0)(D¥ (£ - o)
=0+ Ag1 + Agn. (39)
Step 5: Computation of 3; X - &§. We expand (23) as
X' = f'(d),d* sy @) + f@)3ssy(§) 0L + By (D] (40)
Therefore, at the point (xo, tp), we obtain from (1), (30) and (35)
0:X -& =: B = By + B, + Bs, 41)
where
By = =2f"(d*)((x — y(©)) - 35y () x 557 () @5y (2) - £0),
%f(dz)((x — 7)) - (Bs¥(©) X D55 ¥ (0))) Bss ¥ () - o),
B3 = f(d*) B,y (0) X By v (0)) - &0. (42)

Step 6: Proof of Proposition 4 completed. We write, at the point (xg, tg),

>
(W)
i

|B — Al =0;X - & — D(curl(X)) : (6o ® éo)|
< |Ail + |A21]| + |A22 — Bi| + |A3 — B3| + |Ag 1| + |As 2] + |B2|, (43)

and we will estimate each of the terms in the last line separately. We first observe the
following elementary facts that hold at the point (x, #p) (when they involve functions):

&5, 180, 185y ()] < 1 (indeed, & € $2 and (2) holds),
L/ d>| <3/r2, | f"(d?>| <6/r (from the definition of f),
p>1/2,11=1/p| <d/r, |1—1/p* <3d/r (from (16) and the definition (21) of p).

For convenience, set ¥ = [[9555¥ || oo (s xT1)- Taking into account (17), direct inspection
yields

|A1] <24d* ™%, |Axql < 6driEg ], Aanl < SrE R (44)
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as well as
|Asn| < 4dr7'Sigtl,  |Bal <drT'zigd (45)

Next, we write

1200 &o
|B] — Agal| = ;f @ @By () - £0) ((x — ¥(©)) x 355¥ () - [ 85v(¢) — "
< 6dr (185 (¢) — &l +dr™Y), (46)
and |
|By — A3| = 'f(dz)[(asy(é) X dss557 (£)) - so]<1 - ?éo - asy(o)'
< BIEFI((1 = 35y (¢) - &) +dr™')
< 2((1 =y () - &) +dr g ). (47)

It remains to bound d, |§(§- [, 105y (&) —&ol and |1 -5y () -&o| in terms of 1 — X, , -&p. For
that purpose, first recall from the definition of f, from the fact that |§y| = |9, (¢)] = 1,
and from the assumption d < r, that

1—X,, & >1— f@d»)>dr > (48)

Also, if X, , - & > Othen 1 — X, , -&§ > 1 — 95y(¢) - &, and if X, , - & < O then
I1-=Xy,,-6 >1>(1-09y()-&)/2. Inany case, we have

1= Xy & = 31— 3y(0) - &) (49)
Finally, by Hilbert’s projection theorem
E17 < €0 — By (OI* = 2(1 — 3y (§) - £0) < 4(1 — X, - £0). (50)

Inserting (48), (49), or (50) in (44)—(47), and writing x < y forx < y(1 — X, , - &), we
obtain

A1l 2 24/r% Aol 212/ |Aaal 2/r% |A4n| < 8E,
|Bal <2%,  |Bi— A22| 2 16/r%,  |By — A3] <45,
and summation according to (43) yields the claim. O

Proof of Theorem 3. Since the map ¢ — ||V;| is bounded on J, since f is of class C and
since D(curl(X, ;)) is a continuous function, we infer from Definition 1 that the function
G is Lipschitz on J and that

d d
EGQ) = _E f Xyr-§dV, = _/8th,r & = D(curl(Xy, ;) : E®8&)dV;.

The conclusion follows directly from Proposition 4. O

Proof of Theorem 2. Let t — T; be a weak binormal curvature flow on J with initial
datum T), 9. By Theorem 3 and the Gronwall inequality, we infer that G and F vanish
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identically on any compact subinterval of J containing 0, and therefore vanish on J.
Fix t € J. Since X, ,(x,1) - & = 0 if and only if x = y(z, s) for some s € T' and
£ = 8,y (t, s), we deduce from the identity F () = O that for #{!-a.e. x in the geometrical
support of T; we have x € y;. It follows from the Federer—Fleming constancy theorem
[11, 4.1.31] that T; = aT,; for some a € Z, and then from the identity F'(t) = O that
a=1. O

5. Additional results, examples and open questions

5.1. Control of average speed and conserved quantities

In general, the convergence stated in Proposition 3 or Corollary 1, and involved in the
construction of a solution in Theorem 1, does not imply that there is no mass loss at
infinity, and it could be that || V;|| is not constant in time. In the following, we present a
sufficient condition to rule out this possibility, and we deduce conservation of momentum
and angular momentum in that case.

Definition 3. A weak binormal curvature flow (7});¢; is called almost parametric if there
exists a sequence (Tyn ;);er, n € N, of binormal curvature flows associated to smooth
solutions (y™),en of (1) according to Proposition 1, such that

IToll = Lim [Ty 0l
n—oo

and forallt € I,
Tyn, — T, inD' R} RY).

Remark 3. (i) It follows from Proposition 3 that given any current 7p associated to a
Lipschitz function yp : R/¢Z — R3 by the formula

¢
To(X) := / X(n(s) - dypo(s)ds VX € DR, R?),
0
there exists an almost parametric binormal curvature flow with initial datum Tj.

(ii) From the convergence T,»; — T, it follows that 7; is compactly supported for
everyt € I.

For a smooth solution y : I x R/{Z — R3 of (1), the momentum P(y(t,-)) and the
angular momentum Q(y (¢, -)) defined respectively by

4
P(V(f, )) ::/(; y(tvs)xasy(t3s)dsv

4
Q(V(t, )) ::‘/(‘) y(tvs) X (V(I,S) X aS‘y(t?s)) dsa

are independent of time.
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Notice that
Py, ) =T, :(X1), Ty :(X2), Ty +(X3)),

Q(V(t, )) = (T]/,f(Yl)’ Ty,t(Y2)3 T)/,I(Y3))a
where the vector fields X, X», X3 and Yy, Y», Y3 on R3 are given by X1 := (0, —x3, x2),
X2 = (-x3705 _-xl)’ X3 = (_-x27x150)3 Yl
(x1x2, —x{ — x3, x2x3), and Y3 := (x1x3, X2x3, —X

= (—x3 — x3,x1x2,x1x3), V2 =
12 — x%).

Definition 4. Let T be a compactly supported integral 1-current without boundary
in R3. The momentum of T, denoted by P(T), and the angular moment of T, de-
noted by Q(T), are the vectors in R3 defined by P(T) := (T (X1), T(X3), T(X3)) and

O(T) = (T (Y1), T(Y2), T (Y3)).
The sufficient condition which we rely on amounts to non-vanishing of the momentum.

Proposition 5. Let (T;);c; be an almost parametric binormal curvature flow on I with
initial datum Ty, and assume that P(Ty) # 0. There exists a universal constant C > 0
such that for every t € I, either supp(T;) remains at a distance at most 2|| Ty || of supp(Tp),

or
ITol?
supp(7;) C supp(Ty) + B(Wlt],0), where Vy:=C——.
pp(T;) € supp(To) + B(Volt|. 0) 0= Copipa
Corollary 2. Let (T;):e; be an almost parametric binormal curvature flow on I with
initial datum Ty, and assume P(Ty) # 0. Then the momentum P(T;) and the angular
momentum Q(T;) are independent of time.

Remark 4. Up to gradient vector fields, the family {X, X, X3, Y1, Y», Y3} is maximal
for smooth globally defined and linearly independent vector fields such that D(curl(X))
is pointwise an anti-symmetric matrix. In particular, there are no other “first order” in-
variants of this form. In contrast, smooth binormal curvature flows are known to possess
infinitely many higher order invariants (see Hasimoto [13]).

Concerning Proposition 5, notice that a circle of radius ¢ > 0 gives rise to a traveling
wave solution of (1) with speed 1/¢. On the other hand, the current associated to such a
solution (given an orientation) has a mass equal to 277& and a momentum equal to 7.
This shows that the upper bound on the speed given by Proposition 5, except for the
value of C, is in some sense optimal. Actually, even a curve of length of order one but
small momentum may travel at a very large speed, as shown by the “bullet” yp(s) :=
(% cos(ns), % sin(ns), 0) for s € R/2xZ. In that case, the associated current T has mass
7ol = 2w, its momentum satisfies | P(7Tp)| = 27 /n, and its speed is equal to n. This
suggests raising the following:

Question 1. Given a smooth solution y : R x R/¢Z — R3 of (1) such that the image
of ¥ (0, -) is not entirely contained in any ball of radius r > 0, is it possible to bound its
average speed (i.e. similar to the statement of Proposition 5) by a function V, depending
only on r?
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Proof of Proposition 5. In view of Definition 3 and Remark 3(ii), it suffices to consider
the case of a binormal curvature flow associated to a single smooth solution of (1). As-
sume that supp(7;) extends to a distance bigger than 2||7p|| from supp(7p), fix arbitrary
a € supp(7p) and b € supp(7;), and set

X(x) == x(lx —alDXi(x —a) — x(lx = bI)Xi(x — D),

where i € {1, 2, 3} is chosen such that |To(X;)| > \%|P(To)|, and x : [0, 00) — [0, 1]
is a smooth cut-off function such that x = 1 on [0, || Tp||/2], x = 0 outside [0, || To||]
and || x'|lcc < 3/|IToll. By assumption and by construction, X = X; on supp(7p) and
X = —X; on supp(7}), so that

To(X) = Pi(To) and T(X) = —P(T;) = —Pi(To),

where the last equality is a consequence of the conservation of momentum for smooth
binormal curvature flows. On the other hand, by Proposition 2, we have

ITo(X) — T(X)| < Clt|" 2| Toll leurl(X) |l < 4C[t|"?|| Ty

Hence,
P(Tp)*
> O
12C2| o2
The conclusion follows by splitting the whole time interval into subintervals on which
supp(7;) moves by a distance 2|/ Tp]|. m]

Proof of Corollary 2. 1t suffices to use the conservation of P and Q at the level of the
approximating smooth flows y", to consider cut-offs of X, X», X3 and Y1, Y3, Y3 suffi-
ciently far at infinity so that the cut-off does not occur on the supports of 7; and Tyn 4,
and to invoke pointwise in time convergence in D'(R3, R3). O

5.2. Oscillations and generalized binormal curvature flows

The undercurrents associated to generalized binormal curvature flows, even when they
can be identified with smooth parametrized curves, need not be solutions of the classical
binormal curvature flow equation (1). We present here a family of typical such examples,
for which the speed is modified by a constant multiplicative factor, and we question about
its occurrence as an almost parametrized flow according to Definition 3.

Proposition 6. Let y : R x (R/€Z) — R3 be a smooth solution of (1), for some £ > 0,
and let (Vy 1)ier and (T ;)icr denote the associated generalized and weak binormal
curvature flows, respectively, as described in Proposition 1. Then for any m > 1 and any
a € lay, m], where a,, = %(3/m — m), there exists a generalized binormal curvature
flow (V" *),cr such that the associated undercurrents are given by

sz’a = TVtm‘“ = Ly,at, (5D

and
for every Borel O C R?, V™ (0 x §?) =mV, 4(0 x §?). (52)



On the motion of a curve by its binormal curvature 1509

Condition (52) can be thought of as asserting that these generalized solutions have “mass
m > 1 per unit arc-length”. Heuristically, one may think of the extra mass m — 1 as
corresponding to microscopic oscillations. Note in particular that there exist generalized
solutions with @ < 0 as soon as m > /3.

Proof of Proposition 6. We first show that for m > 1 and a € [a,,, m], and for any
& e $2, there exists a measure W41&q] on $2 such that

f £ dW™A[E0] = &, / E@EAW™E)] = aky @ 0 + ——C1d,  (53)
SZ S2 3

where Id denotes the identity matrix. Note that the second identity above implies that

wreteons?) = [ ieawneian = [ e ocawnetzn) =m,

In general, measures W “[&q] are of course not uniquely determined by these moment
conditions; the explicit examples we write down are chosen just for convenience.
For &y € S2anda € (0, 1], we define the sets

S(o, @) :=1{t € S?: £ - & = a},

and the positive Radon measures u[&g, o] € M(S 2) where

1
f (&) duléo, a](¢) = — ][ f&dH' € Vel R
s2 @ J S,

ifa < 1, and u[&p, 1] = 8¢, for o = 1. For 8 > 0, further define

wléo, a, Bl := (1 + puldo, a] + é_g.
One checks that for all @ € (0, 1] and 8 > 0,

| gautco.a.p1=5

and

(14 A1 —a?)
2a

Id.

302 — 1
+/3}§0®§o+

/é@édu[so,a,ﬁ]=[<1+ﬁ> -
S2 o

Then a computation shows that u[&, o, B] satisfies the second identity in (53) if

30 +m) T 1l4a

Note that since § > 0, we must have ¢« > 1/m, and clearly ¢ < 1. The requirement
a € [1/m, 1] gives rise to the restriction a € [a,,, m].
Now define

/w(x,é)dV,’"’“ :=/ <f III(V(S),E)dWm’a[asJ/(at,S)]>dS~
R/LZ \J §2

_2a+3+m mo — 1
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It then follows directly from (53) that (52) is satisfied and that for every compactly sup-
ported vector field X,

/x.sdv;"»“ =/X~sdvy,m,

which just says that (51) holds. In addition, since D(curl(X)) : Id = 0 for every X, we
deduce from (53) and the definitions that

/D(curl(X)) L EQEAV" =a / D(curl(X)) : E ® EdVy 4.

It follows from these last two identities and Proposition 1 that (V,m’“),eR is a generalized
binormal curvature flow. O

Remark 5. We remark that if W"“4[&,] is any measure on 52 satisfying (53), then

1/2
1= /EO'SdWm’a[SO] =< </(EO'$)2dWm’“[§0]/ 1dWm’a[$0]>

n m-—a
= a m,

3
and it follows that @ > a,,. Clearly a < m, so the restriction on the range of a in (53) is
optimal. In addition, if a = a,,, then the above calculation implies that &y - & is W"™4[&]
a.e. constant, and from this one can check that W"™-4[&y] is supported on S(&p, ). Thus

the extremal case a = a,, corresponds, heuristically, to microscopic oscillations whose
tangents form a constant angle with the tangents of macroscopic smooth curves.

Varifolds with non-trivial (i.e. not reduced to a single Dirac mass) dependence on & are
typically associated to limits of wild oscillations. Indeed, the generalized binormal cur-
vature flows described in the previous proposition may be obtained as limits of smooth
solutions of (1) (of course without the mass convergence of the currents), at least in the
case of the traveling circles with a = a,,.

Proposition 7. Let ¢ > Oandy : R x (R/LZ) — R3 be a smooth solution of (1) cor-
responding to a traveling circle at speed 2 /€. For every m > 1, there exists a sequence
(Yn)neN> ¥n - Rx R/€,Z) — R3, of smooth solutions of (1) such that £, — m¥ and for
allt e R,

T,

n

+—=Tyg inD R RY)asn— oco.

Proof. 1t turns out that one may actually even require the approximating solutions y;,
to be exact traveling wave solutions of (1). The latter have been extensively studied by
Kida [21] and the particular asymptotic required for the present proof (the y, correspond
to a curve with small helices wrapped around a circle) have been carefully detailed in
[18, Section 8]. In fact the proof shows that the generalized binormal curvature flows
associated to y, converge to (V;""“"),;cgr constructed in the proof of Proposition 6. ]
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Question 2. Given a smooth binormal curvature flow y : R x (R/¢Z) — R> and num-
bers m > 1 and a € [a,,, m], does there exist a sequence y,, : R x (R/¢,Z) — R3 of
smooth solutions of (1) such that £, — m¢ and T, ; — T, 4 in the sense of distribu-
tions?

Even though one could expect strong instability for highly oscillatory data, the numerics
in fact tend to suggest that the answer could be positive, at least in the case a = a,,, and
that corresponding choices of initial data for y;,, would be obtained by wrapping helices
around the initial smooth curve y (0, -), as is the case for the construction in Proposition 7.

Remark 6. One can use the generalized solutions of Proposition 6 to create rather patho-
logical examples.

For example, fix m > 1, and leta : R — [a,,, m] be a measurable function that does
not change sign and is a.e. bounded away from 0. Define 7(r) = a(r)~! fof a(s)ds,

and let V; = Vlr("f’)“(t) for V" as constructed above. Then it is straightforward to
verify that (V;).cr 1S a generalized binormal curvature flow with associated undercur-
rents (T /(r))c<r. This illustrates quite dramatically the ill-posedness of the initial value
problem for generalized binormal curvature flows, even if we impose the condition that
t > V;(R3 x $?) is constant.

In a different direction, fix m > 1, let p : [a,,, m] — [0, c0) be a smooth function

such that fa’:’n p(a)da = 1, and define

m
V; :/ V" p(a)da.
am

Then Ty, = f:; Tvom,ap(a) da = T, o, and it is easy to see that (V;),cr satisfies (4) and

has no boundary in the sense that f Vi - £€dV; =0forall y € CX (R3). But V; is not
integral for times ¢ > 0, in the sense that the associated undercurrent is not integral. Thus
the balance law (4) is not by itself enough to preserve integrality.

5.3. Numerical curiosities

Our existence theory in Theorem 1 allows considering initial curves that have corners, and
in particular polygons. There are a number of open questions about the behavior of weak
binormal curvature flows with polygonal initial data, many of which (uniqueness, loss of
mass, etc.) are special cases of more general open questions about almost parametrized
weak binormal curvature flows. In order to possibly obtain some insight into these ques-
tions, we have performed numerical simulations according to an algorithm of Buttke [7],
and we have observed some phenomena which we did not expect, which we believe are
worth mentioning, and for which we have no explanation® beyond obscure appeals to in-
tegrability (discovered for long by Hasimoto [13] for (1), but which is not well adapted to
a non-smooth setting).

8 After all one cannot rule out a priori that the numerics are completely misleading, even if we
do not believe it is the case here.
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If y is a solution to (1), the corresponding tangent vector u := sy : I x (R/£Z) — S>
satisfies the Schrodinger map equation

0t = U X Ogsll. (54)

Buttke’s algorithm simulates the binormal curvature flow equation (1) by the Crank—
Nicolson type discretization

. . o ‘ , T
wt = (uhu! g gy gl
At 2 2(Ax)? 2(Ax)?

of (54), and numerical integration to recover y from u. The implicit scheme for u can
be resolved by a fixed point method if At < o (Ax)? for some explicit ¢ > 0; it has
the advantage that the constraint |u,j1| = 1, the mean Zn u)), and the discrete squared H!

norm ), luj, — ufl 41 |2 are conserved quantities of the scheme.

In the following pictures, we present the shape of the simulated solution at differ-
ent (well chosen) times for a 5000 points discretization of a unit square parallel to the
xy-plane as initial datum.

Binormal flow, T =0 Binormal flow, T = 0.05296
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As it may suggest, at some times with rational ratios, the (or “a”) solution could become
again polygonal. Notice that the symmetries of the square are preserved (intermediate
shapes have eight or twelve sides), and that the square in the last picture is rotated by
7 /4 with respect to the initial one. At times intermediate between those special moments
the simulated solution looks quite jerky and has not been represented. Also, running the
simulation further in time suggests that this sequence is reproduced in a (quasi)periodic
manner. This is reminiscent of known phenomena for the linear Schrédinger equation
with step functions as initial data. Being nonlinear but integrable, it is perhaps tempt-
ing to believe that solitons could play a role here; on the other hand polygons are the
worst possible examples for the Hasimoto transform (the solution is not smooth and the
curvature vanishes almost everywhere!).

This kind of phenomena seems rather robust to some changes in the initial polygon,
in particular for rectangles or non-planar initial data like the following “half-cube’:

Binormal flow, T = 0 Binormal flow, T' = 0.62595

JEN

(other additional times between 0 and 0.62595 seem to correspond to different non-planar
polygons, all with the symmetries of the equilateral triangle; we have not included them
in the picture because they are less distinctive on small size graphics).

Question 3. Does there exist an almost parametric binormal curvature flow (7;);cr for
which T; is the integral 1-current associated to an oriented polygon for at least two (and
possibly an infinite sequence) of different times ¢+ € R? In case of positive answer, how to
give an interpretation of those solutions in terms of the Hasimoto transform and the cubic
Schrodinger equation with Dirac masses?
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