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Abstract. We establish via variational methods the existence of a standing wave together with an
estimate on the convergence to its asymptotic states for a bistable system of partial differential
equations on a periodic domain. The main tool is a replacement lemma which has as a corollary a
maximum principle for minimizers.
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1. Introduction

We consider the elliptic system

1u = Wu(u) for u : � ⊂ Rn→ Rm, (1.1)

whereW : Rm→ R is aC2 potential andWu(u) := (∂W/∂u1, . . . , ∂W/∂um)
>. Systems

of type (1.1) have been studied in particular in [1, 10, 16, 5, 3, 13, 15], generally under
symmetry hypotheses on the potential.

We assume:

Hypothesis 1. There exist a− 6= a+ ∈ Rm such that

0 = W(a−) = W(a+) < W(u) for all u ∈ Rm \ {a−, a+}.

Hypothesis 2. There is an r0 > 0 such that, for ν ∈ Sm−1, where Sm−1
⊂ Rm is the unit

sphere, the map (0, r0] 3 r 7→ W(a + rν) for a ∈ {a−, a+} has a strictly positive first
derivative.

We are interested in globally bounded solutions of (1.1) and so growth conditions on W
at infinity are not relevant. Therefore, we have the following hypothesis.
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Hypothesis 3. There exists M > 0 such that

W(su) ≥ W(u) for s ≥ 1 and |u| = M.

We further assume that� ⊂ Rn is a periodic domain (open connected) of class C2,α with
bounded cross section. We let x = (s, y) ∈ R× Rn−1 be the typical element of Rn.

Hypothesis 4. There exist L > 0 and R > 0 such that

(s, y) ∈ � implies (s ± L, y) ∈ � and |y| ≤ R.

For fixed s ∈ R we denote by �s := � ∩ ({s} × Rn−1) the cross section of � with the
plane s = constant.

We also need the following technical hypothesis.

Hypothesis 5. The set �0 is connected.

This allows domains with a complicated topology with holes and other pathologies. We
remark that there exist domains for which �s = �0 is the only connected cross section
for s ∈ (−L,L). Hypothesis 5 can be relaxed to

� ∩ {(s, y) | s = σ(y) for |y| ≤ R} is a connected set, (1.2)

where σ : {|y| ≤ R} → R is a smooth map.
For the boundary value problem

1u = Wu(u) in �,
∂u

∂n
= 0 on ∂�,

lim
s→±∞, (s,y)∈�

u(s, y) = a±,

(1.3)

where n is the outward normal, we establish the following result.

Theorem 1. Assume that W and � satisfy Hypotheses 1–5. Then there exists a classical
solution u : � → Rm to the boundary value problem (1.3). If a+ is nondegenerate
in the sense that the quadratic form 〈D2(W(a+))z, z〉 is positive definite, then we have
exponential decay to a+, that is, there exist k0,K0 > 0 such that

|u(s, y)− a+| ≤ K0e
−k0s for s > 0.

A similar statement applies to a−.

We note here that for the equation 1u = Wu(x, u), for potentials W((s, y), u) periodic
in s, a theorem analogous to Theorem 1 can also be established under a natural extension
of the above hypotheses that take into account the s-dependence of the potential.

A basic feature of the problem implied by Hypothesis 4 is the L-translation invariance
of the energy

J�(u) =

∫
�

(
1
2
|∇u|2 +W(u)

)
dx
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in the s direction. The class of domains � that satisfy Hypotheses 4 and 5 includes the
case where � is a flat cylinder, which is naturally associated to the ODE version of (1.3),
that is, {

u′′ = Wu(u) for s ∈ R,
lim

s→±∞
u(s) = a±.

(1.4)

Solutions to (1.4) are also known as heteroclinic connections (see [19] and [5]).
The present work bears a relation to the ODE system (1.4), similar to the relation that

[9] bears to the traveling-wave problem for scalar parabolic equations. The difference is
in the way higher dimensionality is introduced. In our case we assume periodicity of the
domain but we keep the equation as before. In [9] the domain is a flat cylinder but the
equation is modified by including spatial convection in the s direction. In the scalar case
m = 1, existence for the boundary value problem (1.3) was established in [8] and [18] for
second-order and higher-order operators.

Our proof is variational and modeled after [4]. It proceeds by introducing an artificial
constraint that restores compactness by eliminating the translation allowed by the peri-
odicity of � and forces the appropriate behavior at infinity. The major effort is directed
toward removing the constraint in the sense of showing that it is not saturated. The tech-
nique for doing so cannot invoke the usual maximum principle, which does not hold in the
case at hand, but instead is purely variational. The main tool here is the Cut-Off Lemma,
which is of independent interest and has as a corollary the following maximum principle.1

We note that connectedness is crucial here.

Theorem 2. Let W : Rm → R be C1 and nonnegative. Assume that W(a) = 0 for some
a ∈ Rm and that there is r0 > 0 such that for ν ∈ Sm−1 the map

(0, r0] 3 r 7→ W(a + rν)

has a strictly positive derivative. Let A ⊂ Rn be an open, connected, bounded set, with
∂A Lipschitz, and suppose that ũ ∈ W 1,2(A;Rm) ∩ L∞(A;Rm) minimizes

JA(u) =

∫
A

(
1
2
|∇u|2 +W(u)

)
dx

subject to the Dirichlet condition u = ũ on ∂A. If

|ũ(x)− a| ≤ r for x ∈ ∂A,

for some r > 0 with 2r ≤ r0, then also

|ũ(x)− a| ≤ r for x ∈ A.

Remark. The result above does not apply to general solutions of1u = Wu(u) which are
not minimizers. For instance, given r ∈ (0, 1), there is a periodic solution of uxx = u3

−u

that oscillates between −1+ r and 1− r , for which obviously Theorem 2 fails.

1 We would like to thank Haı̈m Brezis for pointing out to us this formulation of the Cut-Off
Lemma in Section 2 and for his interest in this work.
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The Cut-Off Lemma is a replacement result modeled after [4] and is presented in
Section 2. In Section 3 we introduce the constrained variational problem. In Section 4
the constraint is removed in two stages. First, in Section 4.1, the constraint is removed
at infinity by utilizing linear estimates and then, in Section 4.2, by invoking the Cut-Off
Lemma, we conclude the proof that the constraint is not saturated and finish the proof of
Theorem 1.

2. The Cut-Off Lemma

2.1. The polar form

Let A be an open and bounded subset of Rn. For u ∈ W 1,2(A;Rm) ∩ L∞(A;Rm) and
a ∈ Rm, if ρ(x) := |u(x)− a| 6= 0, we consider the polar representation

u(x) = a + |u(x)− a|
u(x)− a

|u(x)− a|
=: a + ρ(x)ν(x), (2.1)

where | · | is the Euclidean norm and ν(x) := (u(x)− a)/|u(x)− a|. We call ρ the radial
part and ν the angular part.

The purpose of this subsection is to establish rigorously the appropriate version of the
identity ∫

A

|∇u|2 dx =

∫
A

|∇ρ|2 dx +

∫
A

ρ2(x)|∇ν|2 dx (2.2)

for u as above, and also show that modifying the radial part in (2.1) by setting

ũ(x) = a + f (ρ(x))ν(x) with f (0) = 0

produces a ũ ∈ W 1,2(A;Rm) ∩ L∞(A;Rm) for locally Lipschitz f : R → R with
a corresponding formula (2.2). The arguments that follow are well-known for Sobolev
maps. We include them for completeness. For our purposes it suffices to take f (s)/s
locally Lipschitz. Without loss of generality we take a = 0, so that

ρ(x) = |u(x)| and ν(x) = u(x)/ρ(x),

and we set
A+ := {x ∈ A | ρ > 0} and A0 := {x ∈ A | ρ = 0}.

Proposition 1. Let wj : A→ Rm be defined by

wj :=

{
0 on A0,

u,j − ρ,jν on A+,

where u,j := ∂u/∂xj , ρ,j := ∂ρ/∂xj . Then

(i) wj ∈ L2(A;Rm),
(ii) 〈wj , ν〉 = 0 on A+, where 〈·, ·〉 is the inner product in Rm,

(iii) there exists a measurable map ν,j : A+→ Rm such that wj = ρν,j on A+.

Note that ρ is in W 1,2(A) (cf. for example [12, p. 130]) and that ν,j plays the role of ν,j .
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Proof. Given ε > 0, the map 1/(ρ + ε), the composition of ρ ∈ W 1,2(A) ∩ L∞(A)

and a Lipschitz map, belongs to W 1,2(A) ∩ L∞(A). From this, it follows that the map
νε := u/(ρ + ε) is in W 1,2(A;Rm), and moreover

νε,j =
u,j

ρ + ε
−

u

(ρ + ε)2
ρ,j . (2.3)

Set wεj = ρν
ε
,j . After multiplication by ρ, equation (2.3) becomes

wεj =
ρ

ρ + ε
u,j −

ρ

(ρ + ε)2
uρ,j . (2.4)

Therefore,

lim
ε→0

wεj = ρ lim
ε→0

νε,j =

{
0 on A0,

u,j − ρ,jν on A+.

On the other hand, from equation (2.4) we also have

|wεj | ≤

{
0 on A0,

|u,j | + |ρ,j | on A+.

Thus, by Lebesgue’s dominated convergence theorem,

lim
ε→0

wεj = wj ∈ L
2(A;Rm).

This proves (i) and, sincewεj = ρν
ε
,j , we have ρ limε→0 ν

ε
,j = u,j −ρ,jν onA+, and thus

ν,j is defined via limε→0 ν
ε
,j =: ν

,j and satisfies (iii). Finally, to show (ii) we observe that
from (2.4) it follows that

〈wεj , u〉 =
ρ

ρ + ε
〈u,j , u〉 −

ρ2

(ρ + ε)2
ρρ,j =

ρ

ρ + ε

(
1−

ρ

ρ + ε

)
〈u,j , u〉. (2.5)

Hence, passing to the limit in (2.5) gives 0 = 〈wj , u〉 = 〈wj , ρν〉 on A+, and (ii) follows.
ut

Corollary 1. The following identity holds:∫
A

|∇u|2 dx =

∫
A

|∇ρ|2 dx +

∫
A+

ρ2
∑
j

〈ν,j , ν,j 〉 dx. (2.6)

Proof. Since u,j = 0 a.e. on A0, we have∫
A

|∇u|2 dx =

∫
A+

|∇u|2 dx =

∫
A+

〈wj + ρ,jν,wj + ρ,jν〉 dx

=

∫
A+

(∑
j

|wj |
2
+ |∇ρ|2

)
dx =

∫
A+

(
|∇ρ|2 +

∑
j

ρ2
〈ν,j , ν,j 〉

)
dx. ut

We note that equation (2.6) gives a rigorous meaning to the representation formula (2.2).



1552 Nicholas D. Alikakos, Giorgio Fusco

Corollary 2. Let u be as in (2.1) above and r ≥ 0. Let also

ũ(x) =

{
a +min{ρ(x), r}ν(x) for x ∈ A+,
a for x ∈ A0.

Then ũ ∈ W 1,2(A;Rm) ∩L∞(A;Rm), and we have the following explicit representation
of the energy: ∫

A

|∇ũ|2 dx =

∫
A

|∇ρ̃|2 dx +

∫
A+

ρ̃2
∑
j

〈ν,j , ν,j 〉 dx, (2.7)

where ρ̃(x) = |ũ(x)− a| = min{ρ(x), r} on A.

Proof. On A+ we have

ũ(x) = a +
min{ρ(x), r}

ρ(x)
(u(x)− a).

Thus, if we define

g(s) :=

1 for s ≤ 0,
s + r − |s − r|

2s
for s > 0,

(2.8)

then since min{a, b} = 1
2 (a + b − |a − b|) for a, b ∈ R, we have

ũ(x) = a + g(ρ(x))(u(x)− a) for x ∈ A.

Since g is Lipschitz (and ρ bounded) it follows that g(ρ(·)) is in W 1,2(A) ∩ L∞(A), and
therefore ũ ∈ W 1,2(A;Rm) ∩ L∞(A;Rm), and (2.7) follows by Corollary 1. ut

Remark. We will also need the cut-off function

α(τ) :=


1 for τ ≤ r (r > 0),
(2r − τ)/r for r ≤ τ ≤ 2r,
0 for τ ≥ 2r.

Let

ũ(x) =

{
a +min{ρ(x), r}α(ρ(x))ν(x) for x ∈ A+ ∩ {ρ < 2r},
a for x ∈ A0 ∪ {ρ ≥ 2r}.

Set ρ̃(x) := |ũ(x)− a| and Ã0 = A0 ∪ {ρ ≥ 2r}, Ã+ = A+ ∩ {ρ < 2r}. Then

ũ ∈ W 1,2(A;Rm) ∩ L∞(A;Rm), (2.9)

and the analogue to (2.7) holds. Indeed,

ρ̃(x) = min{ρ(x), r}α(ρ(x)) on Ã+,
ũ(x) = a + g(ρ(x))α(ρ(x))(u(x)− a),

with g as in (2.8). Since α is Lipschitz, the same argument applies and yields (2.9).
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2.2. The lemma

We are now ready to state the main technical tool of the paper.

Cut-Off Lemma. Let W : Rm→ R be a C2 potential. Assume that the map

r 7→ W(a + rν) is strictly increasing (H)

for r ∈ (0, r0], r0 > 0, with W(a) = 0 and W ≥ 0 otherwise. Set

J�(u) :=

∫
�

(
1
2
|∇u|2 +W(u)

)
dx,

where � is an open and bounded subset of Rn, and A ⊂ � is an open, bounded, con-
nected, and Lipschitz set with ∂A ∩� 6= ∅. Suppose that

(i) u ∈ W 1,2(�;Rm) ∩ L∞(�;Rm),
(ii) |u(x)− a| ≤ r on ∂A ∩� (in the sense of the trace) for some r with 2r ∈ (0, r0],

(iii)
∣∣{x ∈ A | |u(x) − a| > r}

∣∣ > 0 (when applied to sets, | · | stands for Lebesgue
measure).

Then there exists ũ ∈ W 1,2(�;Rm) ∩ L∞(�;Rm) such that
ũ(x) = u(x) on � \ A,
|ũ(x)− a| ≤ r on A,
J�(ũ) < J�(u).

Remarks. The hypothesis (H) is a very mild nondegeneracy hypothesis for the mini-
mum a. Notice that it allows C∞ contact. This can be useful in applying the lemma to
certain situations where degeneracy is natural (see [7]).

The proof utilizes variations (replacements) of the map u which are obtained by de-
forming the radial part but keeping the angular part fixed. The previous subsection guar-
antees that these variations are inW 1,2(�;Rm) and provides a convenient formula for cal-
culating their energy. Note that the replacements are not necessarily local since |u(x)−a|
is not a priori restricted.

The way the lemma is implemented is as follows: If u is a minimizer, then
|u(x) − a| ≤ r on A. The idea is that u(x) cannot make an excursion far away from
a and benefit by entering a low energy region of W because the energy required to get
outside a small neighborhood of a exceeds the energy needed to bring u down to a and
keep it there.

We remark explicitly that Lemma 2.2 applies to global minimizers ũ and not to local
minimizers where local means in the linearized sense. To illustrate this point we recall
that (cf. [17]) for � a dumbbell domain, say the union B− ∪C ∪B+ of two balls B± and
a sufficiently narrow neck C, there exists a stable solution ũ of the equation1u = u3

−u

which away from the neck satisfies

|ũ± 1| ≤ r on B∓. (2.10)
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Lemma 2.2 confirms that this solution is only a local minimizer. Indeed, otherwise from
(2.10) that implies |ũ + 1| ≤ r on B− away from the neck, and Lemma 2.2, we could
derive

|ũ+ 1| ≤ r on B− ∪ C ∪ B+. (2.11)

Hypothesis (ii) is the most difficult to verify. In Section 4.2, in the proof of Theorem 1,
we give an explicit construction of a setA. We observe that an L∞ bound on |∇ũ| implies
that, for a minimizer ũ, from the existence of (s̄, ȳ) ∈ � such that

min
a∈{a−a+}

|ũ(s̄, ȳ)− a| ≥ r

it follows that
J�s̄δ

(ũ) ≥ w0, �s̄δ =
⋃

s∈(s̄−δ,s̄+δ)

�s,

for some w0 > 0 and δ ∈ (0, L/2). This and the a priori bound J�(ũ) ≤ J�(ū) on J�(ũ)
imply that, in each interval of values of h of size 2J�(ū)/w0, there is an h̄ with

min
a∈{a−a+}

|ũ(h̄L, y)− a| < r for all (h̄L, y) ∈ �h̄L,

and since, by assumption, �h̄L is connected we finally obtain

|ũ(h̄, y)− a| < r for all (h̄, y) ∈ �h̄L, for some a ∈ {a−, a+}, (2.12)

and we see that hypothesis (ii) is satisfied for A =
⋃
s∈(h̄L,ĥL)

�s whenever ĥ 6= h̄ is
such that

|ũ(ĥL, y)− a| < r for all (ĥL, y) ∈ �ĥL.

Proof of the Cut-Off Lemma. We utilize the polar representation in the first subsection
above.

Step 1. We begin by establishing the lemma under the additional hypothesis

ρ(x) ≤ 2r ≤ r0 a.e. in A. (2.13)

Set

ũ(x) =


a for x ∈ A0 = {x ∈ A | ρ = 0},
a +min{ρ(x), r}ν(x) for x ∈ A+ = {x ∈ A | ρ > 0}
u(x) for x ∈ � \ A.

(2.14)

By Corollary 2, and since ũ = u on ∂A ∩ �, we have ũ ∈ W 1,2(�;Rm) ∩ L∞(�;Rm).
Thus, ∫

�

|∇ũ|2 dx =

∫
A

|∇ũ|2 dx +

∫
�\A

|∇u|2 dx. (2.15)
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On the other hand, via (2.7),∫
A

|∇ũ|2 dx =

∫
A

|∇ρ̃|2 dx +

∫
A+

ρ̃2
∑
j

〈ν,j , ν,j 〉 dx

≤

∫
A

|∇ρ|2 dx +

∫
A+

ρ2
∑
j

〈ν,j , ν,j 〉 dx =

∫
A

|∇u|2 dx. (2.16)

Thus, (2.15) and (2.16) give ∫
�

|∇ũ|2 dx ≤

∫
�

|∇u|2 dx. (2.17)

Next we treat the potential term in J . We write∫
�

W(ũ(x)) dx =

∫
A

W(ũ(x)) dx +

∫
�\A

W(u(x)) dx,

and we have∫
A

W(ũ(x)) dx =

∫
A

W(a + ρ̃(x)ν(x)) dx

=

∫
A∩{ρ≤r}

W(a + ρ̃(x)ν(x)) dx +

∫
A∩{ρ>r}

W(a + ρ̃(x)ν(x)) dx

=

∫
A∩{ρ≤r}

W(u(x)) dx +

∫
A∩{ρ>r}

W(a + ρ̃(x)ν(x)) dx. (2.18)

By (H), (2.13) and (iii) above we have∫
A∩{ρ>r}

W(a + ρ̃(x)ν(x)) dx <

∫
A∩{ρ>r}

W(a + ρ(x)ν(x)) dx

=

∫
A∩{ρ>r}

W(u(x)) dx, (2.19)

and so by (2.18), (2.19), ∫
A

W(ũ(x)) dx <

∫
A

W(u(x)) dx.

Thus, the lemma is established under (2.13).

Step 2. Now we can assume that (2.13) does not hold, hence

|{x ∈ A | ρ(x) > 2r}| > 0.

Set (cf. the Remark following the proof of Corollary 2)

ũ(x) =


a for x ∈ Ã0,

a +min{ρ(x), r}α(ρ(x))ν(x) for x ∈ Ã+,
u(x) for x ∈ � \ A,
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where α is defined in the aforementioned remark and ρ̃(x) = |ũ(x)− a|, Ã0 = {x ∈ A |

ρ̃(x) = 0}, and Ã+ = {x ∈ A | ρ̃(x) > 0}. Just as for the function (2.14), we conclude
that ũ ∈ W 1,2(A;Rm) ∩ L∞(A;Rm).

Moreover, ∫
�

|∇ũ|2 dx =

∫
A

|∇ũ|2 dx +

∫
�\A

|∇u|2 dx,∫
A

|∇ũ|2 dx =

∫
A

|∇ρ̃|2 dx +

∫
Ã+

ρ̃2
∑
j

〈ν,j , ν,j 〉 dx.

Note that ρ̃(x)=min{ρ(x), r}α(ρ(x)) on Ã+ and ρ̃(x)=rα(ρ(x)) on Ã+∩{r≤ρ≤2r}.
We have∫

A

|∇ρ̃|2 dx =

∫
Ã+

|∇ρ̃|2 dx =

∫
Ã+∩{r≤ρ≤2r}

|∇ρ̃|2 dx +

∫
Ã+∩{ρ<r}

|∇ρ|2 dx. (2.20)

On Ã+ ∩ {r ≤ ρ ≤ 2r},

|∇ρ̃(x)|2 = |rα′(ρ)∇ρ(x)|2 ≤ |∇ρ(x)|2,

hence∫
Ã+∩{r≤ρ≤2r}

|∇ρ̃|2 dx +

∫
Ã+∩{ρ<r}

|∇ρ|2 dx

≤

∫
Ã+∩{r≤ρ≤2r}

|∇ρ|2 dx +

∫
Ã+∩{ρ<r}

|∇ρ|2 dx ≤

∫
Ã+

|∇ρ|2 dx,

(2.21)

and therefore by (2.20), (2.21) we have∫
A

|∇ρ̃|2 dx ≤

∫
A

|∇ρ|2 dx,

and since ρ̃ ≤ ρ, ∫
A

|∇ũ|2 dx ≤

∫
A

|∇u|2 dx.

Next, we consider the potential on A ∩ {r ≤ ρ ≤ 2r}. We have

W(ũ(x)) = W
(
a + rα(ρ(x))ν(x)

)
≤ W(a + rν(x))

≤ W(a + ρ(x)ν(x)) = W(u(x)), (2.22)

where (H) was utilized in the last two inequalities. Note that W(ũ(x)) = W(u(x)) on
A ∩ {ρ < r}.

By examining the inequalities above we observe that J�(ũ) < J�(u) will follow once
we prove the following strict inequality:

|A ∩ {r < ρ ≤ 2r}| > 0 (by (2.22), (H)).
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Suppose for the sake of contradiction that the inequality above is violated, that is,

|A ∩ {r < ρ ≤ 2r}| = 0.

From the hypothesis of Step 2, we have

|A ∩ {ρ > 2r}| > 0.

Let us partition A into the three sets

E1 := A ∩ {ρ ≤ r}, E2 := A ∩ {r < ρ ≤ 2r}, E3 := A ∩ {ρ > 2r}.

According to what precedes, we have |E2| = 0 and |E3| > 0. We now consider2 the
following Sobolev functions defined on the open and connected set A:

σ(x) = min{ρ(x), 2r} =

{
ρ(x) for x ∈ E1,

2r for x ∈ E3,

τ (x) = max{σ, r} − r =

{
0 for x ∈ E1,

r for x ∈ E3.

Since τ is equal almost everywhere to a multiple of the characteristic function of E3, and
since it is a Sobolev function, it follows that ∇τ = 0 a.e. in A. By connectedness, τ = r
a.e. in A (cf. [11, p. 307]), |E1| = 0, and ρ > 2r a.e. in A. This is a contradiction since
we have assumed that ρ ≤ r on ∂A∩� in the sense of the trace. The proof of the lemma
is complete. ut

3. The constrained variational problem

For fixed N ≥ 1 consider the set XN of maps defined by

XN :=
{
u ∈ W

1,2
loc (�;R

m)
∣∣ |u((s, y))− a±| ≤ r0/2 for ± s ≥ NL

}
,

where r0 is the constant in Hypothesis 2. We will minimize the energy J in the class XN .
Notice that the constant maps u ≡ a−, u ≡ a+ are not allowed in XN . Existence of
minimizers of J� inXN is rather standard but we will give the details for the convenience
of the reader. We remark that due to the presence of the constraint we cannot claim a priori
that minimizers satisfy the Euler–Lagrange equation.

Proposition 2. Assume thatW : Rm→ R is of class C2 and satisfies Hypothesis 3. Then
there exists uN ∈ XN such that

J�(u
N ) = min

XN
J�(u).

2 We thank Panayotis Smyrnelis for simplifying significantly our previous lengthy argument.
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Proof. Define the affine map

ū(s, y) =


a− for s ≤ −L,
1− s/L

2
a− +

1+ s/L
2

a+ for s ∈ (−L,L),

a+ for s ≥ L.

Clearly ū ∈ XN and J�(ū) <∞. Thus

0 ≤ inf
XN
J�(u) ≤ J�(ū) <∞. (3.1)

Given u ∈ XN that satisfies J�(u) ≤ J�(ū) set uM = 0 if u = 0 and

uM = min{|u|,M}
u

|u|

otherwise. Then Hypothesis 3 implies

J�(uM) =

∫
{|u|<M}

(
1
2
|∇u|2 +W(u)

)
dx +

∫
{|u|≥M}

(
1
2
|∇uM |

2
+W

(
M

|u|
u

))
dx

≤ J�(u)

where we have used Corollary 1 that implies∫
{|u|≥M}

|∇uM |
2 dx ≤

∫
{|u|≥M}

|∇u|2 dx.

It follows that we can restrict to XN ∩ {‖u‖L∞(�;Rm) ≤ M} and therefore we may
assume that W(u) ≥ c2

|u|2 for |u| ≥ M + 1, for some c > 0. Let {uj }∞j=1 ⊂ XN ∩

{‖u‖L∞(�;Rm) ≤ M} be a minimizing sequence. From (3.1) we have∫
�

1
2
|∇uj |

2 dx ≤ J�(uj ) ≤ J�(ū).

Hence, using also the fact that ‖uj‖L∞(�;Rm) ≤ M , we find that, possibly by passing to a
subsequence,

uj ⇀ uN in W 1,2
loc (�;R

m),

by weak compactness. By compactness of the embedding we can assume that uj → uN

strongly in L2
loc(�;R

m) and therefore, along a further subsequence,

lim
j→∞

uj (s, y) = u
N (s, y) a.e. in �.

Weak lower semicontinuity of the L2 norm gives

lim inf
j→∞

∫
�

1
2
|∇uj |

2 dx ≥

∫
�

1
2
|∇uN |2 dx,

and by Fatou’s lemma,

lim inf
j→∞

∫
�

W(uj ) dx ≥

∫
�

W(uN ) dx.

The proof is complete. ut
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4. Removing the constraint

In this section we conclude the proof of Theorem 1 by showing that if N is taken suffi-
ciently large, then a minimizer uN ∈ XN does not saturate the constraints and satisfies

lim
s→±∞

uN (s, y) = a±. (4.1)

In Subsection 4.1 we prove (4.1) and that the only points where a minimizer uN ∈ XN can
touch the constraints are at s = ±NL. In Subsection 4.2 we show that also this possibility
can be excluded by taking N large. To sketch the idea of the proof of (4.1) and of

ρ(s, y) := |uN (s, y)− a+| < r0/2 for s > NL, (4.2)

assume that a+ is nondegenerate and let ϕ = ϕ((s, y), t) be the solution of the problem
1ϕ = c2ϕ in ω =

⋃
s∈(−L,L)�

s,

ϕ = t on ∂bω,
∂ϕ

∂n
= 0 on ∂ lω,

(4.3)

where t > 0 is a parameter and ∂bω := ∂ω ∩ ({−L,L} × Rn−1), ∂ lω = ∂ω \ ∂bω is the
lateral boundary of ω, and n is the outward normal.

From the linearity of (4.3) and the maximum principle it follows that

ϕ((s, y), t) < t for (s, y) ∈ ω,
max

(0,y)∈�0
ϕ((0, y), t) ≤ θt for some θ ∈ (0, 1). (4.4)

We set t0 = r2
0/4 and via a comparison argument (cr. Lemma 3 below) we show that

ρ2(s, y) ≤ ϕ((s − (N + k)L, y), t0),

for s ∈ ((N + k − 1)L, (N + k + 1)L), k = 1, 2, . . . , (4.5)

and therefore from (4.4) we obtain (4.2). To prove (4.1) we observe that from (4.5) and
(4.4) it follows that

ρ2((N + k)L, y) ≤ θt0 for k = 1, 2, . . . , (4.6)

From this and the same argument leading to (4.5) we obtain

ρ2(s, y) ≤ ϕ((s − (N + k)L, y), θt0),

for s ∈ ((N + k − 1)L, (N + k + 1)L), k = 2, 3, . . . , (4.7)

which implies
ρ2(s, y) ≤ θt0 for s ≥ (N + 1)L

and by iterating the procedure

ρ2(s, y) ≤ θ j t0 for s ≥ (N + j)L, j = 1, 2, . . . ,

which implies (4.1) with exponential decay.
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In Subsection 4.2, to complete the proof that the constraints are not saturated for
a minimizer uN ∈ XN for large N , we detail the argument sketched in the remarks
following the statement of the Cut-Off Lemma. As described there, if N is sufficiently
large, there exist −N < h̄ < N and a ∈ {a−, a+} such that

|uN (h̄L, y)− a| < r < r0/2 for (h̄L, y) ∈ �h̄L.

On the other hand, (4.1) implies

|uN (ĥL, y)− a| < r < r0/2 for (ĥL, y) ∈ �ĥL

for some ĥ ∈ (−∞,−N) ∪ (N,∞). Then the Cut-Off Lemma applied to

A =
⋃

s∈(h̄L,ĥL)

�s

yields
|uN (s, y)− a| < r < r0/2 for (s, y) ∈ A,

and the constraint is removed at s = ±NL if a = a±. To remove the constraint also at
the other side we translate the map uN by one period in the direction of a. By (4.1) the
translated map touches the constraints at neither end and is still a minimizer since has the
same energy as uN .

4.1. Removing the constraint for s ∈ (−∞,−NL) ∪ (NL,∞)

Removing the constraint in the interior of the cylinders

{|u− a±| ≤ r0/2 for ±s ≥ NL}

is easier since linearization about the minima a± is available. So, in this subsection the
Cut-Off Lemma is not utilized.

Let g : [0, r0] → R be defined by

g(r) := min
r≤r ′≤r0

min
ν∈Sm−1

a∈{a−,a+}

〈Wu(a + r
′ν), ν〉 for r ∈ [0, r0].

From Hypotheses 1 and 2 we find that g(0) = 0 and g is strictly increasing. Let f :
[0, r0] → [0,∞] be a strictly increasing function that satisfies f (0) = 0 and

0 ≤ f (r2) ≤ 2rg(r) for r ∈ [0, r0]. (4.8)

Observe that if a± is nondegenerate, then g is bounded below by a linear map. Therefore,
in that case we can assume that

f (t) = c2t for t ∈ [0, r2
0 ],

for some constant c > 0.
The reason for introducing the function f as in (4.8) will become apparent in Lem-

ma 2.
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Lemma 1. Let f be as in (4.8) and let ω =
⋃
s∈(−L,L)�

s . For t ∈ (0, r2
0 ] let ϕ :

ω × (0, r2
0 ] → R be the solution of the problem

1ϕ = f (ϕ) in ω,
ϕ = t on ∂bω,
∂ϕ

∂n
= 0 on ∂ lω,

(4.9)

where ∂bω := ∂ω ∩ ({−L,L} × Rn−1), ∂ lω = ∂ω \ ∂bω is the lateral boundary of ω,
and n is the outward normal. Then:

(i) ϕ((s, y), t) < t for (s, y) ∈ ω, and t̂ := max
(0,y)∈�0 ϕ((0, y), t) < t.

(ii) limj→∞ tj = 0, where {tj } is defined by t0 = t and tj = t̂j−1 for j = 1, 2, . . . .
(iii) If f is linear, that is, f (t) = c2t for some c > 0, then there is a θ ∈ (0, 1) such that

tj = θ
j t for j = 1, 2, . . . .

Proof. With the change of variables ϕ = t + ψ , problem (4.9) becomes
1ψ = f̃ (ψ) := f (t + ψ) in ω,
ψ = 0 on ∂bω,
∂ψ

∂n
= 0 on ∂ lω.

(4.10)

Let W 1,2
] (ω) be the closure of {ψ ∈ C∞(ω̄) | ψ+ = 0 on ∂bω} in W 1,2(ω), where

ψ+ = max{0, ψ}. We can assume that f is extended to a nondecreasing nonnegative
function f : R → [0,∞]. Since f̃ (−t) = f (0) = 0, the function ψ ≡ −t is a weak
subsolution of (4.10), that is,∫

ω

(
∇ψ∇z+ f̃ (ψ)z

)
dx ≤ 0 for z ∈ W 1,2

] (ω) with z ≥ 0.

Similarly, the fact that f is nonnegative implies that ψ ≡ 0 is a weak supersolution of
(4.10). Moreover,

ψ |∂bω < 0, ψ∂bω = 0, and ψ < ψ a.e. in ω. (4.11)

The existence of weak sub- and supersolutions ψ and ψ that satisfy (4.11) implies the

existence of a weak solution ψ ∈ W 1,2
] (ω) of (4.10) such that

ψ ≤ ψ ≤ ψ a.e. on ω.

This can be proved as in [11, p. 543]. From elliptic regularity, ψ is a C2 map away from
∂� ∩ ({±L} × Rn−1). Therefore, the Hopf boundary lemma and the strong maximum
principle imply ψ < 0 in ω ∪ ∂ lω, and therefore (i) is established.
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The sequence {tj } is decreasing and bounded below, so the limit in (ii) exists. Assume
that limj→∞ tj = t∞ > 0 and let ϕj be the solution of (4.9) corresponding to tj . Since f
is increasing, the difference w := ϕj − ϕj+1 satisfies the linear equation

1w − c2w = 0 in ω,
w = tj − tj+1 > 0 on ∂bω,
∂w

∂n
= 0 on ∂ lω,

where

c2
=


f (ϕj )− f (ϕj+1)

ϕj − ϕj+1
if ϕj − ϕj+1 6= 0,

f ′(ϕj+1) if ϕj − ϕj+1 = 0,

therefore the comparison principle implies that w ≥ 0 in ω and we have ϕj+1 ≤ ϕj .
Since the sequence {ϕj } of continuous functions in ω is bounded, we conclude that, as
j → ∞, ϕj converges uniformly to a map ϕ∞. Actually, ϕ∞ ∈ W

1,2
] (ω). To see this,

we note that from the fact that f is bounded and the sequence {ϕj } is bounded, it follows
that also ‖f (ϕj )‖L2 is uniformly bounded. This and the fact that ϕj is a weak solution of
(4.9) imply a uniform bound for ‖ϕj‖W 1,2(ω). It follows that ϕ∞ is in W 1,2

] (ω) as a weak

limit of the sequence {ϕj } in W 1,2
] (ω), and ϕ∞ is a weak solution of (4.9). By elliptic

regularity, ϕ∞ is C2 away from ∂� ∩ ({±L} × Rn−1). Therefore, uniform convergence
of ϕj to ϕ∞ implies that

t∞ = lim
j→∞

tj = lim
j→∞

max
�0

ϕj = max
�0

ϕ∞.

Hence, the strong maximum principle yields ϕ∞ ≡ t∞, but this and f (t∞) > 0 contradict
(4.9). This contradiction establishes (ii).

To prove (iii) we note that if f is linear, system (4.9) is also linear and therefore
ϕ(·, t) = tϕ(·, 1). This implies t̂ = t̂1 and therefore we can take θ = t̂1 < 1 and tj = θ j .

ut

Lemma 2. Let uN be a minimizer as in Proposition 2. Set

ρ = |uN − a+|

and let ωk =
⋃
s∈(−L,L)�

s+(N+k)L for k = 1, 2, . . . . Then∫
ωk

(〈∇(ρ2),∇p〉 + f (ρ2)p) ≤ 0

for all p ≥ 0 in W 1,2(ωk) ∩ L
∞(ωk) such that p = 0 on ∂bωk .
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Proof. For p ∈ W 1,2(ωk)∩L
∞(ωk) as above and for ε > 0 small, let uε be the variation

of uN defined by

uε =

{
uN − εpρν = a+ + (1− εp)ρν = a+ + (1− εp)(uN − a+) on ωk,
uN on � \ ωk,

where ν = (uN − a+)/|u
N
− a+|. Note that for ε > 0 sufficiently small we have 0 ≤

1− εp ≤ 1 and therefore uε satisfies the constraint |uε − a+| = (1− εp)ρ ≤ 2r on ωk .
This and the minimality of uN imply

0 ≤
d

dε

∣∣∣∣
ε=0
Jωk (uε)

=
d

dε

∣∣∣∣
ε=0

∫
ωk

(
1
2

(
|∇((1− εp)ρ)|2 + ((1− εp)ρ)2

∑
j

〈ν,j , ν,j 〉
)

+W(a+ + (1− εp)ρν)
)
,

where we have also used the polar form (2.2) of the energy. It follows that

−

∫
ωk

(
〈∇ρ,∇(pρ)〉 + pρ2

∑
j

〈ν,j , ν,j 〉 + pρ〈Wu(a+ + ρν), ν〉
)

= −

∫
ωk

(
1
2
〈∇(ρ2),∇p〉 + p

(
|∇ρ|2 + ρ2

∑
j

〈ν,j , ν,j 〉
)
+ pρ〈Wu(a+ + ρν), ν〉

)
≥ 0,

and since p(|∇ρ|2 + ρ2∑
j 〈ν

,j , ν,j 〉) ≥ 0 and, by the definition of f , we have
2ρ〈Wu(a+ + ρν), ν〉 ≥ f (ρ

2), we conclude that

−

∫
ωk

(〈∇(ρ2),∇p〉 + f (ρ2)p) ≥ 0. ut

Remark. At first sight, the more natural variation would be uε = uN + εpν, which
formally leads to 1ρ ≥ g(ρ). The problem is that uε does not, in general, vanish when ρ
vanishes, and therefore uε may not be a W 1,2 map.

Lemma 3. Let k = 1, 2, . . . be given and assume that ρ2
≤ t on ∂bωk . Then

ρ2(s, y) ≤ ϕ((s − (N + k)L, y), t) < t for (s, y) ∈ ωk,

and

ρ2
≤ t̂ on �(N+k)L for k = 1, 2, . . . ,

with ρ as in Lemma 2.
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Proof. Set ϕk((s, y), t) := ϕ((s − (N + k)L, y), t) for (s, y) ∈ ωk; then ϕk satisfies all
the statements in Lemma 1 with ω replaced by ωk . Therefore, from (4.9) and integration
by parts we get

−

∫
ωk

(〈∇ϕk,∇p〉 + f (ϕk)p) = 0 (4.12)

for all p ∈ W 1,2(ωk) ∩ L
∞(ωk) such that p = 0 on ∂b�k . From (4.12) and Lemma 2 it

follows that ∫
ωk

(
〈∇(ρ2

− ϕk),∇p〉 + (f (ρ
2)− f (ϕk))p

)
≤ 0 (4.13)

for all p ≥ 0 in W 1,2(ωk) ∩ L
∞(ωk) such that p = 0 on ∂bωk . In particular, for p =

(ρ2
− ϕk)

+, (4.13) yields∫
ωk∩{ρ

2>ϕk}

(
|∇(ρ2

− ϕk)
+
|
2
+ (f (ρ2)− f (ϕk))(ρ

2
− ϕk)

+
)
≤ 0. (4.14)

Since f is strictly increasing, we have f (ρ2) − f (ϕk) > 0 for ρ2 > ϕk , and therefore
(4.14) implies ρ ≤ ϕk a.e. on ωk . This and Lemma 1 conclude the proof. ut

Proposition 3. Let t0 = r2
0/4 and tj = t̂j−1 for j = 1, 2, . . . . Then{

ρ2
≤ tj on �s for s > (N + j)L, j = 1, 2, . . . ,

ρ2 < tj−1 on �s for s > (N + j − 1)L, j = 1, 2, . . . ,

with ρ as in Lemma 2.

Proof. Since uN satisfies the constraint, we have ρ2
≤ t0 on �s for s ≥ NL. Therefore,

Lemma 3 with t = t0 and k = 1, 2, . . . yields

ρ2
≤ t1 on �(N+k)L for k = 1, 2, . . . .

This and Lemma 3 with t = t0 and k = 2, 3, . . . imply

ρ2
≤ t1 on �s for s ≥ (N + 1)L,

ρ2
≤ t2 on �(N+k)L for k = 2, . . . .

Induction on j concludes the proof of the first inequality. The second inequality follows
from the first and from Lemma 3, which imply

ρ2 < tj−1 on ωj , j = 1, 2, . . . . ut

Obviously Proposition 3 implies

lim
s→∞
(s,y)∈�

ρ(s, y) = a+ (4.15)

and, by statement (iii) of Lemma 1, if a+ is nondegenerate then

|uN (s, y)− a+| ≤ K0e
−k0s for s > 0 with (s, y) ∈ �.

The analogous statements concerning a− are proved in a similar way.
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Thus, in this subsection we have established that uN , for N ≥ 1, does not realize
the constraint in (−∞, NL) ∪ (NL,∞) and hence satisfies in this set the equation, the
Neumann condition, and also the asymptotic condition in (1.3), which takes the form (1.4)
for nondegenerate a±.

4.2. Removing the constraint at s = ±NL

In this part of the proof we use the Cut-Off Lemma developed in Section 2. The min-
imizer uN is a classical solution of (1.1) in �N :=

⋃
s∈(−NL,NL)�

s . Moreover, from
Hypothesis 3 it follows that

‖uN‖L∞(�N ;Rm) ≤ M,

with M independent of N . Therefore, linear elliptic theory implies that

|∇uN | ≤ M ′ on �N−1, (4.16)

for some M ′ > 0 independent of N ≥ 2.

Lemma 4. Let r ∈ (0, r0/2) be fixed. Then there exist w0 > 0 and δ ∈ (0, L/2) such
that

(s̄, ȳ) ∈ �N−2 and min
a∈{a−,a+}

|uN (s̄, ȳ)− a| ≥ r

imply
J�s̄δ

(uN ) ≥ w0, where �s̄δ :=
⋃

s∈(s̄−δ,s̄+δ)

�s .

Proof. Since � is periodic and of class C2, it satisfies the interior sphere condition with
a ball of fixed radius. It follows that there is δ > 0 such that each x ∈ � belongs
to Bx′,δ/2 ⊂ � for some x′ ∈ �.

Assume that there exists (s̄, ȳ) ∈ �N−2 such that

min
a∈{a−,a+}

|uN (s̄, ȳ)− a| ≥ r.

Observe that if we take δ < L/2, we have

B(s̄,ȳ)′,δ/2 ⊂ �N−1,

where (s̄, ȳ)′ is the point x′ = (s̄, ȳ)′ corresponding to x = (s̄, ȳ) and we can apply
(4.16). Therefore, if we restrict the choice of δ > 0 to δ < min{r/(2M ′), L/2}, the bound
(4.16) implies that

min
a∈{a−,a+}

|uN (s, y)− a| > r/2 for (s, y) ∈ B(s̄,ȳ)′,δ/2.

From this and from the properties of W it follows that∫
B(s̄,ȳ)′,δ/2

W(uN ) ≥ w0
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for some w0 > 0. Therefore,

J�s̄δ
(uN ) ≥

∫
�s̄δ

W(uN ) ≥

∫
B(s̄,ȳ)′,δ/2

W(uN ) ≥ w0,

which concludes the proof of the lemma. ut

Conclusion of the proof of Theorem 1. Assume δ ∈ (0, L/4) in Lemma 4 and observe
that we then have

�hLδ ∩�
kL
δ = ∅ for h 6= k, with h, k ∈ [−(N − 2), N − 2]. (4.17)

Let Z ≤ 2N − 3 be the number of integers h ∈ [−(N − 2), N − 2] such that

min
a∈{a−,a+}

|uN (hL, y)− a| ≥ r for some (hL, y) ∈ �hL.

From Lemma 4, the a priori estimate (3.1), and (4.17) we have

Z ≤ J�(ū)/w0,

therefore 2N − 3 > J�(ū)/w0 is a sufficient condition for the existence of h̄ ∈
[−(N − 2), N − 2] such that

min
a∈{a−,a+}

|uN (h̄L, y)− a| < r for all (h̄L, y) ∈ �h̄L.

Since by Hypothesis 5 the cross section �h̄L is connected and uN is smooth in �N−1,
there exists a ∈ {a−, a+} such that

|uN (h̄L, y)− a| < r for all (h̄L, y) ∈ �h̄L.

Assume for definiteness that a = a+ (if a = a− the argument is completely analogous)
and use (4.15) to fix ĥ > N + 2 such that

|uN (ĥL, y)− a+| < r for all (ĥL, y) ∈ �ĥL.

Then, the minimality of uN and the Cut-Off Lemma imply |uN (s, y)−a+| ≤ r < r0/2 for
all s ∈ [h̄L, ĥL], (s, y) ∈ �, that is, the constraint is not saturated at s = NL. To remove
the constraint also at s = −NL we use the analogue of (4.15) for a− and Proposition 3
which together with h̄ < N − 1 implies that the translation uN (· + L, ·) of uN by one
period to the right realizes the constraint neither at s = NL nor at s = −NL. The proof
of Theorem 1 is complete. ut
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