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Abstract. We establish the non-singular Hasse principle for pairs of diagonal quartic equa-
tions in 22 or more variables. Our methods involve the estimation of a certain entangled two-
dimensional 215 moment of quartic smooth Weyl sums via a novel cubic moment of Fourier coef-
ficients.
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1. Introduction

A consideration of disjoint systems of diagonal Diophantine equations lends credibility
to the guiding principle that the number of variables required to solve a system should
in general grow in proportion to the number of its equations. That such systems are no
harder to analyse is made evident in an elegant paper of Cook [6]. There is remarkably
little work available in which systems of entangled equations have been successfully anal-
ysed in circumstances where the average number of variables per equation is smaller than
that accessible for a single equation. These investigations have been limited almost exclu-
sively to equations of degree at most three, and exploit the interaction between component
equations by means of restricted moments of Fourier coefficients of unconventional type
(see [3, 4, 5]). In this paper we add to this small stock of examples, analysing pairs of
diagonal quartic forms through a novel cubic moment of certain Fourier coefficients of
arithmetic origin.

In order to describe our results, we introduce some notation. When s is a natural num-
ber, leta;, b; (1 < j < s) be fixed rational integers, and consider the pair of simultaneous
diagonal quartic equations

ale —i—azxét + - ~|—as)C;1 = ble +b2x§ +- +bsx;t =0. (1.1)

Given a positive number P, we denote by A/ (P) the number of integral solutions x of (1.1)
with |xj| < P (1 < j <s).
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Theorem 1.1. Let s be a natural number with s > 22. Suppose that a;, b; €7 (1 <i <s)
satisfy the condition that for any pair (c, d) € Z* \ {(0, 0)}, at least s — 7 of the numbers
caj+dbj (1 < j < s) are non-zero. Then provided that the system (1.1) has non-singular
real and p-adic solutions for each prime number p, one has N'(P) > P58,

We pause at this point to discuss the various hypotheses of this theorem. First, the appli-
cation of conventional technology (see [1, 12]) has the potential to establish a conclusion
analogous to Theorem 1.1 only for s > 24. Whilst our conclusion saves two variables
over this bound, one may safely conjecture that subject to appropriate rank conditions the
constraint s > 17 should suffice. When s > 21, it follows from work of Godinho [8]
that the system (1.1) has non-zero p-adic solutions whenever p > 73. Theorem 1.1 con-
sequently implies a Hasse principle for pairs of equations of the shape (1.1) in a rather
strong form. By combining Godinho’s work with that of Poehler [10], meanwhile, one
finds that the p-adic solubility of the system (1.1) is assured for s > 49.

The most novel feature of our proof of Theorem 1.1 involves a consideration of a
suitable cubic moment of certain Fourier coefficients. For a continuous function

H:R — [0, 00)

of period 1, let ¢(n) = [ H(a)e(—na) da, where as usual we write e(z) for ¢27%%. It
transpires that one may relate the moment

> e (12)
nez
to the correlation Do
/ / H(a)H(B)H (o + B) dae dp. (1.3)
0 JO

We shall take H(a) =Y, c 4 e(ax™)|”, in which A is a suitable set of smooth numbers.
In this case, one may control the moment (1.2) by means of the large values estimates for
Fourier coefficients provided in [9]. The mean value (1.3) may be viewed as an entan-
gled 21% moment of smooth Weyl sums, and it is this that plays the leading role in our
application of the Hardy-Littlewood (circle) method. We remark that with H («) defined
as above, the Fourier coefficient c(n) has no direct arithmetic interpretation, despite its
arithmetic origin. Indeed, this coefficient may be non-zero for arbitrarily large n, a com-
plication reflected in technical difficulties that we encounter when relating (1.2) to (1.3)
in §3. Although in principle our methods are applicable in wide generality, it would ap-
pear that in light of currently available mean value estimates for Weyl sums, new ideas
are required for their application to Diophantine problems of higher degree.

Following some preliminary discussion of smooth Weyl sums, we announce the key
21%-moment estimate in §2. The aforementioned cubic moment of Fourier coefficients is
analysed in §3, and then estimated by means of large values estimates in §4. In §5 we
shift our focus to preparations for the application of the circle method, tackling the minor
arcs in the Hardy-Littlewood dissection in §6, and concluding with the major arc analysis
in §7.



Diagonal quartic forms 2889

Our basic parameter is P, a sufficiently large positive number. In this paper, implicit
constants in Vinogradov’s notation < and 3> may depend on s and ¢, as well as ambient
coefficients such as a and b. Whenever ¢ appears in a statement, either implicitly or
explicitly, we assert that the statement holds for each ¢ > 0.

2. A 21% moment of biquadratic Weyl sums

In this section we introduce the novel ingredients utilised in our application of the cir-
cle method. Before announcing these unconventional mean value estimates, however, we
must introduce some notation. When P and R are real numbers with 1 < R < P, we
define the set A(P, R) of smooth numbers by

AP,Ry={neZnNJ[l, P]: pprimeand p|n = p < R}.
We then define the smooth Weyl sum h(a) = h(a; P, R) by
h(a; P,R) = Z e(otx4).

xeA(P,R)

It is convenient to refer to an exponent A; as admissible if there exists a positive number 1
such that, whenever 1 < R < P7", one has

1
/ lh(a; P, R)|' da & P'—4T4 2.1
0

Lemma 2.1. The exponents A7 = 0.849408, Ao = 0.213431 and A1» = 0 are admis-
sible.

Proof. The desired conclusion follows from [2, Theorem 2] and the discussion surround-
ing the table of exponents on [2, page 393]. As explained in the proof of [2, Lemma 2.3],
the upper bound (2.1) when ¢ = 12 is a consequence of [12, Lemma 5.2]. O

Henceforth, we fix R = P with n > 0 chosen in accordance with Lemma 2.1 and the
upper bounds (2.1). When a, b, ¢, d € Z, we define the integral

1l
I(a,b,c,d) = / / |h(a)h(bB)h(ca + dB)| da dB. 2.2)
0 Jo
Our goal in §§3 and 4 is the proof of the following upper bound for this integral.
Theorem 2.2. Suppose that a, b, ¢, d are non-zero integers. Then
I(a,b,c,d) < pl3+idiote,

Previous authors would disentangle the mixed moment (2.2) via Holder’s inequality to
obtain an estimate of the shape

1 2
I(a,b,c,d) < (f |h(oz)|21/2doz> « P33,
0
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The superiority of our new estimate is self-evident. We direct the curious reader to the
explanation following the statement of [3, Theorem 3] for a related discussion. By fol-
lowing the argument of the proof of [3, Theorem 4], presented in §4 of the latter source,
one obtains from Theorem 2.2 a superficially more general conclusion of similar type.

Theorem 2.3. Suppose that c;, d; (1 <i < 3) are integers satisfying
(c1dz — c2dy)(c1d3 — c3dy)(c2d3 — c3dp) # 0.
Write Aj = cja +d;B (j = 1,2, 3). Then whenever 1 < R < P, one has

1 1
/ / Ih(ADR(A)R(A3)[ dadf < P13TEM0FE
0 0

3. Cubic moments of certain Fourier coefficients

An inspection of the mean value (2.2) suggests that Fourier coefficients associated with
|h()|” should play a prominent role in its estimation. The absence of any direct arith-
metic interpretation forces us, however, to indulge in a far more detailed discussion of
these Fourier coefficients than would ordinarily be the case. Define

1
Y(n) = / |h(a)|7e(—noz) do. 3.1
0
Lemma 3.1. The Fourier expansion
@) =) y(n)emna) 32)
nez

is uniformly convergent in «, and one has vV (n) < P /n?.

Proof. We begin by observing that i («) is an analytic function, and hence |h(x)|” is a
real valued function that is twice continuously differentiable. Note that when k(«) = O,
then the first two derivatives of |4 (a)|” are also 0. By writing |2 («)|” = h(a)"/?h(—a)?/?
when /(o) # 0, and noting that

W' (o) = 2mi Z xte(axt) < PP, W'(a) = 2ni)? Z xe(axt) « P?,
x€A(P,R) x€A(P,R)

it follows that, uniformly in o, one has % |h(a)|” « P'3. Consequently, by integrating
by parts, one deduces that

1 1 2 15
e(—na) d P
h(a)|e(— d:/——h Td —.
/O h@le(-nayda = | o5 s @] da < -
Finally, since |h(a)|” is differentiable and the series on the right hand side of (3.2) is
absolutely convergent, one finds from [7, Theorem 1.4.2] or [16, Theorem 8.14, page 60],
for example, that the Fourier expansion (3.2) converges to |4 (o) |7 uniformly in «. |

This lemma allows us to replace the mean value (2.2) by a cubic moment of ¥ (n), trun-
cated both in terms of n and the magnitude of ¥ (n).
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Lemma 3.2. When a, b, ¢, d are non-zero integers, one has

I@b.c.d) <P+ Y |yml.
In|<P?
)| >1

Proof. Our initial step is to accommodate non-zero integral coefficients / by extracting
from (3.2) the relation

he)|” =) " ymenla) = Y yi(me(ma),

nez meZ
where
m/l) whenl|m,
Ya(my = | VD .' (3.3)
0 otherwise.

Using the uniform convergence of the respective Fourier expansions of |h(a)|”, |h(bB)|’
and |h(ca + dﬂ)|7, one finds from (2.2) that I (a, b, ¢, d) is equal to

1 1
> fo /0 Va ()Y (n2) Y (n3)e(nia +nof — na(co + dp)) dot dp.

ny,ny,n3€Z

By orthogonality, the double integral here can be non-zero only when n; = cn3 and
ny = dnjz, whence

Ia,b,e,d) =) Yalen)yp(dn)ys (n).

nez

Thus, on noting that (3.3) delivers the estimate

D Walem)lP <) Wam)PP =" [ k)P,

nez mez keZ

we deduce by Holder’s inequality and symmetry that

I@,b,c,d) <) [yl

nez
We therefore conclude from Lemma 3.1 that
Iabe,d)y < Y WP+ Y P/ = " [ymP +0(P?),
In|<P? In|> P9 In|<P?
[¥(n)|>1
and the proof of the lemma is complete. O
A dyadic dissection simplifies the discussion to come. When T > 0, write

MTy= Y [ymP

In|<P®
T<|y(n)|<2T
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By applying the triangle inequality to (3.1), the estimates available from Lemma 2.1 fur-
nish the bound ¥ (n) < ¥ (0) <« P3*t27 and hence

o0
Y. WmP= Y M@).
9 =0
\ﬂf)ﬁ] 2'<P3+27 log P

Consequently, for some positive number T with | < 7 < P3+27log P, we may conclude
from Lemma 3.2 that

I(a,b,c,d) < P°+ (log PYM(T). (3.4)

4. The arithmetic harmonic analysis

The moment has come to deliver the proof of Theorem 2.2. We may suppose that n > 0
is small enough that the estimates implicit in (2.1) hold. We bound the quantity M (T)
when1 < T < p3ta7 log P. Define Z to be the set of integers n with |n| < P9 such
that T < |y (n)| < 2T, and write Z = card(Z). For each n € Z, we take w, = 1 when
Y (n) > 0, and w, = —1 when 1 (n) < 0, and then put

K(a) = Z wpe(—na).

nez
Then we find from (3.1) that

1 1
/ |h(e)| K (o) do = Za)ﬂ/ (@) e(—na)yda =Y |[ym)| >TZ.  (@4.1)
0 0

nez nez

We bound M (T) by estimating the integral on the left hand side of (4.1), controlling the
frequency of large Fourier coefficients ¥ (n).
Before proceeding further, we recall that the estimate

1
/ |h(@)*K (@0)*|da < P3Z 4 P> 73/2 4.2)
0

is an immediate consequence of [9, Lemma 2.1].
Lemma 4.1. One has the estimates
7 <« pE+idog-2 n P13+%A‘0+8T_3, 7 « POtAr=2 4 pl6+2hjtep—4

Proof. An application of Holder’s inequality shows that

1 ! 13, p1 1/6
f |h<a>|7K<a>das</ |h<a>4K<a)2|da> (/ |K<a>|2da)
0 0 0
1 16 , p1 1/3
x(/ |h(a)|‘0da) (f |h(a)|‘2da) )
0 0
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Recalling Lemma 2.1, Parseval’s identity and (4.2), we deduce from (4.1) that
TZ << (P3Z + P2+Sz3/2)1/3(2)1/6(P6+A10)]/6(P8)1/3

<« P13—4+éAlozl/2+P%3+%A|0+8ZZ/3’

and the first of the claimed estimates follows by disentangling this inequality.
On the other hand, also by Holder’s inequality, one has similarly

1 1 1/2 1 1/2
/|h(a>|71<(a>das</ |h(a)4K(a)2|doz) (/ |h<a>|‘°da>
0 0 0

<< (P3Z+ P2+8Z3/2)1/2(P6+A]0)1/2,

whence
TZ « P§+%A1021/2+P4+%A10+523/47

and the second conclusion follows by further disentangling. O

We are now equipped to establish Theorem 2.2. On the one hand, if one has T < p3 +%A'0,
then one finds from the first estimate of Lemma 4.1 that

M(T) < ZT? < P%+§AIOT+P13+%A10+8 < P13+%A10+8'

On the other hand, when P3+%A10 < T < p3+a7 log P, one finds instead from the
second estimate of Lemma 4.1 that

ZT3 « POtAnT 4 plot2ditep—1 o pl2+Ar+Aite | pl3+iAite
Thus, on recalling (3.4), we deduce that
[(a,b,c,d) < P? + (log P)P3+3810+¢  pl3+38i10+2e

This concludes the proof of Theorem 2.2.

5. Preparations for the circle method

We suppose that the hypotheses of the statement of Theorem 1.1 are satisfied, so in par-
ticular s > 22. With the pairs (a;, b;) € 7? \ {(0,0)}, we associate the binary forms

Aj=aja+bip (1=<j=<ys), G.D
and the two linear forms L(6) and L, (@) defined for # € R® by

Li(0) =) aj; and Ly(0) =) b;t;. (5.2)
j=1 j=1
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We describe two forms A; and A; as equivalent when there exists a non-zero rational
number A with A; = AA;. This notion defines an equivalence relation, and we refer to
the number of elements in the equivalence class containing the form A; as its multiplicity.

The hypotheses of Theorem 1.1 ensure that there is a non-singular real solution of
the system (1.1). By invoking homogeneity, therefore, one finds that there exists a real
solution x = @ in [0, 1)* satisfying the property that for some indices i and j with 1 <

i < j <s,onehas
det 4a;6)  4a;0} 0
“Naviop ane? | 7O

By relabelling variables if necessary, there is no loss of generality in supposing that i = 1
and j = 2, and by taking suitable linearly independent linear combinations of the equa-
tions comprising (1.1), we may suppose further that ap = by = 0 and a;b> # 0. Thus,
since # is a non-singular solution, we have 616, # 0, and then there is no loss of generality
in supposing also that 6; > 0 and 6, > 0. An application of the inverse function theo-
rem consequently confirms that whenever § > 0 is sufficiently small, the simultaneous
equations

s N
aixj = — Za,»(el- +8)* and byxi = — Zbi(@' +6)*
i=3 i=3

remain soluble for x| and x;, with x; > 0 and x» > 0. In this way we see that the system
(1.1) possesses a non-singular real solution @ satisfying 8 € (0, 1)°.

For any pair (c,d) € Z*\ {(0,0)}, the linear form cL(&) + dL,(£) necessarily
possesses at least s — 7 non-zero coefficients. By choosing an appropriate subset S of
{2, ..., s} with card(S) = 21, therefore, we may ensure that the forms A; with j € §
have multiplicity at most 7. Suppose that these 21 forms fall into ¢ equivalence classes,
and that the multiplicities of the representatives of these classes are rq, ..., r;. Then we
may suppose that

7>r>--->r and r +---+r =21, (5.3)

and hence also that t > 3. We relabel variables in (1.1), and likewise in (5.1) and (5.2),
so that S becomes {2, ...,22}, and for 1 < i < ¢ the linear form A;y; is in the jth
equivalence class counted by r;. We now fix a non-singular real solution # € (0, 1)* of
(1.1) and a real number § with 0 < § < 6;. In addition, we fix n > 0 to be sufficiently
small in the context of Lemma 2.1.

Next define the generating functions

22 K
glay= Y elaxh), Hol p)=]]rn), Hp) =][]h®).
j=2 j=2

§P<x<P

Then by orthogonality, one has

1 1
N(P)zfo /0 (A H (@, B) da d.



Diagonal quartic forms 2895

In order to define the Hardy—Littlewood dissection underlying our argument, we put Q =
(log P)!/1% and when a, b € Z and q € N we define

N(g,a,b) ={(a,p) €10, 1)?: la —a/q| < QP *and | —b/q| < OP™*}.

We then take 91 to be the union of the boxes (g, a, b) with 0 < a,b < g < Q and
(¢, a,b) = 1. Finally, we put n = [0, 1)>\ 9.
The contribution of the major arcs 91 in this dissection satisfies

// g(ADH (o, B)dadB > P58, (5.4)
N

a fact we confirm in §7. Meanwhile, in §6 we show that
// g(ADH(a, B)dadp <« P*8(loglog P)~". (5.5)
n

The desired conclusion A/ (P) 3> P*~8 is immediate from (5.4) and (5.5) on noting that
[0, 1)2 is the disjoint union of 91 and n.

6. The minor arc treatment

The analysis of the minor arc contribution proceeds in two phases, one dominated by the
use of Weyl’s inequality, and a second in which pruning methods are deployed. We begin
preparatory work for the first stage by deriving a consequence of Theorem 2.3.

Lemma 6.1. One has

1,1
/ / |Ho(a, B)|dadp < pl3+3aiote.
o Jo

Proof. Recall the discussion of the multiplicities associated with Aj, ..., A;, and in par-
ticular the hypothesis (5.3). By applying [3, Lemma 5], just as in the deduction of [3,
equation (4.5)], one finds that

1 1 1 1
// |Ho(at, B)| da dB <</ / WY .. by dadg, 6.1)
0 0 0 0

where we have abbreviated |2(A;)| to hj. Let v be a non-negative integer, and suppose
that r,_1 = r; + v < 7. Then we may apply the argument of the proof of [3, Lemma 6]
following equation (4.5) therein to obtain a bound of the shape (6.1), in which r,_; and
ry = r;—1 — v are replaced by r,_1 + 1 and r; — 1, respectively, or else by r,_; —v — 1 and
r; + v + 1. By relabelling if necessary, we thus derive a bound of the shape (6.1), subject
to (5.3), wherein either r; is reduced, or else ¢ is reduced. By repeating this process,
therefore, we ultimately arrive at the situation in which ¢t = 3 and (r1, rp,73) = (7,7, 7).
Then the desired estimate follows from (6.1) and Theorem 2.3. O
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In order to prepare for the pruning process, we introduce a conventional set of one-
dimensional major arcs. Define 9 to be the union of the intervals

M(g,a) ={a e[0,1): |ga —a| < P77/?}
with0 < a < g < P2 and (a,q) = 1, and put m = [0, 1) \ 1. In addition, when
A, A € R, define the mean value J(A) = J(A; A) by putting
1630 = [ 1gG@6)ha0 + 1)1 do. 62)
m

Lemma 6.2. For each A € Q \ {0}, one has sup; . J(A; A) < P%/4.

Proof. Suppose that . € R. Write A = B/S with B € Z \ {0}, S € Nand (B, S) = 1.
We define the modified set of major arcs 2U by putting

W={Bel0,1):SB e M.

Then a change of variable yields
_ 9/4 4
J) = S/m 1g(arSB""|h(BB + 1)|" dp. (6.3)

It follows from the definition of 9 that for each 8 € 20, there exist c € Z and r € N
with0 < ¢ <r < P2, (¢,r) = 1 and |SBr — ¢| < P~7/2. Thus there exist a € Z and
geNwith0O<a<g <SP'Y2 (a,q) =1and |g8 —a| < P~7/2. Next, we define « ()
to be the multiplicative function defined for ¢ € N by taking, for prime numbers p and
non-negative integers /,

K(p4l) — p—l’ K(p4l+l) — 4p—l—1/2’ K(p4l+2) — p—l—l7 K(p4l+3) — p—l—l-
Then as a consequence of [13, Theorem 4.1 and Lemmata 4.3, 4.4 and 6.2],
2@ ) < k(@ P+ PHB—a/q)™" +q'*" <@ P+ PB—a/gh™'.

We therefore deduce from (6.3) that

q 00 4
o/4 h(Bla/q +y) + MI* 64
JO) < 1<q§},1/2(”(q>) a§:l /_ s P 64

By orthogonality, we find that

q
D Ih(Bla/g+v)+MI* <q > 1< IBI*(Pq™" + D'ap(q). (65)
a=1 1<x1,..., xX4<P
q|B(xf+x§—xf‘—xi)

where p(q) denotes the number of solutions of the congruence

xf' +x§ = xg' + xf“ (mod q),
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with 1 < x; < g (1 <1i < 4). The argument of [14] leading to equation (5.8) of that
paper shows that

ap(q) < q* Yy re)*.
rlg

Hence, on substituting (6.5) into (6.4), we obtain
o0
Ty < PPN k(@ rer)? / (1+ PHyD~Bdy.
1<g<SP!/2 rlq -

Observe that k(¢)”* < ¢~ '/?k(¢)?, and hence the argument completing the proof of
[14, Lemma 5.4] shows that for a suitable positive constant C, one has

o0
JO) < P* Y @y rent < PO l_[<1 +C Zp‘l‘h/zo).
l<g=<P rlq p h=1

Thus we obtain J (1) < P°/#, and the proof of the lemma is complete. O

When B C [0, 1)2 is measurable, define the auxiliary mean value

U(B) = f/% |g (A1) Ho(e, B)| da dp.

Lemma 6.3. One has U(n) < P'*(loglog P)~!.
Proof. Consider the auxiliary sets
e={(@,B)en:aem} and €E={(o,B) en:aec N}

The treatment of the set ¢ is straightforward. On recalling that A; = aj«, one finds via
an enhanced version of Weyl’s inequality (see [11, Lemma 3]) that

sup |g(Al)| = sup |g(a1a)| < P7/8+£_

(a.p)ee aem

Then from Lemma 6.1, one deduces that

1 1
Ue) < P7/8+8/ / |Ho(a, B)| da df <« P'5+3810%e « plég=1, (6.6)
0 JO

We turn next to the complementary set &, handling this via Lemma 6.2. By applying
the argument underlying the proof of Lemma 6.1, as in the discussion following the state-
ment of [3, Lemma 10], one finds that for some indices [, m,n with2 <[ <m < n < 22,
one has

U(¢) < // g1h]h] h! da dp.
¢

Here, we have abbreviated |g(A1)| to g1. By relabelling variables if necessary, there is
no loss of generality in supposing that (I, m,n) = (2,3,4) and that A3 and A4 are
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each pairwise linearly independent of Aj. Recall also that Ay, A3, A4 are assumed to be
pairwise linearly independent. Define

Uij=//€g]9/4h?h}2dadﬁ and Vijszehgzh}zdadﬁ.

Then an application of Holder’s inequality yields the bound

5/27
U@ < (sup [hADRADRADI) " UnUan? (Vo Van) T/ v oL,

(a.p)e€

6.7)

Let (i, j) be either (2, 3) or (2, 4). Recall that A1 = a;«, and change variables from g
to y via the linear transformation ajo + b; 8 = b;y. Note here that since A and A; are
inequivalent, then necessarily b; # 0. Write A = a; — b;a;/b; and recall (6.2). Then in
view of the definition of &, we may make use of the periodicity of the integrand to deduce
that

1
U,-js/ f lg(AD I h(Aa + biy) [ [h(bjy) " dady < W sup J(x; A),
0 n AeR

where |
W=/O b dy.

An application of Lemma 2.1 shows, via a change of variable, that W = O (P 8), and so
we deduce from Lemma 6.2 that Uxz3Upy <K (P8)2(P9/4)2 = P*/2 Since Ay, A3z, As
are pairwise linearly independent, when 2 < i < j < 4 further changes of variable lead
from Lemma 2.1 to the estimate

1 1 1 2
Vij <</ / |h(01)h(02)]'* By b = (/ |h(9>|”d0> < (P%?2
0 JO 0
By substituting these estimates into (6.7), we deduce thus far that
14(p-3 5/21
U(E) < P <P 3 sup |h(A2)h(A3)h(A4)|) . (6.8)
(a,B)e€

Our final task is to bound the second factor on the right hand side of (6.8). When 6 is
a real number with |2(9)| > P Q120 it follows from the proof of [15, Lemma 8.1] that
there exista € Z and g € Nwith 1 < g < QY10 (a,q) =1 and |¢0 — a| < QV/10P~4,
Consequently, if Ay and A; are inequivalent linear forms, and hih; > PZQ_l/ 120, then
for o = k, I there exist integers d, and g, with

1<g, <0 (do.q0) =1 and |A; —ds/q0| <q,'Q""OP ™.
From here it follows as in the proof of [3, Lemma 10] that (¢, 8) € 1. Thus

sup |h(AR(A)| < P2Q™ 1120,
(a,f)en
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whence we obtain the estimate

sup |h(A2)h(A3)h(Ag)| < PPQ~ 1120,
(a,p)e€

On substituting into (6.8), we conclude that U (€¢) < P 14 Q_l/ 48 The conclusion of the
lemma therefore follows from (6.6) on recalling that n = ¢ U €. m]

A trivial estimate for the generating function %(0) now leads from the conclusion of
Lemma 6.3 to the estimate (5.5) by means of the relation

// g(ADH (@, B)dadp < PS™2U(n).

7. The major arcs analysis

Not only is the analysis of the major arcs largely standard, but it is also very similar to the
work in [3, §7]. A brief sketch of the analysis therefore suffices on the present occasion.
We begin with some additional notation. Define

q s
S(g.a) =Y e(ar'/q)., T(q.c.d)=q " [][S(q.ajc+b;d),
r=1 j=1
q q
Ag) =Y Y T(g.a,b) and SX)= Y  Aq).
a=1b=1 l=g=X
(a,b,q)=1
Also, with A; as shorthand for a;& + b;¢, put

P P s
v(e)zfo ey dy, w(e)szewy“)dy, ViE 0 = w@) [[voy),

j=2

and writing B(X) = [-XP~*, X P~*]?, define

30X = / [ V(. £)dE d.
B(X)

Recall that A| = aj«. Then, as adapted to the current context, the argument leading
to [3, equation (7.5)] shows that there is a positive number p having the property that
whenever («, 8) € (g, a, b) € N, one has

g(ADH(a, B) — pT(q,a,b)V(x —a/q, B —b/q) <K PS(log P)~ /2.

Integrating over 91, we infer that

/[ﬁ g(ANH (e, B)dadp = p&(Q)I(Q) + O(P*Blog P)" V4. (7.1)
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Lemma 7.1. Under the hypotheses of Theorem 1.1, the limit & = limy_, oc &(X) exists,
and one has & — S(X) <« X~'. Moreover, when the pair of equations (1.1) has a non-
singular p-adic solution for all primes p, one has & > 1.

Proof. This lemma is an adaptation of [3, Lemma 12] to our needs. We establish the
estimate 2A(g) = O(g~2) to replace the cognate bound [3, equation (7.14)]. Once this is
confirmed, all the conclusions drawn in the lemma follow just as in the aforementioned
work [3], and thus we may omit the details. We immitate the argument on [3, page 890]
to establish the aforementioned bound. Note first that we may suppose that whenever
(c,d) € Z*\ {(0,0)}, then the linear form cL;(#) + dL»(@) contains at least s — 7
non-zero coefficients. Let u; = (q, caj + db;) and apply [13, Theorem 4.2] to infer that

T(q.c,d) < q "y ... upn)'™.

Here, we have used the prearrangement of indices and removed dependence on potential
indices with 22 < j < s by the use of trivial estimates. Recall now the multiplicities
1, ...,y associated to the equivalence classes of the forms A ;. Following the analysis

on [3, page 890], one finds that there is a natural number A depending only on a;, b;
(1 < j <) such that

Ql(q) < q—7/2 Z vir174)/4”.vt(7’1*4)/4.

Ulseeny Ut
v]...0:|Ag

The upper bound r; < 7 therefore leads to the estimate 2(g) < ¢®~!!/4, so that in view
of our earlier comments, the proof of the lemma is complete. O

Lemma 7.2. Under the hypotheses of Theorem 1.1, the limit J = limy_, oo J(X) exists,
and one has § — J(X) <« P*=3X~1. Moreover, when the pair of equations (1.1) has a
non-singular real solution, one has J > P* -8,

Proof. Write g(X ) for R? \ B(X), and recall the prearrangement of indices introduced
in §5. Then a direct modification of the argument on [3, page 891] confirms that, for a
suitable positive number ® = ®(a, b), one has

//A 0(h) .. V0| dE de < P2 //A (L PHED 2314 P4 )28 de de.
B(X) B(©X)

By applying trivial bounds for w(a;&) and the additional factors v(A;) for j > 22, we
therefore conclude that

/f VE O dedr < PPA(PBX ) « ps8x 1
RZ\B(X)

This bound replaces [3, equation (7.18)], and the lemma now follows in the same manner
as Lemma 13 was proved in [3]. O
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The conclusions of Lemmata 7.1 and 7.2 now combine with the asymptotic formula (7.1)
to deliver the relation

// g(ADH (o, Bydadp = pSI+ 0P 8071 > P58,
n

thereby confirming the lower bound (5.4). In view of the discussion concluding §5, the
lower bound A/ (P) >> P*~3 that establishes Theorem 1.1 now follows.
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