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Abstract. For semilinear wave equations with null form nonlinearities on R3*tL, we exhibit an
open set of initial data which are allowed to be large in energy spaces, yet we can still obtain global
solutions in the future.

We also exhibit a set of localized data for which the corresponding solutions are strongly fo-
cused, which in geometric terms means that a wave travels along a specific incoming null geodesic
in such a way that almost all of the energy is concentrated in a tubular neighborhood of the geodesic
and almost no energy radiates out of this neighborhood.
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1. Introduction

In this paper, we study the Cauchy problem for the following semilinear wave equation
on R3+1:

Uo = 0(Ve, Vo), (1.1)

where Q is a null form (see Section 2.2 for definitions) and ¢ : R3*! — R is a scalar
function. The data that we will consider for (1.1) will be some specific large data. In fact,
the size of the data is measured by a large parameter ! (where 8 is sufficiently small)
in energy spaces. We remark that the results of the current work can be easily extended
to higher dimensions and to a system of equations with null form nonlinearities in the
obvious way.

1.1. Earlier results

We briefly summarize the progress on small data theory for nonlinear waves related to
equations of type (1.1). Based on the decay mechanism of linear waves, we know much
about the Cauchy problems for (1.1) on Minkowski space-times R"*!, especially for
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small initial data. In dimensions four and higher, since linear waves decay fast enough
(at least at the rate 7—3/2), the small-data-global-existence type theorems for (1.1) hold
for generic quadratic nonlinearities (which are not assumed to be null)—see the work of
Klainerman [7]. However, in R3*!, linear waves decay more slowly and the quadratic
nonlinearities control the dynamics of the system. In fact, there are quadratic forms Q for
which a finite time blow-up phenomenon occurs even for arbitrarily small data. This has
been shown by F. John [4].

The main breakthrough in understanding small-data-global-existence results for (1.1)
was made by Klainerman [6] by introducing the null condition on the nonlinearities. Un-
der this condition, Klainerman and Christodoulou [1] independently proved that small
initial data lead to global in time classical solutions. Their proofs are different in nature.
Klainerman’s approach makes use of full conformal symmetries of R3*! through vector
fields, while Christodoulou’s idea is to use the conformal compactification of R3*+!, Nev-
ertheless, their proofs rely essentially on special cancelations of null form nonlinearities,
which are absent for generic quadratic nonlinearities.

The cancelation of null forms has far-reaching implications for other types of hy-
perbolic equations. Although many hyperbolic equations do not in general have a null
quadratic form type nonlinearity, estimates for the nonlinear terms follow more or less the
same philosophy: if one term behaves badly (i.e., is large in some norms in most cases)
in the nonlinearities, it must be coupled with a good (i.e., with much better or smaller
estimates) term. Thus, we hope that the good terms are strong enough to absorb the large
contributions from the bad terms. One major application of this idea in general relativity
appears in Christodoulou—Klainerman’s proof of nonlinear stability of Minkowski space-
time [3]. They observed that a bad (worse decay) component of Weyl curvature is always
coupled to either a good connection coefficient or a good curvature component, thus in
most cases the bad components do not really affect the long time behavior of gravitational
waves.

Although all of the aforementioned results require that the initial data be sufficiently
small, the idea of using cancelations from null forms still can be used to handle certain
large data problems. We shall briefly describe two very recent works on the dynamics of
vacuum Einstein field equations in general relativity.

In his seminal work [2], Christodoulou discovered a remarkable mechanism respon-
sible for the dynamical formation of black holes. For some carefully chosen initial data
(which give an open set of the Sobolev space on an outgoing null hypersurface), called
short pulse data in [2], he proved that a black hole (more precisely, a trapped surface) can
form along the evolution due to the focusing of gravitational waves. Besides its signifi-
cance in physics, this result is truly remarkable from a PDE perspective, because the result
is for large data (roughly speaking, small data for Einstein equations in general relativity
would lead to a space-time close to Minkowski space-time; so for small data, we do not
expect black holes). One of the key observations used repeatedly in [2] is still related to
the philosophy of null forms: we do have many bad (large) components in the estimates,
but all of them must come with good (small) components to make the estimates work.

In [8], Klainerman and Rodnianski extended and significantly simplified Christo-
doulou’s work. A key ingredient in their paper is the relaxed propagation estimates,
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namely, if one enlarges the admissible set of initial conditions, the corresponding propa-
gation estimates are much easier to derive. They reduced the number of derivatives needed
in the estimates from two derivatives on curvature (in Christodoulou’s proof) to just one.
We should note that the simpler proof of Klainerman—Rodnianski yields results weaker
than those obtained by Christodoulou. In fact, within this more general initial data set,
they can only show long time existence results for vacuum Einstein field equations; nev-
ertheless, once such existence results are obtained, one can improve them by assuming
more on the data, say, consistent with Christodoulou’s assumptions, and then one can
derive Christodoulou’s results in a straightforward manner.

The results of this paper are strongly motivated by [2] and the proofs are very much
inspired by [8]. In particular, the choice of initial data will be analogous to the short pulse
ansatz in [2]; the proof will rely on a relaxed version of energy estimates similar to the
relaxation of propagation estimates in [8]. We also have to mention another work [9] of
Klainerman and Rodnianski where they managed to localize the data for Einstein equa-
tions to show the dynamical formation of locally trapped surfaces. One of our main results
here concerning strongly focused waves is motivated by that work. Roughly speaking, it
asserts that if the wave initially concentrates around a given point in a specific way, then
it will be confined to a tubular neighborhood of an incoming null geodesic and there is
only a negligible amount of energy dispersing out of this neighborhood. It is precisely in
this sense that we say the wave is strongly focused. It seems to the authors that this result
is new even for linear wave equations.

1.2. Main results

We study the following system of nonlinear wave equations:

O = Q(Ve, Vo),

(1.2)
(@, 3= = (99, o),

where Q is a null form. We emphasize that ¢ is a vector valued function, although we will
not need to express ¢ in terms of its components. The initial data set (¢©, ¢1) consists
of two smooth functions. We define the initial energy as

1
Energy ;) (», ¢'V) = - /R (VO +190P) dxy dxy i,
For k > 2, we can also define the higher order energies:
1 _
Energy i, (#©, ') = 3 / (VSO + Vo) dxy dxa dixs.
R

Main Theorem 1. For any given Eg > O, there exists a smooth initial data set
@@, o) for (1.2) such that

Energy;,(¢”, ¢V) > Eo,  Energy 5, (¢, ¢V) > Ey,

and this data set leads to a classical smooth solution with life-span [0, 00).
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Remark (Largeness of the data). Recall that on R3*!L the critical H ¥-exponent (with
respect to scaling) of (1.2) is 3/2. Therefore, Energy ) is a subcritical quantity and
Energy ;) is a supercritical quantity. This means that we cannot make both Energy;,
and Energy ) small by the scaling invariance of the equation. It is in this sense (on the
level of energy) that the data of (1.2) is large.
Moreover, for k > 2, we can show that
Energy(k>(¢(0), o) = 5= *D),

where § is a small positive parameter. We note in passing that the higher order energies
can be extremely large.

In the course of proving the above theorem, we will derive two other results which are of
independent interest. To facilitate their statement, we introduce a bit of notation.

We review some geometric constructions on Minkowski space R3*!. Besides the stan-
dard coordinates (¢, x1, X2, x3), we shall mainly use the null-polar coordinates (u, u, ).

‘We recall their definition. Let
r =,/x12+x§+x§

be the spatial radius function. Two optical functions u and u are defined by
u= %(t—r) and u = %(t—i—r).

The angular argument @ denotes a point on the unit sphere S* ¢ R3.

The past null infinity Z~ of R3*! can be represented by the collection of past-pointing
outgoing null lines. Therefore, Z~ is parameterized by (u, 6) € R x S%. We also use C.
to denote the level surface u = ¢, where ¢ is a constant; similarly, C, denotes a level set
of u. Their intersection C,, N C,, will be a two-sphere denoted by S, .

We illustrate these definitions in the following picture:

CE.[
- i’ e C_
Su:u - - -P"‘ . " o
c, R
Co \
»=0
A Cu
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We remark that, in Sections 3 and 4, which are the technical heart of the paper, the
parameter u will be confined to the interval [ug, — 1], where u is a large negative number.
The parameter u is confined to [0, §], where § is small positive parameter, which will be
determined later. To simplify our presentation, we will ignore the 6 directions in our
pictures. Thus, instead of the left picture above, we will adopt the right picture; as such,
the sphere S, , is represented by a single point in the picture.

We use L and L to denote the following future-pointing null vector fields:

L=8t—|—8r and L:B,—ar.

We shall use ¥ to denote the intrinsic covariant derivative on S, ,. It is the restriction of
the usual covariant derivative of (R3+1, g) to Sy u, where g is the standard flat Lorentzian
metric on R3*+1,

As usual, we use s0(3) to denote the Lie algebra of the rotation group SO(3) which
acts on R3T! in a canonical way. We choose generators Q1, Q, Q23 of s0(3) in the usual
way, namely,

0

Q= xzﬁ —X38—x2,

Q = 163i —xli,
dx1 0Xx3

Q23 = xli —xzi.
0x7 0x1

In what follows, we shall use €2 to denote a generic 2; and use £ to denote a generic op-
erator of the form €2; 2;, and so on. For a given function ¢, we write [Q2¢| for 21'3:1 |2 |
and write |©22¢| for Zlfi,j§3 [2;2j¢|, and so on.

We observe that there are positive constants Cy and C; such that on any S, , we have!
Cilul |¥¢| < |Q¢| < Calu| V9|

For the sake of simplicity, we write this inequality as |Q¢| ~ |u||V¢|. The proof is
straightforward: we first check it on the unit sphere and then use scaling to get the fac-
tor |u|. In general, for a given k € Z>(, we have

15| ~ [ul*|V ¢l (1.3)

The geometric picture all the way to null infinities is usually represented by the Pen-
rose diagram of (R3+1, g):

1 Since lu| < 8, for sufficiently small §, r = u — u is comparable to |u|.
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i N ~I% = future null infinity
1 LY
i A
t=const - e - f\\
RO ~
t=0 i - C a : __‘SE:L.'
1 | g " . . .
v I i, = space-like infinity
1 ’
r =: ] Ch‘ S -
. ,
1 e
! , ,
: e Z~= pastnull infinity
i
!
L.

= past time-like infinity

For many situations in the current work, one has to study a Goursat problem for (1.1),
namely the characteristic problem, instead of the Cauchy problem. Therefore, the null
hypersurfaces are the main geometric objects in what follows.

Our second main theorem is a semiglobal existence result for a Goursat problem for
(1.1) where the data is described on a part of a virtual null hypersurface, i.e., the past null
infinity Z—. More precisely, the initial data of (1.1) will be a radiation field given on the
subset

Iy ={(w,0) € |u =<4},

in the asymptotic sense, where § is a positive small parameter to be determined later.
Explicitly, the data is given by a smooth function

Poo: Ly >R, (u,0) > ¢_o(u,0),

and we require the solution of (1.1) to obey the asymptotic condition

@(u,u, 0) ~ ﬁ‘ﬁfoo(ﬁy ) + o(1/|ul).
We remark that, for linear waves, 1/|u| is the expected decay rate towards past null in-
finity. We also remark that, when we speak about the smallness or largeness of the data,
we always mean the smallness or largeness of the radiation field ¢_, instead of ¢ itself
(which vanishes on Z7).
In this work, we require the initial datum ¢_ o, to have the following form:

P—co(u,0) = {31/2%(2/8, 0)

=
=

u =<0,
O0=<uc=<é,

where Yo : (0,1) x S — R is a fixed compactly supported smooth function. More
generally, we can take ¢_, from an open set of certain Sobolev spaces defined on Z~.
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We do not pursue this point at the moment and we shall revisit it in the last section of the
paper.

The datum given in the above form is called a short pulse, a name coined by Christo-
doulou [2]. In his work, he prescribes the shear (more precisely, the conformal geometry)
of the initial null hypersurface in a similar form. The shear in the situation of [2] is exactly
the initial data for the Einstein vacuum equation.

One may argue that the datum (1.4) is small when § is small, at least pointwise. In
fact, the L norm is irrelevant to equation (1.1) since we may always add a constant to
get a new solution. The size of the datum should be measured at the level of derivatives.
The 9, derivative of the datum can be extremely large if § is small. In what follows, we
shall see that the energy of ¢ will be comparable to 1 and the higher order energy of ¢
will be comparable to some §~¢ with a > 0. Therefore, the datum is no longer small in
energy spaces.

Before the statement of the second main theorem, we recall that the domain of depen-
dence D*(Z;) of Z; is the backward light-cone in R3*! with vertex at (3, 0, 0, 0).

Main Theorem 2. Consider the nonlinear wave equation

O = O(Vg, Vo),

where Q is a null form, and prescribe the following asymptotic characteristic initial da-
tum on the future null infinity 7~ :

lim fulpu,u,0) =¢_oo,0) forall(u,0), (1.5)
Uu—>—00
where ¢_oo € C*°(Zy) is given by

(1. 6) = 0 ifu<0,
ool D =N S12 00 w/8.0) if 0 <u <.

Here yp : (0,1) x S - Risa fixed compactly supported smooth function. If § is
sufficiently small, there exists a unique classical solution ¢ on D Zs)N{r < —1} such
that the radiation field of ¢ is exactly ¢—_oo, i.e. as described in (1.5).

Remark. We clarify the meaning of a solution in the above theorem: we always assume
that the asymptotic behavior of ¢ (as t — —o0) resembles linear waves, i.e.

lol = O(1/1), |Lol = O(1/1), |Lp|+ Vel = 0(1/t3).

In other words, we only search for solutions with the above conditions. The uniqueness
statement is also understood in this class: if ¢ and ¢ are two solutions that have the same
linear asymptotics, i.e.

im [l (o 1. 0) = ¢, 1. 0)) + lul (Lo, 1. 0) — Lo (u, 1. )] = ¢-o0(u, )

(1.6)
for all (u, 6), then ¢ = ¢.
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The theorem can also be depicted as follows (notice that the region D™ ZsHynfr < -1}
is enclosed by the four red lines):

: N, A
i o P ZF= future null infinity
i -/,/
1 T # . . .
t==1 j— 7 i, = space-like infinity
. L4
: 4 A S
! Y. ,/’
: gc N /,{
i Cs e
1 /I .,
: S ¢¥—co=the radiation field
Cd
i -~
¥ =[ 0 1/4- —
i S/
i /~ h . .
i o Z~= past null infinity
! ~
i -
5 T . . . .
okl I” = past time-like infinity

In the course of the proof of Main Theorem 2, we shall see that the energy flux through
Cs is bounded above by §¢ for some @ > 0. Thus, almost all of the energy is confined to
Dt (Zs) N {t < —1} and very little energy is radiated to future null infinity. Intuitively,
the waves travel from past null infinity in the incoming direction all the way up to the
finite time + = —1 with almost no loss of energy.

We now turn to the last main theorem of the paper where the data are prescribed on
a fixed finite null hypersurface C,, instead of past null infinity. Only for this third main
theorem, can we fix a finite ug < —2, say ug = —10.

The initial outgoing null hypersurface is

CM() = {(uai’ 9) | uop S Z S 6}7
and we also require the initial datum ¢, to behave like a pulse:

0 ifug <u <0,

— ] 12
Pl D=0 s ) 0 ss, 4

|uo
Besides the above requirement, we impose the condition that 1 is localized in the angular
argument 6, i.e., there is a fixed angle 6y € S? such that the support of /g is contained in
the geodesic ball Bji2(8p) centered at 6y of radius 812 on S2. Moreover, we can require

that ¥ satisfy the following estimate on S?:

4
D sE DRyl oy S 1
k=1

where ¥ is the covariant derivative for the standard metric on S2. We call such an initial
datum ¢y, (u, 0) a short pulse localized in Bgi/2(0p).
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Main Theorem 3. Consider the nonlinear wave equation

Op = O(Ve, Vo)

with characteristic initial data given by a short pulse datum localized in Bsi2(00). If § is
small enough, there exists a unique classical solution ¢ on DT (Cyy) N{u < —1}.

Moreover, if C{ = {u} x [0, 8) x Bji1,2(80) denotes a small set on the outgoing null
hypersurface C,, the energy is almost localized in Uue[uo’_ 1 C?, which is a tubular
neighborhood of some incoming null geodesic parameterized by u € [ug, —1] with fixed
u and 6 = 6y. More precisely, for all u € [ug, —1), the incoming energy outside the small
neighborhood C is bounded as follows:

/ (Lol® + 1Yo < 52
Cc,—C?

u

And the energy inside C{} is almost conserved,
‘f (Lol + Vo) — / (ILol* +1Vo*)| S 6.
cg co
u MO

The above theorem can also be depicted as follows:

-~ energy confined

to this neighborhood

~localized short pulse datum
c

w

We can also show that there is almost no energy radiating out through the incoming
null hypersurface Cs. Quantitatively, we have

(ILp* +1¥gl?) < 8.
Cs
The above estimates are also true for higher order fluxes, as will be clear later.

In the proof, we shall see that we can prove a stronger version in which we do have
L control on all the first derivatives of . On the final outgoing null hypersurface C_j,
the energy is mostly contributed by L¢ and the other components are small (measured in
terms of a positive power of §); in fact, we can show that L¢ is almost unchanged along
evolution, i.e., |Lo(—1, u, 6)| ~ |Le(ug, u, 6)|. More precisely,

|Lo(—1,u,0) — Lo(ug, u, 0)| < 8'/2.
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Since we take a short pulse datum localized in Bgi/2 (6p), roughly, we have

8712 for 6 e Bsi2(6p),

LoGuo, u, 6) =
¢ o, u, 0) {0 for 8 ¢ Byiy» (60)-

Thus, for the final surface C_1, roughly, we actually have

Lo(—1.1.6) 8712 for @ e Bgi2(6p),
—1,u,0) ~
¢ s1/2 for 6 ¢ Bgi2(6p).

We then integrate those L°° estimates to derive the desired control on energy.

Therefore, we have a concentration phenomenon for a special class of solutions
of (1.1) and we say that the solutions constructed from short pulse data localized in some
small spherical sector are strongly focused. As remarked before, the third theorem appears
to be new even for linear wave equations.

1.3. Comments on the proof

We would now like to address the motivations for and difficulties in various estimates
leading to the theorem, and then give an outline of the proof.

We first explain the idea of relaxation for energy estimates. This is done in Section 4
which provides an a priori estimate with up to four derivatives for (1.1) with short pulse
initial data. It is the key ingredient for the whole paper.

The proof is based on the usual vector field method. We compute the amplitudes of L¢
and V¢ on C,, where the data are given. Roughly speaking, the quantitative estimates
look like

ILglLoc, ~ 872 I¥gliee,) ~ 8" (1.8)

When one derives energy estimates for ¢, a natural choice of the multiplier vector field
would be L, thus, the energy flux would be

f'L“"2+fc Vol (1.9)

If we stick to (1.8) as ideal propagation estimates without any relaxation, we expect

/|L<P|2~1, /C|W¢|2~8.

Therefore, the flux term (1.9) will only yield a bound for L¢ but not for ¥ ¢, because the
bound for ¥¢ is too small compared to that of Lg estimated in this way. In other words,
in the end, we do not expect to close the argument by the standard bootstrap method. Of
course, this is due to the choice of the initial data: short pulse data do not respect the
natural scaling of the wave equation!

To resolve this difficulty, one has to relax the estimates for ¥ ¢, namely, although
the size of the initial data suggests the amplitude ¥¢ behaves like §'/2, we pretend the
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amplitude is worse to match (1.8). Therefore, in the energy estimates, we only expect ¥ ¢
to behave like

I¥ollLoc,y ~ 1. (1.10)

It turns out that, under this weak assumption, we can still close the bootstrap argument
to derive energy estimates. Moreover, once the bootstrap argument is closed, if we can
afford one more derivative, we can retrieve the stronger estimates (1.8) for ¥¢. This will
be proved later.

The second difficulty is the number of derivatives needed for a priori estimates. In-
stead of four derivatives, we may attempt to use three derivatives in Section 4, since this
is still good to control the L*> norm of first derivatives via Sobolev inequalities. This
does not work in an obvious way and the reason is as follows: when one derives estimates
for third derivatives, we can use the information already obtained for the first and second
derivatives, but L (the worst term) still contains a third derivative term. Thus, we cannot
reduce the nonlinear term to a linear one. But the situation is completely different if we
use four derivatives: when we try to control fourth derivatives of the solution, we must
have already obtained estimates for up to three derivatives. Thus, the control of Lg is then
independent of the fourth derivatives. Hence, this reduces the nonlinear term to the linear
case where the Gronwall inequality can be used to absorb all the bad terms.

We also point out that the second difficulty is also related to the relaxation of the
energy estimates. If we use only three derivatives, for some null forms, say Qyj;, it leads
to a nonlinear term of the form ¥3¢ - Ly. As we commented in the last paragraph, we do
not have linear control on the L norm of L¢, and yet because we use relaxed estimates,
the control of ¥¢ is not good enough to compensate for the large amplitude of L¢. This
will lead to a large nonlinear term which cannot be controlled.

We now outline the proof of our Main Theorem 1. The parameter u is a large negative
number which will be eventually sent to —oo. The following picture helps to understand
the structure of the proof:

zl’{
0
‘ - ...'
t=-1 -
1 A2
S o
A u, — —=0, eventually

Ly

e Step 1. We prescribe an initial datum on the null hypersurface C,, where ug < u < 4.
When ug < u < 0, the datum is trivial, therefore the solution in Region 1 in the picture
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is a constant map. When 0 < u < §, the datum will be prescribed in a specific form
(see Section 3 for a detailed account):

o (u, ug, 0) = 82 yro(u/s, 6),

with energy approximately equal to Eo. We then show that we can construct a solution
in Region 2 of the picture.

e Step 2. From the first step, we can actually show that the restrictions of the solution
already constructed to C; are small in energy norms. On

Ch=1{peCuyld<ulp).t(p)<-—1},

we extend the datum (from Step 1) by zero. Therefore, the datum is also small on C;%.
We can now use Cs and C Z) as initial hypersurfaces to solve a small data problem to
construct a solution in Region 3 of the picture.

e Step 3. We patch the solutions in Regions 1-3 to get one single solution in the above
picture and then restrict it to the surface 3,,. We then let 1o go to —oo and use the
Arzela—Ascoli lemma to get a solution all the way up to past null infinity. The restric-
tion to X, then yields a subsequence which converges to a Cauchy datum. Finally, we
can reverse and shift the time to complete the proof of Main Theorem 1.

We remark that Step 1 is the most difficult part since the datum is no longer small
and we have to carefully deal with the cancelations from null forms and the profile of the
data. Steps 2 and 3 are more or less standard.

‘We end the introduction by a heuristic discussion of Step 1 for the spherical symmetric
situation. Although more effort is needed to treat the general case, the spherical symmetric
case is instructive to understand the main structure of the proof. In fact, for the general
case, we have to commute rotational derivatives with the main equation at least three
times to obtain an a priori energy estimate. For the spherical symmetric case, it is much
easier:

We assume that the datum, hence the solution, is spherical symmetric, so Y7<p =0.
We can rewrite the main equation as

1
—LLy+—(Lyp —Lp) =CLg - Lo, (1.11)
r

where C is a given constant. The datum on C, is given by (1.7) (without dependence on
6 in this case), therefore, by direct computation, we obtain

1Ll S8 Pugts L%l S 87 ug ',

and
Lo,y ST 1L,y S 87
We also have an estimate on L¢ on C,, by integrating (1.11) along L and using the fact
that Lo = 0 when u = O:
1Ll oo (c,y) S 8 Pug>.
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We shall derive an a priori energy estimate for a solution ¢. Therefore, we assume the
existence of ¢ for the moment, and we would like to show that the above estimates on L¢
and L¢ propagate to C,, (u < —1) as long as the solution exists up to C,,.

The idea is to launch a bootstrap argument. We assume that for all ug < u < —1,

ILell 2,y S M. L%l SMS™' ILell2e, S Msu™,  (1.12)

where M is a large constant which may depend on ¢. The aim is to show that M depends
only on the initial datum of ¢.

We remark that, according to the Sobolev inequality, the bootstrap assumption (1.12)
has the following immediate consequence:

Sl Lol + 874 ulP 2| Lol < M. (1.13)

‘We now derive energy estimates. We multiply (1.11) by Lg and integrate on Region 2

toget
1
/ |L<p|2=/ |L¢|2+C/f L¢L¢L<p+// Yo Lo, s
Cy Cy D Dr

We remark that the trilinear term on the right hand side comes from the nonlinearity of
(1.11). Thanks to (1.12) and (1.13), we can bound the double integrations in (1.14) by

0

u

u 1
[ Lot iLos e, i + [ Lol Mol d
U

0 uo 1
< 8Y4Hu 712 MB 4 81T M2
Therefore, back to (1.14), we can easily achieve
L@l 2,y S 148" ul =32, (1.15)

The constant 1 is from the initial datum. We remark that the factor 8!/8 on the right hand

side is from L. This reflects the basic structure of the null form, namely, for the nonlinear
terms, there must be at least one L factor.
We then multiply (1.11) by Le and integrate on Region 2 to get

1
/ |L¢I2=C// LwLwLw—// Lo Lg. (1.16)
c, D DI

We then use (1.12) to bound the trilinear term by 83/%|u|~2M?3. The last term in (1.16)
can be bounded by

“é 2 I 1 “ 2 ’
el a5 | Il du

. _ L
< Sl + 89l 4 fo T
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We have used (1.15) in the last inequality. According to Gronwall’s inequality, we obtain

Lol 2,y < 82 1ul ™% + 873 u| 7 M3/, (1.17)

The estimates for L2¢ can be derived in a similar way. We then take § to be sufficiently
small, in view of (1.15) and (1.17), and we can improve the large constant M in (1.12)
to be a universal constant depending only on the initial data. Therefore, we can close the
bootstrap argument and obtain the a priori energy estimates.

2. Preliminaries

2.1. Energy estimates scheme
Let ¢ be a solution of the following nonhomogeneous wave equation on R3*1:
O¢ = . 2.1
We define the energy momentum tensor associated to ¢ to be
Tapl$] = Va§ Vet — 3805V O Vpib.
This tensor is symmetric and it enjoys the divergence identity
V*Tuplep] = @ - Vgo. (2.2)

Given a vector field X, which is usually called a multiplier vector field, the associated
energy currents are defined by

I 0] = Taplplx*,  KX[g] =T [$] 7.,
where the deformation tensor X )n,w is defined by
O = $Lxguw = F(VuXy + Vo X)) (2.3)
Thanks to (2.2), we have
VeISgl = KX [g] + @ - Xo. 24)
In the null frame {e1, ez, e3 = L, e4 = L}, we compute Tog[¢] as
T(L, L)[¢] = [Lo[>, T(L,L)[¢]=¥¢*>, T(L, L)¢]=|Lo|*.

We notice that the above three terms are nonnegative and this manifests the dominant
energy condition for Tyg[¢].

We shall use X = Q (€ s0(3)), L and L as multiplier vector fields; the corresponding
deformation tensors and currents are computed as follows:

2 2
@, =0, Dx="g Wy = _Zg,
r r

(2.5)
1 1
K®=0, kb= ~LoLo, KL= —~LoLg.

where ¢ is the restriction of the Minkowski metric m to the two-sphere S, ,.



A large data regime for nonlinear wave equations 589

%

We use D(u, u) to denote the space-time slab enclosed by the null hypersurfaces C,,,,
Co, Cy and C,,. We integrate (2.4) on D(u, u) to derive

/ T[$1(X, L) + fc T[$1(X, L)

Z/CM

where L and L are the corresponding normals of the null hypersurfaces C,, and C,,.
In applications, the data on Cy is always vanishing, so we have the following funda-
mental energy identity:

T($1(X. L) + f T[$1(X. L) + f / (KX[$] + @ - Xb).
Co D(u,u)

0

/T[¢](X,L)+/ T[¢](X,L)=/ T[¢](X7L)+// (KX[¢]+D-X¢). (2.6)
Cy gg Cuo D(u,u)

2.2. Null forms

A real valued quadratic form Q defined on R3*+! is called a null form if for all null vectors
£ € R3*!, we have Q(&, &) = 0.
We list seven obvious examples of null forms (« # B):

Qo,m) =g&.m,

2.7
Qup &, 1) = Eanp — naép,

where £, € R3*! and «, B € {0,1,2,3}. In fact, we can easily show that the space
of all null forms on R3*! is a real vector space and its dimension is 7. The above seven
quadratic forms form a basis for that space. Thus every null form Q can be written as an
R-linear combination of basic null forms in (2.7).

Given two scalar functions ¢, ¥ and a null form Q(&, n) = 0*f&,n s the expression
Q(V¢, Vi) means Q(Vo, V) = Q%P o, pdp.

For a given rotational Killing vector field 2 € so0(3), we have

QO(V$, V) = Q(VQ$, V) + OV, VQY) + O(Ve, V), (2.8)
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where é is another null form. It suffices to check this on the basic null forms in (2.7). In
fact, for 2 = €2;;, one can check immediately that

QijQo(Vo, V) = Qo(VQijp, V) + Qo(Vo, Vi),
Qij Qup(V§. V) = Qup(Vjb. V) + Qup(V. V1) + O(V. V),

where

~

0 =06i00Qjp —8ja Qip +38isQia — 8ip Qja-

For a vector field X, we denote
(Q 0 X)(V. V) = Q(VX$. V) + O(Vo. VXY).

and [0, X] = X0 — Q o X. We then have

(L. Qol(V9, V) = 2(Q0(V$, V) + LoLY + LoLY),

(L. QoI(V6, V) = ~>(Qo(V9, V¥) + LOLY + LpLY),

(L, Q1. V¥) = 20i(V6, Vi) + 55 ((Lo — L&Y + (L — L)y,
(L. QuI(V8. V) = —2 01V, V) + 55 (Lo — L&Y + (L — L)2us9),
(L. QuI(V$, V) = -0u — 25 (LoLY — LoLY),

(L. Qul(V9. V¥) = — Qi — 25 (LYLY ~ LOLY).
Schematically, we write the above as

(L, Q1(Vo, VY) = r ' [Q(Ve, V) + LoLy + LOLy + LoV
+ Ly Yo + LoV + Ly Vo,

[L, Q1(Vo, V) = r ' [Q(V$, V) + LoLyr + LOLY + LoV yr
+ LYy Yo + LoV + Ly Vo).

(2.9)

Besides the above algebraic properties of null forms, from the analytic point of view,
in a null form Q(V¢, V), a bad component is always coupled to a good component. To
make a precise statement, we remark that in this paper, all the derivatives of ¢ involving
the outgoing direction L (for example Ly and LY ¢) are bad since in the L> norm, their
size is comparable to §~!/2 which is large; other derivatives have size at least as good as
8174 which is small and it is in this sense that they are good components. To see why a
bad component is coupled to a good component, we use the null frame {eq, e2, e3 = L,
e4 = L} to express the null form as follows:
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Q(Ve, Vi) = QP LoLY + QN LOLY + QY LYy + Q™ LopVayr
+ QYupLy + QVah L + Q" V¥ . (2.10)
Once again, to prove (2.10), it suffices to check it for basic null forms in (2.7).

In particular, (2.10) shows that L¢ - L is forbidden, which is a product of two bad
components. We also observe that the coefficients in (2.10) are bounded by a universal
constant. Therefore, in applications, we shall bound the null form pointwise as follows:

1Q(Vo, V)| S ILOI LY | + [Lo| LY | + V| V|
+ (1Ll + LoDV Y| + [Vl (ILy| + | Ly )). (2.11)

2.3. Sobolev and Gronwall’s inequalities

We first recall Sobolev inequalities on Cy, C;, and Sy, ;.
For any real valued function ¢ and ¢ > —1/2, we have

12 1/2 1/2
Pl scs,0 S LD 3, U181 e,y + 1l P IVSI o, )

|M|q||¢||L4(SN) N |u0|q||¢||L4(sﬂ,u0)
+ 11 Lo | iy (117 8 oy + 101 ¥ 8] i)

—1/2 1/2
1911250 S ul™ 210l Lacs, ) + 1l IVl L4 Gs, -

(2.12)

The proof is based on the standard isoperimeric inequality on the unit sphere. We refer
the reader to [2] for a proof.”> We remark that in the first inequality, we assume that ¢ = 0
on Cp. This assumption is always valid when we apply the inequality in this paper. We
also need a variant of the second inequality. In fact, taking ¢ = 0, we derive
1/2 —1,1/2 1/2
160, S 101245, + ILON 2, (10170 e,y + 1901 2, ) 213)

Next, we recall the standard Gronwall inequality. Let ¢ (f) be a nonnegative function
defined on an interval I with ¢y € I. If ¢ satisfies the ordinary differential inequality

d
—b<a- b
dt¢ sa-¢+
with two nonnegative functions a, b € L! (I), then forall t € I,

t
0 SeA(’)(¢(to)+ f e—A<f>b(r)dr),
fo

where A(t) = fz; a(t) dr. The proof is straightforward. And there is another version of
Gronwall’s inequality [8], which will be useful in the proof.

2 Recall that in the current situation, lu| ~r.
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Lemma 2.1. Let f(x,y), g(x, y) be positive functions defined in the rectangle 0 < x
< xo, 0 <y < yo which satisfy

x y
f. ) +gx,n ST +a/ f(X’,y)dxHLb/ gx,ydy
0 0
for some nonnegative constants a, b and J. Then, for all 0 < x < xgand0 <y <y,

fx,y), gx,y) S Je by,

3. Initial data for Regions 1 and 2
Let C 4o be a truncated light-cone defined by

Cup = {p € R*™ | u(p) = uo, uo < u(p) <8},
and C,E%‘s] be a truncated light-cone defined by

closl — {pe R3*! | u(p) = uo, 0 <u(p) <98}

ug
First of all, we require that the data of (1.1) is trivial on Euo — CL[,%”S], i.e.,

p(x)=0 forallx € Cyy — CO.

uo

Therefore, according to the weak Huygens principle, the solution of (1.1) is zero in Re-
gion 1, i.e. in the future domain of dependence of C,, — C,E%a]. That is, ¢(x) = 0 if
u(x) <0and u(x) > ug. In particular, ¢ = 0 on Cy up to infinite order.

Secondly, we prescribe ¢ on CL[,%’B] to be

1/2

@(u, ug, 0) = —ou/s,0), 3.1
ol

where g : (0, 1)xS? — Ris a fixed compactly supported smooth function with L norm
approximately Ey. The factor 1/|ug| is natural because it manifests the correct decay for
free waves.

The data in the above form is called a short pulse datum, a name invented by Christo-
doulou in [2]. In his work, he prescribes the shear (more precisely, the conformal geome-
try) of the initial null hypersurface in a form similar to (3.1). The shear in the situation of
[2] is exactly the initial data for the Einstein vacuum equation.

We remark that the above data is not small in the following sense: the derivative
of the data can be extremely large if § is sufficiently small. In fact, this can be easily
observed once we take d/0u derivatives. We also remark that the energy flux of the data

is approximately Eg on C ,E(())"S], which is bounded away from 0.
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For most of the computations, we need commutator formulas and we collect them as
follows:

[Q,¥V]=0, [L,¥]=0, [L,¥]=0,

[0,2]=0, [L,R]=0, |[L,R2]=0, (3.2)

1 2 1 2
O.L1= 5L -L+>4 [O.Ll=—5@L-L)— >4
r r r r

If we commute 2 with (1.1) n times, using (3.2), we have?
OQ'g= ) Q(VQ’p, VQIp). (3.3)
ptqsn

and the Q’s may be different.
We commute L, Q2 with (1.1) n times, using (3.2), to derive

OLQ = Y Q(VLQPe,VQip)+ Y [L, Q1(VQPe, VQiy)
ptq=n ptq=<n (3.4)

1 n n 2 n
— 5 (LQ% — L) + - Q7.
r2 r
We commute L, 2 with (1.1) n times, using (3.2), to derive

OLQ" = )" O(VLQPp, VQIp)+ Y [L, Q1(VQ e, VQig)
ptq=n ptqg=<n

1 n n 2 n
+ (L — L") — ~4"p. (3.5)

We remark that, thanks to (2.9), we have the following pointwise estimate which gains
a factor of u:

1
IIL, Q1(Ve, V)| +I[L, Q1(Ve, V)| S — X

Jue]

(VO IVYI+IVSLY | +IN Y| LI+ NG| LY |+ VY| Ll +ILo| LY |+ILy| L))
(3.6)

We now derive some preliminary estimates for the data on Cy,. In view of (3.1), by
taking derivatives in the L or Y direction, we have

—1/2 172

L@l <87 luol™,  I¥elliec,,) <8 uol ™.

140
In fact, by taking L or ¥ derivatives consecutively, for k € Zx(, we immediately obtain
1LY @l L c,y) Sk 87"/ luol 1,
IV gl oo e,y Sk 8" luol ™72, 3.7)

IL*Y* gl oo c,y) Sk 87 2 uol ™.

3 We shall ignore the numerical constants since they are irrelevant in this context.
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With the use of the original equation (1.1), one can further derive L*° estimates for deriva-
tives of ¢ involving L directions. For this purpose, we first rewrite (1.1) in terms of the
null frame:

—LLp + pp +r ' (Lp — Lg)
=20%LyLy +20% Lo¥ap +20% Lo¥ap + Q"Vag¥pp.  (3.8)
To estimate L¢, we observe that (3.8) can be written as an ODE for Ly as follows:*
L(Ly)=a-Ly+b,

where
a=—(r""+20"Lo+20"V.9),
b=r""Lo+ fp —20"LeV.0 — QY0 Vpe.
According to (3.7), we have
lallzsoc,y) S8 Pluol ™, Ibllzc,y) S 87" luol =2

We also have
LILp| < |[L(Lp)| < la| - |Le| + |b].

Since Ly = 0 when u = 0, by Gronwall’s inequality (see Section 2.3) we have

)
ILp(u)| S e*® /O e Op(rydr < 82 |upl 2.

172 therefore

According to the estimate on a, for all T < u we have |A(7)| <8
ILolLc,y) S 8" luol 2. (3.9)

To estimate LY ¢, we first commute (1.1) with €, that is, take n = 1 in (3.3). In the
null frame, we rewrite the equation as

—LLQg + £AQ¢p +r~ (LQy — LQp) = 201(VQ0p, Vo) + 02(V, V).
We then proceed as above to obtain, by Gronwall’s inequality,
1Ll L (c,y) S 8 luol .
Therefore, according to (1.3),
ILY pll oo (c,) S 8"/ luol . (3.10)
Similarly, we can commute (1.1) with two and three 2’s to obtain

ILY @l S 8" luol ™, 1LY @llreic,y) S 8"/ luol ™. (3.11)

4 Since the exact numerical constants are irrelevant, we shall ignore the constants appearing in
the coefficients.
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Remark (Key: Relaxation of estimates). To obtain existence theorems for (1.1), we have
to derive certain estimates on ¢ (as well as on its derivatives). Those estimates must be
valid on the initial hypersurface and they should propagate along the evolution to later
null hypersurfaces. For this purpose, we shall use a slightly weaker version of estimates
for WX ¢ than those in (3.7), namely,

k+1 —k—=3/2
IV pll oo ey Sk ol ™72,

One expects it should be easier to prove the relaxed estimates propagating along the flow
of (1.1) than the original ones in (3.7). This is precisely the relaxation of the propagation
estimates mentioned in the introduction.

To summarize, on the initial null hypersurface C,,, with short pulse data (3.1), for up to
four derivatives of ¢ (this is the minimal number of derivatives we need for a bootstrap
argument, see next section), we have the relaxed L°° estimates

1LY @l L c,y) S 872 luol ™,

IV gl oo cyy) S luol =275, (3.12)

LY @l L cyy) S 8" luol 7%,

fork =0,1, 2,3, as well as

1Ll oo () S 8> lutol ™,

1LYl S 87 luol =2, (3.13)

IL2Y gl Lo (c,y) S 87 ol .

For wave equations, we expect that the information propagating along evolution
should be more or less contained in the energies of the solutions, i.e. in the L? norms
of derivatives of ¢. This heuristic leads to consider the L? norms of the data on C,.

According to the L estimates in (3.12) and (3.13), we immediately obtain the fol-
lowing L? estimates (observe that the area of C (031 5 comparable to Su%):

ug

LY 0l 2c, ) S luol ™, IV H @l o,y S 812 luol~1727E, (3.14)
fork=0,1,2,3, and

IL2¢ll 2, S 871
1LYl 2,y S8 ol ™" (3.15)
IL2V0ll12(c,,) S 87 ' luol 2.
We remark that those L2 estimates are also relaxed estimates. In the next section, we shall
show that, up to a universal constant, the estimates in (3.14) and (3.15) (the parameter

ug will be replaced by u) will hold on all later outgoing null hypersurfaces C,, where
ug < u < —1 provided that the solution of (1.1) can be constructed up to C,,.
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4. A priori estimates for up to four derivatives

This section is the technical heart of the paper. We assume that there exists a solution of
(1.1) defined on the domain D, ,, which is enclosed by the null hypersurfaces Cy, Cyy, Cy,
and Cy. The goal is to show that estimates (3.14) and (3.15), which are valid on C,,, also
hold on C,,.

We slightly abuse the notation: we use C,, to denote C,EO’E] (i.e.u’ € [0,u])and C u to
denote Q,[l”"’“]. We now define a family of energy norms as follows:

Ei(u,u) = Lol 2c,y + 8721l 21Vl 12c, )

Ei(u,w) = Vol 2,y + 82 lul Lol 12,

Ex(u,w) = [ul|LY¢ll 2,y + 82l 1¥20l 12c,-
Er(u,u) = || |u|772<p||L2(§£) + 571212 || lu| LV ¢ “Lz@i)’
E3(u,u) = [ulP|LY?0l 2, + 82 1ulP 1V 0l 2 ¢,
Es@, ) = [ul*Y0| o, + 87 2l 2 | luPLY 0] 12 e,
Ea(u,w) = ulPILY gl 2c, + 87 ul 10l 2,
Eq(u,w) = [PV 0] o, + 872l 2 [luPLY 0] o e, -

A.1)

We also need another family of norms which involves at least two null derivatives. They
are defined as follows:

Fy(u,u) = 8|IL%¢| 12, -

Fa(u,w) = [ul Il 12c,»

F3(u, 1) = 8ullL* Vol 2,

FyGu,w) = 1l 2l L2V | 12, *2
Fy(u,w) = 8lulPIL*Y 20l 2c,)

Falu,u) = [ul'?|[u?L*V?¢| L2(Cy)"

We shall prove the following propagation estimates:

Main A Priori Estimates. Assume that there exists a solution of (1.1) defined on the
domain Dy ,+ where u* < —1 and 0 < u* < 8. If § is sufficiently small, then for all
initial data of (1.1) and all 14 € Ry which satisfy

Ey(ug, 8) + E2(uo, 8) + E3(ug, 6) + E4(ug, )
+ F>(uo, 8) + F3(ug, 8) + F4(uo, 8) < L, (4.3)
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there is a constant C (14), depending only on 14 (in particular, not on § and uy), such that
forallu <u*andall 0 < u < u*,

4 4
D LEi w) + Ei(u, w)] + Y [Fi(u,w) + Fj(u, w)] < C(Iy). (4.4)
i=1 j=2

The subscript 4 in 14 denotes the number of derivatives used in the energy norms.

4.1. Bootstrap argument

To prove the Main A Priori Estimates we will perform a standard bootstrap argument. We
assume that

4 4
S IE @ )+ E u)]+ Y [Fj u) + Fj' . u)] < M (4.5)
i=1 j=2

for all u’ € [ug, u] and u’ € [0, u], where M is a sufficiently large constant. Since we
have assumed the existence of the solution up to C,, and C,,, we can always choose such
an M which may depend on ¢. At the end of the current section, we will show that we
can actually choose M in such a way that it depends only on the norm of the initial data
but not on the profile ¢. This will yield the Main A Priori Estimates.

4.2. Preliminary estimates

Under the bootstrap assumption (4.5), we first derive L*° estimates for first order deriva-
tives of . As a byproduct, we will also obtain L* estimates for two derivatives of ¢. For
this purpose, we shall repeatedly use the Sobolev inequalities stated in Section 2.3. We re-
mark that the Sobolev inequalities (2.12) and (2.13) have been introduced previously for
the hypersurfaces C,, and C,,. In the rest of the paper, we indeed use Sobolev inequalities

for the truncated hypersurfaces C L[,O’ﬂ] and C g 0] For simplicity, when we apply Sobolev
inequalities, we shall use C,, and C,, as shorthand for C,EO’E] and g&’o’“].
We start with L. According to Sobolev inequalities, we have

1/2 2 n1/2 1/2 1/2 1/2
ul 1Ll s, S IL201 S, ILl ) + a2 ILY @l )

S @M 4 ul 2 (u) D).

Hence,
1Ll s, ) S 87 P lul =M. (4.6)
Similarly,
1/2 1/2 2 .1/2
Wl ALY @l s, ) S WLVl o LY@l D |+ lul 2L 0l 5 )

S Gl M2 (ul T D2 4 Jul P ()00,
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Thus,
1LY @l acs,,) S 872 ul™>M. 4.7

Combining (4.6) and (4.7), we obtain

Lol S lul~ 2Ll pas, )+ lul PILY @llpacs, ) S 872 lul™ M. (4.8)
We now treat ¥¢. According to Sobolev inequalities, we have

1/2 1/2 1/2
l 1Vl s, S LY@ ot V0l o+ lul 219015 )
Thus,
Vel Las, ) S 8 Hul =M. (4.9)

Similarly,
120l s, S 8"/ Hul =M. (4.10)

Combining (4.9) and (4.10), we obtain

IYells S lul™ 21Vl s, + 1l IV 0l s, 0 S 8 Hul ™7 4M. @.11)

It remains to estimate Lg. According to (2.13), we have

2 172 _ 1/2 172
1L0l 305,00 S MLl Lacs, 0 + 1701 55, (17 Lol i, + 1LV 01 o, )-

Since the first two terms appear in the bootstrap assumptions (or on the initial hypersur-
face C,,), we can control them exactly as before. For the last term, we can restrict the
inequality to the part of C,, where the affine parameter u’ of L is in [u¢, u]. Thus, we have

” |u/|_lL‘§0(u/a ﬁv 9) ”Lz(gg) S |M|_1 ”LQDHLZ(QK)
The right hand side is again a term in (4.5). This allows us to derive
Lol Lacs,.) S 84" M. (4.12)

Similarly,
1LYl s, ) < 8"/ 4 ul 7> M. (4.13)

We combine (4.12) and (4.13) to derive
ILollroe S 8 4Hul73 /7M. (4.14)

In the same way, we can derive L* and L> estimates for two derivatives. We summarize
all the estimates in the following proposition.
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Proposition 4.1. Under the bootstrap assumption (4.5), we have
8'21ul | Lol oo + 8~/ Hul 1Y@l oo + 87 /*ul?|| Lo o
+ 8 2P LY @l oo + 874 ul " VPl oo + 8V HuP LY @l e S M,
8P PILY @l pas, ) + 8/l VIV 0l pacs, o + 8T HUPILY @l s, )
+ 8 2P PILY @l s, ) + 87/l V0l ags, ) + 87U PILY @l Lags,
+ 821l 2Ll pas, o + 87 HulP Y ol acs, ) + 87l Lol pas, ) S M-

We observe that the L™ estimate of Lg (of order §'/4|u|~3/?) is certainly worse than the
initial estimate of Ly on C,, (which is of order 8172|ug|=2). To rectify this loss, we derive
an L? estimate of Ly on C,, (instead of C « appearing in the definition of Ey(u, u)).

Lemma 4.2. Under the bootstrap assumption (4.5), if 8'/>M is sufficiently small, then
ILoll 2,y S Slul™ M.

Proof. We multiply the main equation (3.8) by L¢ and integrate on C,. In view of the
fact that Lo = 0 on Sp_, as well as (2.11), this leads to

[ 1ol < [ o7 Ll Ll + 1861 Lol + Vol 1LoP)
e c (4.15)
+ /C£(|L¢| ILol* + L] Vgl |Lg| + Vol |Le)).

where the integral fc;i means foE [s, du'. Let fw)? = fcl%(gp)z. We now estimate the

terms on the right hand side of (4.15) one by one. For the first two terms we have

/ir”w Lol < lul ™" f )M, /&mm Lol <82l f @M.

u

For the next two terms, we have

/ Vol ILel* < 84 ul™"* f(w)*M, / ILo| |Lol* S8 2 |ul™ fw)?M.
u C,;i

u

For the last two terms, we have

/£|L¢| Yol Lol < 84 ul 7 fam, / Yol |Lel < 8 u ™ fam.

u u

Back to (4.15), we have
%f(z)z SME 2™ @+ ) W),
We then integrate on Eu to derive
P S 8w+

Since 8'/2M is sufficiently small, this completes the proof. O
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4.3. Energy estimates for Ex(u, u) and Ex(u,u) when k <3

We commute Q' with (1.1) using (3.3). We apply the scheme of Section 2.1 for this
equation where we take ¢ = Q'¢,i =0, 1,2, and X = L. In view of (2.6), we have

f |Lsz"¢|2+f |Vssz|2=/ |Ls2"<p|2+/DQ<vssz,w>Lsz’¢
Cy u

Cug

// > 0vare. Vquo)LQi(p-f-// lgszigo-miga. (4.16)
DFr

pHq=i, p.q#i
We rewrite the above equations as
/ ILQ o +/ IVQig)? = / ILQ > + R+ S+T,
u gl CMO
where R, S and T are defined in the obvious way. Before deriving the estimates, we
remark that for any function ¢, we actually have

I Dl Lr (s, ~ U|’4|i|Vi¢|Hm<sg.u>’

which can be easily derived from (1.3).
Let us first consider R, i.e. the second integral terms on the right hand side of all
equations in (4.16). In view of (2.11), R splits into

R =/ Lol L2 o], R4=/ Lol V| L o],
D D
Rz:fDWwHLsz"wF, Rs =/D|W¢||Lsz"<p||Ls2'¢|,

R3=fD|Lgo||LQ’¢||LQ’¢|, Rs=/D(|L90I+IY790I)IVQi<pI|L9i<p|,

where i = 0, 1, 2. Now we bound those terms one by one.
First, we have

u
Rlsf ||L¢I|L°O</ |L9'<p|2>du’5/ AW MM du’ < 8Vl TV M,
ug Cy ug

For R,, we bound Y¢ in L™ and then proceed exactly as above. This bound is better than
R;’s and we shall use a worse one,

Further, we have

. 172 ' 172
R35<f/ |L¢|2|Lsz’<o|2) (f/ ILQ’¢|2>
1/2 12
=(/ 1@< ILR I} du ) (/ [l LY o[> c, _)

< 812" M3,
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For R4, since i < 2, we can use the L* estimates of Proposition 4.1. This is an easy but
important observation since we are dealing with terms with fewer (less than 4) derivatives.
And for the highest order derivative terms, we cannot use this approach. We then have
(note that we bound ¥ Q!¢ in L* instead of L? to gain §'/%)

u
Ry < / Lol 2 ) IV @l Lo ILR @l e, du’ < 814 ul =>4 M>.
uo

Rs5 and Rg can be bounded exactly in the same way as Ry, thus,

We now turn to S, i.e. the third integral terms on the right hand side of all equations
(4.16). A general form for the integral can be written schematically as

S:// IVQPo||VQIp| |ILQ ¢].
D

Notice that at least one V in this formula is not L. Thus, we can estimate this term exactly
in the same way as for R4. This leads to

S < V4~ 03,

Finally, the last integral terms on the right hand side of all equations (4.16) is
1 . .
T = // —|LQ¢| ILQ .
Dr

uoq ) . w1
T§/ — L ¢l 2c ) ILL @l 12 ,)du/gf —M8u'|" M du' < 8lu| M?.
up |I/l | " " uoy |u |

We bound it by

Putting those estimates in (4.16), in view of the size (3.14) of the initial data as well
as M > 1, we obtain

/ |Lsz"<p|2+/ W )? < 124 84 ul =12 M5,
Cy c,

Hence, ‘ .
ILQ @l 2y + IV @l 2y S Ta+ 8" =AM (4.17)

fori =0,1,2.
Next we switch X to L. In view of (2.6), we have

/|m¢|2+/ IL9i¢|2=/
Cy o C,

I,

|W¢|2+/fp 0(VQig, Vo)LQ

0

- , 1 . .
Y. Q(VQPe VQlg)LQ'y — / / ~LQ'g-LQp  (418)
p+q<i, p.g<i Dr
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fori =0, 1, 2. We rewrite the above equations as

/|WQ’¢|2+/C II:Qigolzz/ ¥ p? +R+S+T,

u C 0

where R, S and T are defined in the obvious way.
We start with R, i.e. the second integral terms on the right hand side of all equations
(4.18). In view of (2.11), R splits into

Rz=/fD(IV¢>I+IprI)ILQiprILinI, R4=/fD|Lw||Wsz"<o||Lszfso|.

We bound those terms one by one. In view of Lemma 4.2, we have
u )
Ri < /0 (Lol + 1Yol )L I} ) du’ < 672 u 2 M.

For R>, R3 and R4, in view of Proposition 4.1, we bound the three factors in the integrands
in L4, L* and L? respectively, hence

Ry+ R3+ Ry < 8 u| 7M.
We remark that for Ry, it is necessary to bound ¥ Q!¢ in L* instead of L. In this way,
one can gain an extra §'/4.

We now turn to S, i.e. the third integral terms on the right hand side of all equations
(4.18). A general form of the integral can be written schematically as

S = // VR0 [VRIg| LD g,
D

Notice that at least one V in this formula is not L. Thus, we can estimate this term by
bounding the three factors in the integrands in L2, L* and L* respectively. This leads to

S < 85432 M,

For the last integral terms on the right hand side of all equations (4.18),

1 . .
T = // LLeip)Leie),
D r

we shall use a different approach.
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Remark. This is closely related to the so called reductive structure in Christodoulou’s
work [2]. Roughly speaking, at this point, one has to process the estimates in a correct
order and one has to rely on the estimates derived in previous steps. The idea is as follows:
Assume that we would like to bound two quantities f; and f> (they are energy quantities
in [2]) and we have two inequalities: f; < 1+ fll/zfz and fo <1+ le/z. We should
first bound f> using the second one (since the right hand side is sublinear) and then use
this bound on f> to bound f; (since now the right hand side of the first inequality is
reduced to the sublinear case). We cannot start with the first inequality because of strong
nonlinearity. This is not transparent in the current work: we have already carefully chosen
the order of deriving our estimates so that the estimate (for 7") can be closed directly.

We bound T as follows:

/f —|LQ’¢||LQZ¢|</f (| /|2|Lsz'<p|2 |Lsz’¢|2)
Dl

Z/ u ,|2||L§2’§0”iz(cl )du + 8/ ||LQl§0||L2(C ) u'.
ug 0

The first term in the last line has already been controlled in (4.17), so we have

u _ 1
T,S/ " ,|2< G4 8 )T VP MRy du! +8/0 1L @72 ¢, du

- _ 1
= 8lul "' 17 + 8 u 3/2M3+§/ ||LQ’<p||L2(C .
0

In view of the size (3.14) of the initial data, we plug the above estimates into (4.18)
to derive

. . B _ 1 [« :
/ |m’¢|2+/ ILQ @ < 8lul ™" 13 + 87/ ul 3/2M3+§/ ILL 1172 ) du’
u C 0 i

—u

Since ||L&' ¢||L2@ )

inequality removes the integral on the right hand side. This yields

also appears on the left hand side, a standard use of Gronwall’s

IV ¢ll2c,) + 1L ¢l e,y S 82l ™2 L+ 8 M2 (419)

Putting (4.17) and (4.19) together, we derive the energy estimates for one derivative
of ¢ as follows:

Ex(u, ) + Ex(u,u) < Lo+ 88 u| =14 M3/2 (4.20)

fork=1,2,3.
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4.4. Energy estimates for Fy(u,u) and Fy(u,u) whenk =2,3,4

We start with Fi (u, u)’s. By commuting L and € with (1.1) using (3.4), we apply the
scheme of Section 2.1 for this equation where we take ¢ = LQ'p withi = 0, 1,2 and
X = L. We then have

/ |L2sz"<o|2+/ |WLQ’¢|2=/
Cu Q,i Cuo

VLQP g, VQIp)L*Q!
+//D Y O(VLRre, VRIGLAQlg

p+q=<i, p.g<i

]2 i owere. varprialy
D

p+q=<i

IL*Q p* + //D Q(VLQ g, Vo) L*Ql g

1 i i N120 2 i 120 1 i 1200
— . ﬁ(LQ(p—LQ @)L ng—;AQ oL Q(p—;LLQ L Q¢ ). (4.21)
We rewrite the above equations as

f|L2s2"<p|2+/ |5(7Ls2"<p|2=/ IL’Qg>+R+S+T+U,

u L ug

where R, S, T and U are defined in the obvious way.
First of all, we consider R, i.e. the second integral term on the right hand side of
(4.21); in view of (2.11), it splits into

R =//D(|L¢|+|W|>|L2szi<p|2,
Ry = //D(Wcm + L)) |LLQ o] |IL*Q ¢],
Rz=//D(|W|+|Lga|+|Lw|)|WLsz'¢||L2sz"go|.

We will bound the three factors in these integrands in L™, L2 and L? respectively.
For R, we simply bound |Lg| and |¥¢| in L* and obtain

For R, we first need L? estimates on LLQiq). According to (3.8), we have

ILLol 2,y S A0l 2,y + I Lol 2,y + IIF 7 Lol 2,
+LeLollac,) + ILoYol 2,y + LYol 2, + [Vl 2,

For the quadratic terms, we bound one of them in L° and the others in L2, thus we have

ILLol 2,y S lul™'M. (4.22)
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For LLQ ¢’s with i = 1,2, we can proceed in exactly the same way to derive (we also
use Sobolev inequalities)

ILLR ¢l 2,y S lul™' M, ILLR 'l s,y S 87l PM. (4.23)
Therefore, we bound |V¢| and |Lg|in L> and |LLQ¢| and |L?Q!¢| in L?; this yields
Ry <8732~ M3.

For R3, similarly we have
Ry <8732~ M3,

Secondly, we consider S, i.e. the third integral term on the right hand side of (4.21).
It is bounded by the sum of the following terms:

5 = /fpumw VRN IL2Q ) LR g,

5 = ff (V99| + |LQIDILLOP o] LD g,
D

55 = // (¥ Q7| + L] + |LQIg) Y LPg| [L2Qg],
D

where p + ¢ < i and p,q < i. Since the numbers of derivatives in the first factors
are not saturated, we will bound the three factors in these integrands in L* L* and L?
respectively.

First, we have

u pu
5 < f f VRl a5,
0 uo -
+ ||L9q§0||1‘4(5u,?u,))||LZQP‘P||L4(S”@"/) ||L29l‘p”L2(Su/.u/) du’ du’

u ru ‘
< 51/4M/ / (|u/|_3/2||LZQJ(p”L2(Su/ )
0 ug =’
+ |u/|71/2||WL29j(p||L2(S£/‘M/))”LZQi(P”LZ(SE/,u/) du' du/,
where j = g, ¢ + 1 and we have used the following Sobolev inequalities for the last line:

IL2Q7 s, . S ™ IL2Q @l s,y + lul PIVL2Q 0l 25, -

Thus, we have

u
S50 [ (W11 ol Il
ug _ . .
+ 1 | PIL Q7 ol e LR 0l 2 ) du’
< 8_7/4|u|_1/2M3.
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For S, and S3, we similarly obtain
Sy + 83 <8732 w7 MP.

Thirdly, we consider T, i.e. the fourth integral terms on the right hand side of (4.21).
It is bounded by

1 .
T://Dm D (VQPe| ILQIg| + [V QPo| L] + LR | |ILQIp))|L*Q pl.
p+q=<i

The strategy is to control the three factors in the integrands either in L>°, L? and L?
orin L* L* and L? respectively, depending on whether the numbers of derivatives are
saturated or not. We omit the details since the proof is exactly the same as for R and S
terms. We obtain

T <8732~ 'M3.

Finally, we consider U, i.e. the last integral term in (4.21); we simply estimate two
factors in the integrands in L2. This gives

U <8 Nul='M? 45712 u| 732 M2,

Putting all the estimates back into (4.21), in view of the size (3.15) of the data, we
have
/ IL2Q o) +/ VLR o> < 87217 + 874 u| =12 M3

fori =0, 1, 2. This is equivalent to
Fr(u) < Iy + 83 u| =4 Mm32 (4.24)

fork =2, 3, 4.

We now derive estimates for Fy (u, u)’s. Since the proof can almost be repeated word
for word from the proof we have just performed for Fi(u, u)’s, instead of giving all the
details, we only sketch the idea.

By commuting L,  with (1.1) using (3.5), one can apply the scheme of Section 2.1
for this equation by taking ¢ = I;Q’}p, i=0,1,2,and X = L. Thus, (2.6) reads

f |nsz"<o|2+/ |£Q’¢|2=/ |Wgsz"¢|2+/fpQ(vgsz%o,vmzsz"w

gu C 0

+// > QVLQPe, VQIQ)L*Qg
D

p+q<i, p,g<i

+/ Z [L, Q1(VQPg, VQIp)L*Qlyp
D

ptq=<i

1 i i 200 2 i 2010 1 i 2010
+ S (LD — L) L*Q'p — ~pQpL*Q'p — ~LLQ 9pL*Q'p ).  (4.25)
D\’ r r
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We rewrite the above equations as

/IWLQi¢|2+/ |L2S2’¢|2=f IVLQ > + R+ S+ T +U,
Cu Qg u

Cug

where R, S, T and U are defined in the obvious way.
We bound R by the sum of the following terms:

R = //D('L“D' + VoD)IL*Q |,
Rz://D(W+|L¢|)|LLQ’¢||LZQ’¢|,
R3=/fp(|w|+|gw|+|L¢|)|V49i¢||gzﬂi<p|.

We then bound the three factors in the above integrands in L>°, L? and L? respectively.
This will yield directly

Ry <82 2M3, Ry <8 PMP, Ry < sju| M.

Next, S is bounded by the sum of the following terms:
Si = //Dum‘fw + VQI0)|L*QP | IL*Q g,
5= ffpmmqw +ILQTp)ILLR ¢| LR ¢,
S3 =//D<|mq<p|+|mq¢|+|Ls2‘1¢|)msz"¢||ﬁsz'@o|,

where p+¢q <iand p,q <.
Since the numbers of derivatives in the first factors are not saturated, we can bound
the three factors in these integrands in L*, L* and L? respectively. This yields

1 S8 2 MP, Sy + S5 S 8 TP MP,
T is typically bounded by
1 .
//Dm Z (¥ QLp| ILQY | + [V Q2P| |ILQ | + |L2P o] L) |L2Q o).
prq=i

We control the three factors in the integrands either in L, L% and L% orin L4, L* and L2
respectively and obtain
T < 83/4|u|_5/2M3.

For U, we control the two factors in the integrands in L? and obtain

U <82 \u|2M? + 8|u|~5*M?.



608 Jinhua Wang, Pin Yu

Putting all those estimates together, in view of (3.11) and the fact that |u| < 1, we
derive
[ PR 6P < Pl + 8

fori =0, 1, 2. This is equivalent to
Fr(u) < 8lug| ™1y + 8" u| =12 M2 (4.26)
fork =2,3,4.

4.5. Estimates for E4(u, u) and E4(u, u)
First of all, we commute €2 three times with (1.1), that is, taking n = 3 in (3.3), this yields
0% = ) 0(VQ'y, VQy).
p+q=3

For E4(u, u), we use the scheme of Section 2.1 for this equation by taking ¢ = Q3¢
and X = L. In view of (2.6), we have

/ |Lsz3go|2+/ |¥793<p|2=/ |LQ3¢|2+//DLQ3¢>Q(VQ3¢),V¢))

Cu Cug
1
+f[ 120 ¥ ovarevarg s [[ lrete- L. @
b p+q=3.p.q<3 Dr
We rewrite the above equations as
f L) +/ Vgl = f ILQ?¢* + R+ S+T,
Cy Su ugp

where R, S and T are defined in the obvious way.
We claim that the estimates for S and T are easy:

S<sY4umV2M3, T < SjulTiM>.

To be more precise: since the numbers of derivatives for the integrands of S are not sat-
urated (i.e. only one term has four derivatives), we can bound the three factors in the
integrands in L*, L* and L? respectively; for T', we simply bound the integrands in two
L?’s by Holder’s inequality. The actual proof goes in the same way as in the previous
section and we omit the details.

It remains to bound R. This term can be bounded by the sum of

R = /qugw VDLl
Ry = ffDqu FPeDILR gl LD,

Rg=//D<|W|+|L<o|+|Lw|)|Wsz3<p||Lsz3<p|.
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Since we are dealing with top order derivative estimates, we have to estimate the last
two terms in the above integrands in L2 and the first one in L. In such a way, we can
easily derive

Ri <8V 2M3, Ry < 812~ M3.

The estimates for R3 are more difficult and require the knowledge of all the esti-
mates derived so far. Before going into details, we explain how the difficulties appear.
This is intimately related to the relaxation of the propagation estimates. One may expect
IV Q30| 12(c,) behaves like 8172 in view of the initial data. But in reality, because we are
using a relaxed version of propagation estimates, we automatically lose §'/2. Therefore,
if we treat R3 in the same way as for Ry and R;, we will not get any positive power of §
and therefore we cannot close the bootstrap argument.

To get around the difficulties, we recall that in the previous sections those L°° es-
timates (say on L) are directly derived from the bootstrap assumptions via Sobolev
inequalities. The key observation is that if we make use of the estimates derived in the
previous sections instead of the bootstrap assumptions, we can indeed improve the L™
estimates for L. This improvement will be just good enough to enable us to close the
argument.

We first improve the L* estimates for L. According to (4.20) and Sobolev inequal-
ities, we have
1/2

1/2 172

1/2 2 1/2
lul HNLQ N 45, ) S IL7Qel5 o ULQN S )+l ZIV L] S )
51571/2(1;/2_’_81/16|u|71/8M3/4)(141/2+81/16|u|71/8M3/4)
<87V + 813 T A M. (4.28)

This implies better L estimates for L, once again via Sobolev inequalities:

L@l < lul™ 2N Lollpacs, ) + lul ULV @l s

<SSV g 4 8V u T VA M2, (4.29)

u,u)

We now proceed to bound R3 and we only consider the main terms with L¢ (the others
are much easier to control):

Ry 5// (Ll PIY 0P + | 2| L) du’ du’
D

§ u
5/ 57 (g + 8P| MY Q117 ,)dmf |2 ILR 0l du.
0 =u g u

Finally, we put all the estimates together; in view of the size of the initial data on C,,,,
we obtain

u
ILL0l7 20, + IV 0N ) S 13+ 8 Hul 72 M3 +f W I PILR s ., A
Lu uo u
§
b [ 57 e 8 M Y R g
0 = u
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Thus, thanks to Gronwall’s inequality,

ulPILY 0l 2 ¢, + 1019 0] 2,
< (exp lul™" 4+ exp(ls + 8" 1ul = VAM32)2) 1y + 813 |u| =4 M),
Therefore, if § is sufficiently small, we have
uPILY 0l e,y + 1601900 oy S Ta+ 8Pl =AM,

Equivalently,
Eq(u,u) < Iy + 83 u|~V4M32, (4.30)

This is the desired estimate for E4(u, u).
For E4(u, u), we switch X to L. In view of (2.6), we have

fc WP + f LR = / WP + / /D L0 Q(VQ 0, Vo)

S, Cug

+// Ly Z Q(VQP, VQq(p)—// lLQ3(p-LQ3g0. 4.31)
D Dr

P+q=3, p.q<3

We rewrite the above equations as

/IVQ3¢|2+/ |LQ3¢|2:f V23> + R+ S+T,
u Cu Cuo

where R, S and T are defined in the obvious way.

We claim that the estimates for S are easy since the numbers of derivatives for the
integrands of S are not saturated. We bound the three factors in the integrands in L*, L*
and L? respectively and we derive

S < 85/4|u|73/2M3

We can bound R more or less as before. First of all, it is bounded by the sum of
Ry = //D(|L<p| + Vo) LQ o),
Ry = //D(|L<p| + ¥V ghILR 0l L2,

R3=//D<|Wgo|+|go|+|L¢|)|WQ3¢||L93¢|.

Once again, except for the last term in R3, all the other terms are easy to control so we
ignore them and assume

R3=//D|L<p||>?7sz3<p||;sz3w|.
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Now, we repeat the previous argument and making use of the improved L estimates for
L¢, we obtain

Ry s//D<|L<o|2|u’|2|m3¢|2+|u/|*2|>?793<p|2>du’dz’

) u
< /0 5 Uy + 8"l T ML 7o i’ f | IV RN i
= u’ ug u

For T, thanks to (4.30), we have
1 u
—172 4 §5/41,1-3/2243 1 - 3 12 /
T < 8lul~ 12 + 84~ M +5f0 LRI, di
Putting all the estimates together, we have

IR0l ¢, + ILL 0la ) S Slul™ 15 + 874 |ul 20

u
+ / W12 IY Ll du
0

)
+ /0 571+ (a8l VM) LRI o it

Thus, thanks to Gronwall’s inequality, we obtain
Y0l 2,y + ILDL 0l 2,y S 87l 0s 4+ 8B lu| /a2, (4.32)
‘We then combine (4.30) and (4.32) to conclude
Eq(u) + Eq(w) < Iy + 88 |u| 71402, (4.33)

4.6. End of the bootstrap argument
We add the estimates in the previous sections together; since |u| > 1, we derive

4 4
S IE @) + Ei]+ Y [Fjw) + Fjw] < Iy +8'/3m3/2.
i=1 j=2

By the definition of M from the bootstrap assumption (4.5), we obtain

M < I+ 83Mm32,
By choosing § suitably small depending on /4, we conclude that there is a constant C(14),
depending only on Iy, such that

4

4
D LEiw) + Ei@]+ Y [Fjw) + Fjw] < C(1y).

i=1 =

Thus, we have completed the proof of the Main A Priori Estimates.
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4.7. Higher order derivative estimates

For higher order derivative estimates, the argument is completely analogous, in fact much
simpler, because we have already closed the bootstrap argument and we can simply use
an induction argument to derive estimates for each order. Therefore, we shall omit the
details and only sketch the proof. We introduce a family of energy flux norms for higher
order derivatives:

Ex(u,w) = [ul LY ol 20,y 4+ 872l 210 0 2

Eu,w) = lul* = 1Y 0l g,y + 872l 21l LY o oy s

for all k > 1. Similar to the lower order derivatives cases, we also need a family of flux
norms involving at least two null derivatives:

k=27 2wk—2 1/2 k=27 2wk—2
Fieu,w) = 8ul* I LYV 20l pae,ys Frluow) = ul 2l 2LV 20 5 s
forall k > 2.
To achieve higher order derivative estimates, we will perform an induction argument.
The base cases have already been verified: these are indeed the Main A Priori Estimates
obtained earlier, that is,

4 4
D LEi(u, w) + Ei(u, w)] + Y [Fi(u, w) + Fj(u, w)] < C(Ia),
i=1 j=2

where 14 is the size of the data for up to four derivatives. The higher order estimates are
formulated as follows:

Proposition 4.3. If § is sufficiently small which may depend only on k, for all data of
(1.1) and all I,+> € R satisfying

n+2 n+2
> Ei(uo,8) + Y Fj(uo, ) < Insa, (4.34)
i=1 j=2

there exists a constant C (I,,42), depending only on I, (in particular, not on § or uy),
such that

[Ent2(u, w) + Eno(u, W]+ [Fr2(u, ) + Frio(u, w)] < C(Iny2) (4.35)
forallu € [ug, —1] and u € [0, §] in the sense of a priori estimates.
Remark. The subscript in /4> indicates the number of derivatives needed in the energy.

The small parameter 6 may depend on n. In applications, since we only need the bound
on at most ten derivatives of the solutions, we can ignore this dependence.
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Proof of Proposition 4.3. We now sketch the proof. Once again, we make the following
bootstrap assumption:

[Ent2u, u) + Eppo(u, W]+ [Fpp2(u, u) + Fppo(u, w)] < M (4.36)

for all u and u, where M is sufficiently large.

We proceed as before. First of all, we can derive preliminary estimates for higher order
derivatives of ¢, i.e. the L estimates for up to n-th order derivatives and L* estimates for
up to (n+ 1)-th order derivatives. Those estimates come simply from Sobolev inequalities
and are as follows:

S u | LY gl oo + 8744 ol oo 4+ 87V P2 Jul T LY T S M,
81/2|u|1/2+j”LWj(p”L“(SH’M) + 871/4|M|5/4+j||Vj+1§0||L4(S£YM)

+ 87 ulP| lul LY ¢ 4 M,

<
(Sg‘u) ~
forall i, j € {2,...,n}. In fact, based on the induction argument, we know that if i or
Jj is strictly less than n, we can replace the right hand sides of the above estimates by a
constant depending only on I,y instead of M.
Secondly, we can use similar arguments to those in the previous sections to obtain
energy estimates; this leads to the following estimates:

Fuia(u,u) S Ty + 83|~ VAMP2,
Frio(u, 1) < Ipa8Y? + 8181~ V4 M2,
Ensa(u, 1) 4+ Eno(u, u) < Liyo + 83 u|~V4M32.

Thus, we can complete the proof by taking a sufficiently small §. O

5. Existence of solutions

5.1. Existence in Region 2

In this section, based on the a priori estimates of the last section, we first show that (1.1)
with data prescribed on Cy,, where 0 < u < § in the preceding sections can be solved all
the way up to r = —1, i.e. in Region 2. Recall that Region 2 is in the future domain of
dependence of Cgy and C,,, (with 0 < u < §) and the data on Cy is completely trivial.

To start, we use the local existence result [12] of Rendall for semilinear wave equa-
tions for characteristic data. Thus, we know that there exists a solution around S ;,, say,
defined in the region enclosed by Cy, Cy, and t = ug + & with ¢ < 8. Thanks to the a
priori estimates, if at the beginning we assume the bound on data for at least ten deriva-
tives, the L° norms of at least up to eight derivatives of the solution are bounded by the
data on ¢t = ug + ¢. Therefore, we can solve the Cauchy problem with data prescribed
ont = ug + € to construct a solution in the future domain dependence of t = ug + ¢
whose boundary consists of the two null hypersurfaces C,,+, and C.. Now we have two
characteristic problems: for the first one, the data is prescribed on Co and C,; for the
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second one, the data is prescribed on C,, and C.. We can use Rendall’s local existence
result again to solve them around Sp -+, and S ,,. In this way, we can actually push the
solution to t = ug + ¢ + ¢’ with another small ¢’.

We then repeat the above process in the obvious way to push the solution all the way
to t = ug + 6. Similarly, we can then push it from t = ug + § tot = —1. Thus, we
construct a solution in the entire Region 2. We remark that this process depends crucially
on the a priori estimates since the L norms of the derivatives of ¢ are guaranteed to be
bounded.

Thus, for a finite u(, a solution in Region 2 has been constructed.

If we restrict the above solution to Cs, i.e. the future incoming null boundary of Re-
gion 2, it gives partially the initial data for (1.1) in Region 3. We now give a detailed
description of the data on Cs.

Proposition 5.1. Assume we have bounds on E;(ug, §) and F;(ug, §) fori < n + 2 for
some fixed n > 10 (say n = 10). Then, forall p > 1 and q with p +q <n — 1,

IV Qpllc, S8 ul™>?  forallu € 0,3],
ILPQllLec,) < 82l forall u €10, 8],
ILP gl cy) < 821l ™,
where C,, should be understood as C, N {u' : ug < u’ <u}yandug <u < —1.
Remark. L?Q9¢ is small only on the final hypersurface Cj.

Proof of Proposition 5.1. First of all, by losing one derivative we can achieve a better
LZ(SE,,,) estimate for ¥ Q2X¢ than those in the relaxed propagation estimates. For k < n,
let

hu,u) £ |V 0]l 125

u.u)’

thus,

Lh(u, )? = /

2
[ roveter -2 [ weter <aLveteliag,, b w.

Su,u

where the factor —1/r in the second integral is the mean curvature of the incoming hy-
persurface Cs. Therefore, we have

a
S ) < LY gl s, -

We now integrate to derive

B, 1) < hu, o) +/ L

uo 'l

1LY 2 s,

u 1/2
< h(w, uo) + (/ I du’) 1L ol 2c,y S 8P 1ul >
uoy -

For the last line, we have used the bound on the data on C,, instead of the relaxed propa-
gation estimates. It is precisely at this point that one gains a §1/2.
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As a consequence, we also get improved L?(C,) and Lz(gi) estimates for ¥ Q¥ ¢:

s 1/2
IVl 2, = ( /0 ||Y7$z"<o||iz(su_u)dz) < 8lul =2,
G.D

u 1/2
¥R 2,y = ( / ¥R 72, du/) <82l
0 u
According to Sobolev inequalities, we then obtain
IV Q7 gllLec,) S 8" ul2.

This proves the first inequality of the proposition.

For the second inequality, we simply integrate L(LP+!1Q4¢). To illustrate the idea, we
only consider the case where ¢ = 0. The other cases can be treated in exactly the same
way. We commute L with (1.1) p times to derive

LILPT | < |ILLP | S (1/r + Lol + Vo) ILP g
+ (1/r + |Lo| + |VoDILLP | + VL ¢| V| +Llot., (5.2)

where the lower order terms (l.o.t.) can be determined inductively. For example, when
p=0,
lLo.t. = |Ael;

when p =1,
1
Lot. S 1Q(VLe, Vo)| + ;IQ(V% Vo)|

+ (Lol + LoD + 1ALl + - |Agl;
and when p = 2,
Lot. S |Q(VL*p, V)| + |Q(VLg, VLe)| + %IQ(VI_AP, Vo)l + %IQ(V% Vo)
+ %(ILLQOI + L) + r%(lprl + LoD + | AL o] + %I%Lfﬂl + r%l%wl-
For p = 0, we have the following estimates:

ILo-tllzec, < 82 ul™,
I(1/7 + 1Ll + VD Lo, < 872 lul ™,
Vol? < 8% ul 2.
We integrate along L and use Gronwall’s inequality to get the correct estimate for Le:

Lol < 8" |u ™2
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Substituting this result into (5.2) leads to
|LLp| <87 2|2,
In general, we proceed inductively. Assume
ILPol S8 lul™P~", |LL el S 87 PPl
Then for p + 1 we have
Lotllzeic,) S 8712 ul =72,
I(1/7 + 1Ll + VoD LLP ¢l ec,) S 872 ul ™"
[VLZ01 V0l e e,y S 8" 21l
We then integrate along L and use Gronwall’s inequality to conclude. This proves the
second inequality.
The third inequality is a little surprising, since one expects that the L derivative causes
a loss of 71/2, which can be seen directly from the special choice of the profile of the

initial data. The idea is that the loss in § should only result from the initial data but not
from the energy estimates. Recall that the data is given by

1/2

)
(U, up, 0) = —ou/s,6),
173

where the u-support of Y is inside (0, 1). Therefore, on Cy,, near Sy ,,, the data is com-
pletely trivial. In particular, (L' 2/ ¢)(ug, 8,0) = 0. We then integrate (1.1) to get esti-
mates on Cs.

To illustrate the above idea, we now prove

ILgllLoo(cyy S 82 ul™".
We rewrite (1.1) as
ILLo +r~'Lo| < |Lo||Lg| + |¥¢||Lg| + Lo.t.

This can be viewed as an ODE for Ly on C;s with trivial data on Ss ,,. We observe that
Yip and L are all of size 8'/2|u|~3/2 and the L.o.t. is of size §'/%|u|~>/?. Therefore,

ILLo +r 'Ll S 8"2u| 2| Lo| + 8" 2ul 7.
In order to use Gronwall’s inequality, we first multiply both sides by r, yields
ILOrLo)| S 82 1ul 2 (r|Lg]) + 82|72,
We then use Gronwall’s inequality to obtain
Ll S 82 ul™"  ILLpli~cy S 8" ul ™
In the same way, by induction, we deduce
ILPgllLecy S 82l ILLP@lle(cy) S 8712 ul ™2

When g > 1, we can proceed in the same manner. This completes the proof. O
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5.2. Existence in Region 3

To show the existence of a solution for (1.1), we have to solve a small data problem with
data prescribed on Cs and C;:). The data on Cs is induced from the solution in Region 2,
and the smallness of § leads to the smallness of the data; the data on C ;; is simply an
extension by zero of the short pulse datum prescribed on C,,, since Lg and all higher
order derivatives of ¢ on Ss ,, are small (we have seen this in the proof of Proposition
5.1); the data on C,j;) is also small.

We now prove a theorem similar to the classical small data results [6] and [7] of
Klainerman. The approach we are going to use is inspired by the harmonic gauge based
proof of nonlinear stability of Minkowski space-time from [10] and [11] by Lindblad and
Rodnianski. Since all the arguments are more or less well-known and scattered in the
literature, we only sketch the key estimates.

The following picture will be helpful to see the structure of the proof:

z 1

[

[0

t=uy+3&
Let I" denote one of the following vector fields:

T € {d/01,0/0xi, uj» Qi S |i = 1,2, 3},

where
/ I lax]' / 8x,' ’
Qoi = Qip = taixi +xl’%,
S=l‘i—|—ri =ul +ulL.
at ar = -

For ¢, we define the k-th weighted energy on X, as follows:

3 172
E;i“”w)(t):(zfz(|azr°‘go|2+Z|a,-F“<p|2)) ,
t i=1

|| <k

where ¥; = {t = 7} N Region 2.
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_ We also use d¢ to denote all possible derivatives, i.e. d¢ € (Yo, Lo, Lo}; we write
0¢ for good derivatives, i.e. d¢ € {V¢, Lo}.
Therefore, the classical Klainerman—Sobolev inequalities imply

100l Loz S

(w)
(1 + Jul)(1 + [u)?/2 Es7@).

When we commute I"’s with (1.1) k times (k = 8 suffices), we have
arte = F (5.3)
where
Fe= Y 0Ty VI7g),
IBl+lyI<k
where the Q’s are null forms and we have ignored the irrelevant numerical constants.

Once the following a priori estimates have been established, the rest of the proof will
be routine. So we only give the details for the estimates.

Proposition 5.2. For all k < 8, assume that the standard energy fluxes on Cs for (5.3)
are all bounded above by € where ¢ is a small positive constant. Moreover, assume that
such a solution of (1.1) exists in D; where ug+38 <t < —1 and D, is the region below %;.
If ¢ is sufficiently small, there is a universal constant Cq such that
8
sup  E”(9)(1) < Coe.
k=0 te€lug+9,t]

Proof. First, using the Killing vector field d/d¢ in D,, we have the standard energy esti-

mate 3
t
/(|atr"<p|2+Z|a,~r’<¢|2)ssz+2/ /|Fk||azrk¢|- (54)
Et i=1 M()+§ 21

Secondly, let Cy, ; be the part of C,, in D;. We can then apply the standard energy estimate
in the region bounded by C, ;, Cs, Z; and C,j to obtain

f 10Tk p|? <2 +2 /|Fk||atrkgo|.
gur MO"I‘S Zr

We multiply the above inequality by 1/(1 + |u|)'** with ¥ > 0 and integrate over u €
[6,1 — up] to get

Elie |aT% g2 !
// e = S |Fil 18, .
p, (1 + |u)) ) wots Jx,

Combining this with (5.4), we obtain the following estimates which will serve as the main
tool for the rest of the proof:

> [orer+ X [ L T S i AT
% ~ k1oL =@l
(I+ |u|)1+K la|<8, k<8 uo+8 J X

loe|<8 o] <8
(5.5
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For a bootstrap argument, we now make the following assumption:

8
sup  EM(9)(1) < Me,
k=0 telug+6,t]

where M is a large constant.
Since Fj’s are linear combinations of null forms, the nonlinear terms on the right hand
side of (5.5) can be bounded by N| + N> where

t
Ni = Z / f |3F'B(p| |a[‘)’¢| |atra(,0|,
IBl+ly|<8, k<8, |y|<4 Y uo+d J Z¢

t
N2 = Z / / |3Fﬂ(p||ary(p||at1—wa(p|.
1Bl+ly|<8, k<8, |8|<4 Y uo+d J X¢

_ The control of Nj is slightly easier; we use Klainerman—Sobolev inequalities for
|0T"Y @|. Most importantly, recall that the Klainerman—Sobolev inequalities improve the
estimate by a factor of 1/|u|'/? for good derivatives. This yields

' Ms
M s Z / 32 (/ 19T Py Iarf‘“gal) dt
1B1+1y1<8, k<8, |y|<4 Y uo+d |u |3/ =,

' Me
S Z / 3/2(M€) dr < M3e3.
I+l <8, k<8, |y|<4 Juo+s [l

To control N,, we would like to use the second term in (5.5). To this end, we first use
the Cauchy—Schwarz inequality:

/ / |92
\ﬂ\+|y|<8 %<8, |p|<4 uo+s J T (1 + u)tH+

e oy /(1+|u|)1+K|aFf‘w| 8,0 .
|BI+y <8, k<8, |p|<4 JH0+?

Ny S

QI~

We can choose a large C so that the first term can be absorbed by the left hand side
of (5.5); for the second term, we can use Klainerman—Sobolev inequalities to control
|aT' P |2 and the energy norms to control the rest; this yields

We put all these estimates back into (5.5) to obtain
Z [aT%@|? §£2+M383 + M4t
laf<8 ¥ %1
We can then take a sufficiently small ¢ to close the argument. O

The parameter ¢ is proportional to §'/2. If § is sufficiently small, we have thus constructed
a solution in Region 3.
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5.3. Existence from past null infinity

We will let g go to —oo so that the null hypersurface C,,, will approximate the past null
infinity.

We choose a decreasing sequence {ug;} in such a way that up; — —oo and we solve
the Goursat problem for (1.1) with initial data on Cy, ;. We emphasize that the choice of
the seed datum g is the same for all ug ;’s. For each uq;, we obtain a unique smooth
solution ¢; defined in the region

Di={p eR™* | 1(p) = ~1, u(p) = uo,i}.
Moreover, by Sobolev inequalities, for all k& < 8, there exists a constant Cp independent
of i such that
l@illcxp,y < Co.

Thanks to the lemma of Arzela—Ascoli, we can extract a subsequence, still denoted
by {¢;}, that converges uniformly on any compact subset of {(7, x) € R | r < —1).
We denote the limit by ¢ and this is a classical solution of (1.1) all the way down to past
null infinity.

To prove Main Theorem 2 (which implies Main Theorem 1 in a straightforward way),

it remains to show the uniqueness from past null infinity. Suppose ¢ and ¢ were two
classical solutions for (1.1) with the same scattering data (1.5). Then

Otp = ¢) = Q(Ve. Vp) — O(V4. V$) £ F (V9. Vo). 56)
with
im0 = @)luzug = 0.

Fort < —1, let

3
E@ = [ (100 =0+ Y It - o)),
1=t i=1

In view of Remark 1.2, we have

lim E(r) =0,
——00

i.e. E(t) = o(1). According to the standard energy estimate, we have

t

E(t) < EQ) + /

2t

(L [F(Ve, V¢)I|81(<ﬂ—¢)|> dr. (5.7

We observq thaE at lealst one factor in the quadratic form F(Vg, V@) is a good term, i.e.
it is either d¢, d¢ or d(¢p — ¢). Its L°° norm is bounded by O(|t|73/?). Therefore, (5.7)
becomes

t
E() <EQt)+Co | |z|?E(t)dr < EQt) + Colt|™"? sup E(r)
2t T€[2t,t]

< EQ0) + C3lr|71/2, (5.8)
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where Cj is the size of E (), which is actually small. We can iterate this estimate to derive
(notice that the o(1) below is independent of k)

k—1
E0) < EQ -0+ (3 272) i1 vk ez
j=0
We then let k — oo and we improve the decay E(t) = o(1) to
C2
0 -1/2
E() < bl 12 (5.9)

We substitute (5.9) into (5.8) to iterate again, which gives

E(t) < EQt) + S 77!
= 2(1 —2- '

¢! 1/2)
We repeat the above dyadic iteration and further improve the decay of E(¢) to
G
E(1) < m“ .
Repeating the whole procedure we obtain, for all k € Z- ¢,

C8+k
(1 =27 1o 11+ j/2]

E(t) < |71k,

Letting k — oo implies E(t) = 0, which proves the uniqueness.

5.4. Proof of Main Theorem 3

Main Theorem 3 is an easy consequence of the estimates derived previously. We first
recall that u is a fixed number. From the proof of Proposition 5.1, we know that, for all
0 e S?, u € [0, 48] and u € [ug, —1], we have

|L(u, u, 0) — Lo(uo, u, 0)| S 8'7,

\Vo(u, u,0) — ¥ouo, u, 0) < 8'2,

Lo, u, ) — Lg(uo, u. 0)] < 82,

Since we take short pulse data localized in Bgi,2(6p), we simply integrate the above in-
equalities and use the pointwise information on the initial data on Cy, to get

/ (Lol + VoP) < 82,
u_C,(;

VCO(MF +1¥gl?) - /C (Lgl® + Vo) < 5.

ug
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Moreover, on C;, we have seen that almost no energy has radiated from it. In terms of es-
timates, this means E1(u, §) < 8!/2. This demonstrates the strong focusing phenomenon
and completes the proof of Main Theorem 3.
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