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Abstract. We demonstrate null structure in the Yang–Mills equations in Lorenz gauge. Such struc-
ture was found in Coulomb gauge by Klainerman and Machedon, who used it to prove global well-
posedness for finite-energy data in the temporal gauge by passing to local Coulomb gauges via
Uhlenbeck’s Lemma. Compared with the Coulomb gauge, the Lorenz gauge has the advantage—
shared with the temporal gauge—that it can be imposed globally in space even for large solu-
tions. Using the null structure and bilinear space-time estimates, we also prove local-in-time well-
posedness of the Yang–Mills equations in Lorenz gauge for data with finite energy, with a time of
existence depending on the initial energy and on theH s×H s−1-norm of the initial gauge potential,
for some choice of s < 1 sufficiently close to 1.
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1. Introduction

From the requirement of invariance of the Dirac equation under certain transformations
of the spinor field, one arrives at a corresponding transformation rule for the gauge field,
representing the external forces. If the transformation group is the abelian group U(1), the
gauge field satisfies the familiar Maxwell equations of electrodynamics. In 1954, Yang
and Mills [40] succeeded in finding a generalisation of the Maxwell equations for non-
abelian transformation groups. The Yang–Mills equations play a central role in particle
physics, since in their quantized form they provide a unified description of interactions
among elementary particles.

In this paper we are interested in the Cauchy problem for the classical Yang–Mills
equations on the Minkowski space-time R1+3 with metric diag(−1, 1, 1, 1).

Consider a gauge field A = (Aα)α=0,1,2,3, where Aα is a function from the space-
time to the Lie algebra g of a compact Lie group G. The corresponding Yang–Mills field
strength F = FA is given by, for α, β ∈ {0, 1, 2, 3},

Fαβ = F
A
αβ = ∂αAβ − ∂βAα + [Aα, Aβ ], (1.1)
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where [ · , · ] is the Lie bracket in g. The Yang–Mills equations are then

∂αFαβ + [A
α, Fαβ ] = 0 (β ∈ {0, 1, 2, 3}). (1.2)

The metric on R1+3 is used to raise and lower tensorial indices, so A0
= −A0 and

Aj = Aj for j ∈ {1, 2, 3}. The coordinates on R1+3 are (x0, x1, x2, x3), where t = x0

is time and x = (x1, x2, x3) is spatial position; ∂α is the partial derivative with respect
to xα , and in particular ∂0 = ∂t is the time derivative; the spatial gradient (∂1, ∂2, ∂3)

will be denoted ∇, and ∂ = (∂t ,∇) is the full space-time gradient. In compliance with
Einstein’s summation convention, α is implicitly summed over {0, 1, 2, 3} in (1.2); in
general, repeated upper/lower Greek (resp. Latin) indices are implicitly summed over
{0, 1, 2, 3} (resp. {1, 2, 3}).

By representation theory, we may assume (see [32, Theorems 2.15 and 3.28]) that G
is a closed Lie subgroup of the group U(n) of unitary n × n matrices for some n ∈ N,
hence (see [32, Theorem 4.6]) g is a subalgebra of the Lie algebra u(n) of skew-hermitian
n× n matrices, and the Lie bracket is the matrix commutator.

As mentioned already, one can think of the Yang–Mills equations as a non-abelian
generalisation of Maxwell’s equations. Indeed, if G is the abelian group U(1) (hence
g = iR), then (1.2) reduces to Maxwell’s equations in vacuum. As in the Maxwell theory,
it is the field strength F that is the interesting quantity, whereas A is merely a potential
representing F . This representation is not unique, in view of the invariance of the Yang–
Mills equations under the gauge transformation

Aα 7→ A′α = S
−1AαS + S

−1∂αS, (1.3)

for a given S : R1+3
→ G. Then F ′ = FA

′

is gauge equivalent to F = FA in the sense
that

F ′ = S−1FS.

If (A, F ) satisfies the Yang–Mills equations, then so does (A′, F ′), as becomes evident if
one reformulates the equations in the gauge covariant form

DαAFαβ = 0,

where DαA = ∂
α
+ [Aα, · ] is the gauge covariant derivative, with the property that X′ =

S−1XS implies DA′X′ = S−1(DAX)S.
A key feature of the Yang–Mills equations is energy conservation,

E(t) =
1
2

∫
R3
|F(t, x)|2 dx = const

for sufficiently smooth solutions decaying at spatial infinity. Here |F |2 =
∑
α,β |Fαβ |

2

with the norm | · | induced by the inner product 〈A,B〉 = tr(AB∗) for A,B ∈ g, where
B∗ is the conjugate transpose.
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1.1. Gauge conditions

Identifying gauge equivalent solutions, one has gauge freedom, that is, the freedom to
choose a representative (A, F ) from a given equivalence class. Thus one may complement
(1.2) by a condition on A, a gauge condition. The classical gauge conditions are

• temporal: A0 = 0,
• Coulomb: ∂ iAi = 0,
• Lorenz: ∂αAα = 0.

Having chosen a gauge condition, one can formulate and try to solve the Cauchy problem
for given data at t = 0 satisfying appropriate compatibility conditions. But which gauge
condition should one choose? Each of the classical gauge conditions has its advantages,
so the ideal situation would be to have all three of them satisfied at once, but as this is not
possible in general (although it is in the abelian case), one has to settle for one at a time,
and the question is then which one.

A useful approach in order to gain some insight is to first assume that we are given
a sufficiently regular solution of the Yang–Mills equations, without assuming any gauge
condition at all, and then try to gauge transform it into one of the classical gauges by
finding theG-valued gauge function S appearing in (1.3). The temporal gauge can always
be imposed since it only requires solving a linear ODE for S. The Coulomb gauge leads to
a non-linear elliptic equation for S at fixed times, solvable locally in space but in general
not globally, so the Coulomb gauge cannot be imposed globally in space even for the
initial data. The Lorenz gauge leads to a non-linear wave equation for S, solvable locally
in time and globally in space.

In particular, these considerations show that if global regularity1 holds for Yang–
Mills in any gauge at all, then it must hold in temporal gauge but fails in Coulomb gauge
(even at the level of the data). In fact, global regularity also fails in Lorenz gauge when
G = SU(2), since then the non-linear wave equation for S is equivalent to the wave maps
equation to the 3-sphere, for which self-similar blow up occurs (see [33], [35, p. 75]).

That global regularity does hold in temporal gauge was proved by Eardley and Mon-
crief [9]. In fact, they proved global well-posedness for data with one degree of regularity
more than the energy regularity. Klainerman and Machedon [15] improved this to global
well-posedness in the energy class.

From the discussion so far, it may seem that one need look no further than the tem-
poral gauge. However, although this gauge is ideal for the statement of the global results
mentioned above, it is not very well suited for proving these results. Indeed, both Eardley
and Moncrief and Klainerman and Machedon passed temporarily to other gauges to prove
their results. In both cases, the authors first prove a local result, and then use energy con-
servation to show that an appropriate norm cannot blow up in finite time, so that the local
result can be continued indefinitely. Eardley and Moncrief passed to the Cronström gauge
(xµAµ = 0) to prove an L∞ bound on the field strength. Klainerman and Machedon
passed to the Coulomb gauge, since in that gauge a crucial null structure appears in the

1 By global regularity we mean here that starting from smooth initial data of any size, the Cauchy
problem has a smooth solution for all time.
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Yang–Mills equations, a structure which is essential in order to obtain closed estimates
for the solutions at the energy regularity.

However, the Coulomb gauge can only be imposed locally in space, via Uhlenbeck’s
Lemma [39], and this leads to considerable technical difficulties since the Yang–Mills
system in Coulomb gauge contains a non-linear elliptic equation in addition to non-linear
wave equations, so that one has to take great care with boundary conditions.

This work grew out of the question whether it would be possible to carry out the
argument of Klainerman and Machedon with the Coulomb gauge replaced by the Lorenz
gauge, the motivation being that the Lorenz gauge in certain respects is more natural than
the Coulomb gauge. For example, the Yang–Mills equations in Lorenz gauge is purely a
system of non-linear wave equations, so one has finite speed of propagation. Moreover,
the Lorenz gauge can be imposed globally in space. In this paper we make a modest start
in this direction by considering the local well-posedness of the Yang–Mills equations in
Lorenz gauge for low-regularity initial data. Our main results are:

• The Yang–Mills equations in Lorenz gauge have a null structure similar to the one
discovered by Klainerman and Machedon in Coulomb gauge.
• The 3 + 1-dimensional Yang–Mills equations in Lorenz gauge are locally well posed

for finite-energy initial data.

We remark that partial null structure is also present in the temporal gauge, as proved by
Tao [37], but the resulting low-regularity theory has so far been limited to small-norm
data. Lorenz-gauge null structures were first discovered in [6] for the Maxwell–Dirac
equations, then for the Maxwell–Klein–Gordon equations [30] (see also [25] and other
gauge field theories (see [2, 31, 11]).

We close this section with a more detailed discussion of our local well-posedness
result. The null structure is discussed in Section 2.

1.2. The Cauchy problem

Consider initial data at t = 0,

Aα(0) = aα, ∂tAα(0) = ȧα.

Thus,
Fαβ(0) = fαβ ,

where {
fij = ∂iaj − ∂jai + [ai, aj ],

f0i = ȧi − ∂ia0 + [a0, ai].
(1.4)

Note that (1.2) with β = 0 imposes the (gauge invariant) constraint

∂ if0i + [a
i, f0i] = 0. (1.5)

Additional constraints are imposed by the chosen gauge condition. Regularity will be
measured in the Sobolev spaces H s

= (I −1)−s/2L2(R3).
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Definition 1.1. A temporal-gauge H s data set consists of (aα, ȧα) ∈ H s
× H s−1 with

a0 = ȧ0 = 0 and such that (1.5) is satisfied: ∂ i ȧi +[ai, ȧi] = 0. We say that the data have
finite energy if fαβ ∈ L2.

Definition 1.2. A Lorenz-gaugeH s data set consists of (aα, ȧα) ∈ H s
×H s−1 satisfying

the Lorenz constraint ȧ0 = ∂
iai and the Yang–Mills constraint (1.5). We say that the data

have finite energy if fαβ ∈ L2.

Remark 1.3. Any temporal-gauge data set (a′i, ȧ
′

i) trivially induces a Lorenz-gauge data
set (aα, ȧα) given by

a0 = 0, ȧ0 = ∂
ia′i, (ai, ȧi) = (a

′

i, ȧ
′

i).

Moreover, a Lorenz-gauge evolution A of (aα, ȧα) is formally gauge equivalent to a
temporal-gauge evolution A′ of (a′i, ȧ

′

i) by the gauge transformation (1.3) with S the
solution of the linear ODE ∂tS = −A0S with initial value S(0) = I .

In both the temporal and Lorenz gauges, the Yang–Mills equations are non-linear wave
equations, so by classical methods the Cauchy problem is solvable locally in time for
sufficiently regular initial data, and finite speed of propagation holds. Using estimates of
Strichartz type one can lower the regularity requirement on the data almost down to the
energy level s = 1, but to actually reach this level one must have null structure and use
bilinear space-time estimates.

Let us first recall some results for Yang–Mills in temporal gauge; then we move on to
the Lorenz gauge.

In temporal gauge, Segal [28] established local well-posedness for s ≥ 3. Eardley and
Moncrief [8] improved this to s ≥ 2 for the more general Yang–Mills–Higgs equations
(Yang–Mills coupled to a scalar field), and moreover they were able to prove a global
result [9] by using conservation of energy. Global well-posedness for finite-energy data
(s = 1) was proved by Klainerman and Machedon [15] and extended to Yang–Mills–
Higgs by Keel [12]. Tao [37] proved local well-posedness for s > 3/4, for data with
small norm. The scaling-critical regularity is s = 1/2.

As mentioned earlier, although the finite-energy result in [15] is formulated in tem-
poral gauge, the Coulomb gauge is used to obtain the main estimates, via a local gauge
change based on Uhlenbeck’s Lemma [39]. In the abelian case, on the other hand, a
global Coulomb gauge can be used without problems, as in the works [14, 5, 21] on the
Maxwell–Klein–Gordon system, which is the special case of Yang–Mills–Higgs corre-
sponding to G = U(1). Local and global regularity properties of the Yang–Mills and
Maxwell–Klein–Gordon equations have also been studied in higher space dimensions,
and in particular in 1 + 4 dimensions, which is the energy-critical case (see [17, 27, 34,
18, 19]). Structure-preserving numerical schemes for Yang–Mills and Maxwell–Klein–
Gordon have been found in [4, 3].

Recently, Oh [22, 23] introduced a new approach based on the Yang–Mills heat gauge,
and in particular recovered the global well-posedness result from [15].
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Let us now turn our attention to the Lorenz gauge. Then the gauge field A and the
field strength F satisfy a system of non-linear wave equations of the form{

�A = 5(A, ∂A)+5(A,F),

�F = 5(A, ∂F )+5(∂A, ∂A)+5(A,A, F )+5(A,A,A,A),

where � = ∂α∂α = −∂2
t +1 is the D’Alembertian and each instance of 5(. . . ) denotes

a multilinear form in the given arguments. The difficult terms here are the bilinear ones.
But as we show in the next section, 5(A, ∂A), 5(A, ∂F ) and 5(∂A, ∂A) are all null
forms in Lorenz gauge. The term 5(A,F), on the other hand, is not. Nevertheless, this
term benefits from the regularising effect of the null structure in the wave equation for F .
This structure implies that F is more regular than ∂A, hence 5(A,F) is more regular
than a generic term 5(A, ∂A).

Therefore, although one could expand F using (1.1) and reduce to a non-linear wave
equation for A only, of the form

�A = 5(A, ∂A)+5(A,A,A), (1.6)

this is not a good idea in Lorenz gauge. In Coulomb gauge, on the other hand, the spatial
part (Ai) of A will satisfy an equation of this form where all the bilinear terms are null
forms, as shown in [15].

We remark that by using a mixed-norm estimate for the homogeneous wave equation
due to Pecher [24] (generalising the estimates of Strichartz [36]), one can prove (essen-
tially as in [26]) that generic equations of the form (1.6) are locally well posed for H s

data for all s > 1, and this is sharp, in view of the counterexamples of Lindblad [20]. If
5(A, ∂A) is a null form, however, one can do better, and in particular s = 1 is allowed,
as proved by Klainerman and Machedon [13, 14].

Using the null structure and bilinear space-time estimates, we prove the following
local well-posedness result for finite-energy data. Observe that every H 1 data set has
finite energy.

Theorem 1.4. Fix 15/16 < s < 1. Given any Lorenz-gauge H 1 data set (a, ȧ) (which
necessarily has finite energy), there exists a time T > 0, depending on

‖a‖H s + ‖ȧ‖H s−1 + ‖f ‖L2 ,

and there exists a solution (A, F = FA) of the Yang–Mills–Lorenz equations on
(−T , T )× R3 with the given initial data. The solution has the regularity

A ∈ C([−T , T ];H s) ∩ C1([−T , T ];H s−1), F ∈ C([−T , T ];L2),

and is unique in a certain subspace containing the solutions. The solution depends con-
tinuously on the data in the H s

× H s−1
× L2-norm. Higher regularity persists, hence

smooth data give a smooth solution. Moreover, the energy is conserved.
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Our focus here was on reaching the energy regularity, but it is clear from the proof of the
theorem that the regularity can be lowered, and in particular the lower bound 15/16 for s
is far from sharp.

As mentioned above, the motivation for this work was the question whether it is pos-
sible to carry out the argument of Klainerman and Machedon with the Coulomb gauge
replaced by the Lorenz gauge. To continue this program, one needs a local version of the
above theorem. This is work in progress.

In the next section we prove the key null identities. In Section 3 we write out the wave
equations for A and F in Lorenz gauge, and use the null identities to show that all the
bilinear terms with derivatives are null forms. The proof of local well-posedness is given
in Sections 4 and 5.

The proof of null structure that we give is adapted to 3+1 dimensions, hence holds
in lower dimensions, but should also generalise to higher dimensions. Thus, the methods
developed here should adapt to give a low-regularity theory for the Yang–Mills equations
in Lorenz gauge also in other space dimensions. Local well-posedness at high regularity
in 1 + 2 dimensions and global well-posedness in 1 + 1 dimensions have been proved
in [10].

2. Lorenz-gauge null form identities

Recall the definition of Klainerman’s null forms,{
Q0(u, v) = ∂αu∂

αv = −∂tu∂tv + ∂
iu∂iv,

Qαβ(u, v) = ∂αu∂βv − ∂βu∂αv.
(2.1)

If u, v are g-valued and the product is the matrix product, we can also define commutator
versions: {

Q0[u, v] = [∂αu, ∂
αv] = Q0(u, v)−Q0(v, u),

Qαβ [u, v] = [∂αu, ∂βv] − [∂βu, ∂αv] = Qαβ(u, v)+Qαβ(v, u).
(2.2)

Note that Q0[·, ·] is antisymmetric and Qαβ [·, ·] is symmetric. Observe also the identity

[∂αu, ∂βu] =
1
2 ([∂αu, ∂βu] − [∂βu, ∂αu]) =

1
2Qαβ [u, u]. (2.3)

We now prove the key identities that enable us to reveal null structures in Lorenz
gauge. They involve certain linear combinations of the above null forms. To simplify the
notation, we make the following definition.

Definition 2.1. For g-valued uα and v, let

Q[u, v] = − 1
2ε
ijkεklmQij [R

lum, v] −Q0i[R
iu0, v],

where εijk is the antisymmetric symbol with ε123 = 1, and

Ri = |∇|
−1∂i = (−1)

−1/2∂i

are the Riesz transforms.
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Lemma 2.2. Assume Aα, φ ∈ S with values in g. Then

[Aα, ∂αφ] = Q[|∇|−1A, φ] − [|∇|−1Ri(∂αAα), ∂iφ].

Proof. Split A into its temporal part A0 and its spatial part A = (A1, A2, A3), and write
the latter as the sum of its curl-free and divergence-free parts Acf and Adf:

A = −(−1)−1
∇(∇ · A)+ (−1)−1

∇ × (∇ × A) =: Acf
+ Adf.

Now write
Aα∂αφ = (−A0∂tφ + Acf

· ∇φ)+ Adf
· ∇φ

Since (Adf)i = εijkεklmRjR
lAm one has, as observed in [14],

Adf
· ∇φ = εijkεklm(RjR

lAm)∂iφ = −
1
2ε
ijkεklmQij (|∇|

−1RlAm, φ).

Next, writing

Acf
= −(−1)−1

∇(∇ · A) = −(−1)−1
∇(∂tA0 + ∂

αAα),

we see that

−A0∂tφ + Acf
· ∇φ = −A0∂tφ − (−1)

−1∂ i(∂tA0 + ∂
αAα)∂iφ

= (−1)−1(∂ i∂iA0)∂tφ − (−1)
−1∂ i(∂tA0)∂iφ − |∇|

−1Ri(∂αAα)∂iφ

= ∂i(|∇|
−1RiA0)∂tφ − ∂t (|∇|

−1RiA0)∂iφ − |∇|
−1Ri(∂αAα)∂iφ

= −Q0i(|∇|
−1RiA0, φ)− |∇|

−1Ri(∂αAα)∂iφ.

Thus,

Aα∂αφ = −
1
2ε
ijkεklmQij (|∇|

−1RlAm, φ)−Q0i(|∇|
−1RiA0, φ)

− |∇|
−1Ri(∂αAα)∂iφ.

Similarly, we find that

(∂αφ)A
α
=

1
2ε
ijkεklmQij (φ, |∇|

−1RlAm)+Q0i(φ, |∇|
−1RiA0)

− (∂iφ)|∇|
−1Ri(∂αAα).

Subtracting the last two identities, we obtain the desired conclusion. ut

We also need the identity

[∂tA
α, ∂αφ] = [∂

αAα, ∂tφ] +Q0i[A
i, φ]. (2.4)

Indeed, we calculate

[∂tA
α, ∂αφ] = [−∂tA0, ∂tφ] + [∂tA

i, ∂iφ] = [∂
αAα − ∂

iAi, ∂tφ] + [∂tA
i, ∂iφ]

= [∂αAα, ∂tφ] − [∂iA
i, ∂tφ] + [∂tA

i, ∂iφ] = [∂
αAα, ∂tφ] +Q0i[A

i, φ].
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3. The equations in Lorenz gauge

3.1. Wave equation for A

In view of (1.1), the Yang–Mills equations (1.2) can be written as

�Aβ − ∂β(∂
αAα)+ [∂

αAα, Aβ ] + [Aα, ∂
αAβ ] + [A

α, Fαβ ] = 0,

where � = ∂α∂α = −∂2
t +1. Imposing the Lorenz gauge condition

∂αAα = 0,

this simplifies to
�Aβ = −[A

α, ∂αAβ ] − [A
α, Fαβ ], (3.1)

and in view of Lemma 2.2, the first term on the right is a null form:

�Aβ = −Q[|∇|
−1A,Aβ ] − [A

α, Fαβ ]. (3.2)

Expanding the last term in (3.1), one could also write

�Aβ = −2[Aα, ∂αAβ ] + [Aα, ∂βAα] − [Aα, [Aα, Aβ ]],

but this is not a good idea. The cubic term causes no problems, but the new bilinear term
[Aα, ∂βAα] is not a null form, as far as we know,2 and in fact it is worse than the term
[Aα, Fαβ ], since F has better regularity than ∂A. The reason is that F itself satisfies a
non-linear wave equation with null structure in the bilinear terms, as will soon transpire.

3.2. Wave equation for F

Regardless of the choice of gauge, F satisfies

�Fβγ + [A
α, ∂αFβγ ] + ∂

α
[Aα, Fβγ ] + [A

α, [Aα, Fβγ ]] + 2[F αβ , Fγα] = 0. (3.3)

We recall the derivation below. The initial conditions are

(F, ∂tF)(0) = (f, ḟ ),

where 
fij = ∂iaj − ∂jai + [ai, aj ],

f0i = ȧi − ∂ia0 + [a0, ai],

ḟij = ∂i ȧj − ∂j ȧi + [ȧi, aj ] + [ai, ȧj ],

ḟ0i = ∂
jfji + [a

α, fαi],

(3.4)

the expression for ḟ0i coming from (1.2) with β = i.

2 This is in contrast to the situation in Coulomb gauge, since there one can apply the projection P
to divergence-free fields on both sides of the wave equation forAj , and use the fact that P[Ai , ∂jAi ]
is a null form (see [14, 15]).
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Expanding the last term in (3.3) yields

�Fβγ = −[∂
αAα, Fβγ ]

− 2[Aα, ∂αFβγ ] + 2[∂γAα, ∂αAβ ] − 2[∂βAα, ∂αAγ ]
+ 2[∂αAβ , ∂αAγ ] + 2[∂βAα, ∂γAα]
− [Aα, [Aα, Fβγ ]] + 2[Fαβ , [Aα, Aγ ]] − 2[Fαγ , [Aα, Aβ ]]
− 2[[Aα, Aβ ], [Aα, Aγ ]].

After imposing the Lorenz gauge condition, the first term on the right-hand side disap-
pears, the second term is a null form by Lemma 2.2, the third and fourth terms are null
forms by either Lemma 2.2 or the identity (2.4), the fifth term is identical to 2Q0[Aβ , Aγ ],
and the sixth term equals Qβγ [A

α, Aα] by the identity (2.3).
The conclusion is that, in Lorenz gauge,

�Fij = −2Q[|∇|−1A,Fij ] + 2Q[|∇|−1∂jA,Ai] − 2Q[|∇|−1∂iA,Aj ]

+ 2Q0[Ai, Aj ] +Qij [A
α, Aα]

− [Aα, [Aα, Fij ]] + 2[Fαi, [Aα, Aj ]] − 2[Fαj , [Aα, Ai]]
− 2[[Aα, Ai], [Aα, Aj ]], (3.5)

and
�F0i = −2Q[|∇|−1A,F0i] + 2Q[|∇|−1∂iA,A0] − 2Q0j [A

j , Ai]

+ 2Q0[A0, Ai] +Q0i[A
α, Aα]

− [Aα, [Aα, F0i]] + 2[Fα0, [A
α, Ai]] − 2[Fαi, [Aα, A0]]

− 2[[Aα, A0], [Aα, Ai]]. (3.6)

This completes the derivation of the null structure.
To end this section, we recall the derivation of (3.3). LetDα be the covariant derivative

Dα = ∂α + [Aα, ·], and note the commutation identity

DαDβX −DβDαX = [Fαβ , X],

which follows from the Jacobi identity

[X, [Y,Z]] + [Z, [X, Y ]] + [Y, [Z,X]] = 0.

In particular, DαDβFγα = DβD
αFγα + [F

α
β , Fγα] and DαDγFαβ = DγD

αFαβ +

[F αγ , Fαβ ]. Therefore, applying Dα to both sides of the Bianchi identity

DαFβγ +DβFγα +DγFαβ = 0

yields

DαDαFβγ +DβD
αFγα + [F

α
β , Fγα] +DγD

αFαβ + [F
α
γ , Fαβ ] = 0.

But by the Yang–Mills equation, DαFγα = 0 and DαFαβ = 0. By antisymmetry,
[F αγ , Fαβ ] = [Fαγ , F

α
β ] = −[F

α
β , Fαγ ] = [F

α
β , Fγα]. Thus,

DαDαFβγ + 2[F αβ , Fγα] = 0.
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Finally, in view of the identity

DαDαX = �X + [A
α, ∂αX] + ∂

α
[Aα, X] + [A

α, [Aα, X]],

one obtains (3.3).

4. Local well-posedness

In this section we begin the proof of the main result, Theorem 1.4.
By iteration, we solve simultaneously the non-linear wave equations for A and F ,

written in terms of null forms as in (3.2), (3.5) and (3.6):{
�Aβ =Mβ(A, ∂tA,F, ∂tF),

�Fβγ = Nβγ (A, ∂tA,F, ∂tF),
(4.1)

where

Mβ(A, ∂tA,F, ∂tF) = −Q[|∇|
−1A,Aβ ] − [A

α, Fαβ ],

Nij (A, ∂tA,F, ∂tF) = −2Q[|∇|−1A,Fij ] + 2Q[|∇|−1∂jA,Ai]

− 2Q[|∇|−1∂iA,Aj ] + 2Q0[Ai, Aj ] +Qij [A
α, Aα]

− [Aα, [Aα, Fij ]] + 2[Fαi, [Aα, Aj ]] − 2[Fαj , [Aα, Ai]]
− 2[[Aα, Ai], [Aα, Aj ]],

N0i(A, ∂tA,F, ∂tF) = −2Q[|∇|−1A,F0i] + 2Q[|∇|−1∂iA,A0]

− 2Q0j [A
j , Ai] + 2Q0[A0, Ai] +Q0i[A

α, Aα]

− [Aα, [Aα, F0i]] + 2[Fα0, [A
α, Ai]] − 2[Fαi, [Aα, A0]]

− 2[[Aα, A0], [Aα, Ai]].

The initial conditions are

(A, ∂tA)(0) = (a, ȧ), (F, ∂tF)(0) = (f, ḟ ). (4.2)

We shall prove the following local well-posedness result.

Theorem 4.1. Let 15/16 < s < 1. Given any initial data (a, ȧ) ∈ H s
× H s−1 and

(f, ḟ ) ∈ L2
×H−1, there exists a T > 0, depending continuously on

‖a‖H s + ‖ȧ‖H s−1 + ‖f ‖L2 +
∥∥ḟ ∥∥

H−1 ,

and there exist {
A ∈ C([−T , T ];H s) ∩ C1([−T , T ];H s−1),

F ∈ C([−T , T ];L2) ∩ C1([−T , T ];H−1),
(4.3)

solving (4.1) on ST = (−T , T )×R3 in the sense of distributions, and satisfying the initial
condition (4.2).
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The solution has the regularity, for some b > 1/2,(
A±

1
i〈∇〉

∂tA

)
∈ X

s,b
± (ST ),

(
F ±

1
i〈∇〉

∂tF

)
∈ X

0,b
± (ST ),

and it is the unique solution with this property. (See Definition 4.3 below for the definition
of the spaces used here.)

The solution depends continuously on the data. Moreover, higher regularity persists,
in the sense that if, for some k ∈ N, we know that

∇
α(a, ȧ) ∈ H s

×H s−1, ∇
α(f, ḟ ) ∈ L2

×H−1,

for all multi-indices α ∈ N3
0 with |α| ≤ k, then ∂α(A, F ) belongs to (4.3) for all α ∈ N1+3

0
with |α| ≤ k. In particular, if the data are smooth and compactly supported, then the
solution is smooth.

Remark 4.2. In this theorem, we do not assume any compatibility conditions on the data,
hence F = FA and the Lorenz gauge condition ∂αAα = 0 will not necessarily hold. They
will hold, however, if we assume the constraints (3.4), (1.5) and ȧ0 = ∂

iai . Indeed, setting

u = ∂αAα, V = F − FA,

we have
u(0) = ∂tu(0) = 0, V (0) = ∂tV (0) = 0,

and (u, V ) satisfies a system of wave equations of the form
�u = 5(A, ∂u)+5(∂A, V )+5(A, ∂V )+5(∂∇A, |∇|−1Ru)

+5(∇A, ∂|∇|−1Ru)+5(A,A, u)+5(A,A, V )+5(A, ∂A, |∇|−1Ru),

�V = 5(∂A, V )+5(A, ∂V )+5(∂F, |∇|−1Ru)+5(∂∇A, |∇|−1Ru)

+5(∇A, ∂|∇|−1Ru)+5(A,A, V )+5(A, ∂A, |∇|−1Ru),

where R = |∇|−1
∇. By regularisation of the data (as in [15, Proposition 1.2]), per-

sistence of higher regularity, and continuous dependence on the data, we may assume
smoothness. Therefore, the unique solution is (u, V ) = (0, 0). Thus (A, F = FA) is a
solution of the actual Yang–Mills equations (1.2), and the Lorenz gauge condition holds.
The regularisation argument shows that our solutions are limits of smooth solutions, and
since conservation of energy holds for the latter, it also holds for our solutions.

Let us now turn to the proof of Theorem 4.1. It is convenient to recast the system in
first-order form, since this will allow us to treat the null forms in a unified way (see
Section 5.2). To avoid certain singularities at low frequency, we first rewrite our system
so that we have the Klein–Gordon operator �− 1 on the left-hand side:{

(�− 1)Aβ = −Aβ +Mβ(A, ∂tA,F, ∂tF),

(�− 1)Fβγ = −Fβγ +Nβγ (A, ∂tA,F, ∂tF).
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Now apply the change of variables (A, ∂tA,F, ∂tF) 7→ (A+, A−, F+, F−) given by

A± =
1
2

(
A±

1
i〈∇〉

∂tA

)
, F± =

1
2

(
F ±

1
i〈∇〉

∂tF

)
.

Equivalently,

(A, ∂tA,F, ∂tF) =
(
A+ + A−, i〈∇〉(A+ − A−), F+ + F−, i〈∇〉(F+ − F−)

)
. (4.4)

Then our system transforms to

(i∂t + 〈∇〉)A+ = −
1

2〈∇〉
M′(A+, A−, F+, F−),

(i∂t − 〈∇〉)A− = +
1

2〈∇〉
M′(A+, A−, F+, F−),

(i∂t + 〈∇〉)F+ = −
1

2〈∇〉
N′(A+, A−, F+, F−),

(i∂t − 〈∇〉)F− = +
1

2〈∇〉
N′(A+, A−, F+, F−),

(4.5)

where

M′(A+, A−, F+, F−) = −(A+ + A−)+M(A, ∂tA,F, ∂tF),

N′(A+, A−, F+, F−) = −(F+ + F−)+N(A, ∂tA,F, ∂tF),

and on the right-hand side it is understood that we use the substitution (4.4) on the argu-
ments of M and N.

The transformed initial data are
A±(0) = a± :=

1
2

(
a ±

1
i〈∇〉

ȧ

)
∈ H s,

F±(0) = f± :=
1
2

(
f ±

1
i〈∇〉

ḟ

)
∈ L2.

(4.6)

We solve the transformed system by iterating in Xs,b-spaces associated to the dis-
persive operators i∂t ± 〈∇〉. Spaces of this type have become an indispensable tool in
the study of non-linear dispersive PDEs since the seminal work of Bourgain [1]. For an
exposition of the theory, see [38, Section 2.6].

Definition 4.3. For (s, b) ∈ R2, defineXs,b± to be the completion of S(R1+3)with respect
to the norm

‖u‖
X
s,b
±

=
∥∥〈ξ〉s 〈−τ ± 〈ξ〉〉bũ(τ, ξ)∥∥

L2
τ,ξ
,

where ũ(τ, ξ) = Ft,xu(τ, ξ) is the space-time Fourier transform of u(t, x). The restric-
tion to a time slab ST = (−T , T )×R3, denotedXs,b± (ST ), is defined as the quotient space
X
s,b
± /M, where M is the closed subspace consisting of u ∈ Xs,b± such that u = 0 on ST .

We recall some facts about Xs,b-spaces (see, e.g., [38, Section 2.6]).

Lemma 4.4. Let s ∈ R, b > 1/2 and T > 0. Then Xs,b± (ST ) ↪→ C([−T , T ];H s).
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Lemma 4.5. Let s ∈ R, 1/2 < b ≤ b′ < 1 and 0 < T < 1. Then for any g ∈ H s and
G ∈ X

s,b′−1
± (ST ), the Cauchy problem

(i∂t ± 〈∇〉)u = G on ST , u(0) = g,

has a unique solution u ∈ Xs,b± (ST ). Moreover,

‖u‖
X
s,b
± (ST )

≤ C(‖g‖H s + T b
′
−b
‖G‖

X
s,b′−1
± (ST )

),

where C depends only on b and b′.

Remark 4.6. For sufficiently regular G (say G ∈ C([−T , T ];H s)), the solution in the
last lemma is u(t) = e±it〈∇〉g − i

∫ t
0 e
±i(t−t ′)〈∇〉G(t ′) dt ′ for −T ≤ t ≤ T .

By using Lemma 4.5 and a standard iteration argument (which we omit), local well-
posedness can be deduced from the following non-linear estimates.

Lemma 4.7. Let 0 < T < 1, b = 1/2 + ε, b′ = 1/2 + 2ε and 1 − ε < s < 1, where
0 < ε ≤ 1/16. Then

‖M′(A+, A−, F+, F−)‖
X
s−1,b′−1
± (ST )

. N(1+N3),

‖N′(A+, A−, F+, F−)‖
X
−1,b′−1
± (ST )

. N(1+N3),

where

N = ‖A+‖Xs,b+ (ST )
+ ‖A−‖Xs,b− (ST )

+ ‖F+‖X0,b
+ (ST )

+ ‖F−‖X0,b
− (ST )

.

Moreover, we have the difference estimates

‖M′(A+, A−, F+, F−)−M′(A′+, A
′
−, F

′
+, F

′
−)‖Xs−1,b′−1

± (ST )
. δ(1+N3),

‖M′(A+, A−, F+, F−)−M′(A′+, A
′
−, F

′
+, F

′
−)‖X−1,b′−1

± (ST )
. δ(1+N3),

where
δ =

∑
±

(‖A± − A
′
±‖X

s,b
± (ST )

+ ‖F± − F
′
±‖X

0,b
± (ST )

).

Thus, by iteration we obtain a solution (A+, A−, F+, F−) of the transformed system
on ST for T > 0 sufficiently small (the relevant condition is T ε(1 + N3) � 1). The
solution has the regularity

A± ∈ X
s,b
± (ST ), F± ∈ X

0,b
± (ST ),

and is unique in this space. By Lemma 4.4,

A± ∈ C([−T , T ];H
s), F± ∈ C([−T , T ];L

2), (4.7)

Standard arguments also give continuous dependence on the data and persistence of
higher regularity. We omit the details.
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Finally, we can transform back to the original formulation of the system by defining
A = A+ + A− and F = F+ + F−. Pairwise addition of the equations in (4.5) reveals
that ∂tA = i〈∇〉(A+ − A−) and ∂tF = i〈∇〉(F+ − F−). Thus, M′(A+, A−, F+, F−) =
−A +M(A, ∂tA,F, ∂tF) and similarly for N′ and N. Since � − 1 can be factored as
either (i∂t + 〈∇〉)(i∂t − 〈∇〉) or (i∂t − 〈∇〉)(i∂t + 〈∇〉), we now see that (4.5) implies
(4.1). Moreover, the map (A+, A−, F+, F−) 7→ (A, ∂tA,F, ∂tF) is continuous from the
space (4.7) to the space (4.3).

It remains to prove the estimates in Lemma 4.7. Note that M′ and N′ contain linear
terms for which the estimates are trivial. We now turn to the estimates for the non-linear
parts, M and N.

5. Estimates for the non-linear terms

Here we prove Lemma 4.7. In addition to the Xs,b± -norms defined in the last section, we
will need the wave-Sobolev norms

‖u‖H s,b = ‖〈ξ〉
s
〈|τ | − |ξ |〉bũ(τ, ξ)‖L2

τ,ξ
.

Norms of this type were first applied to the study of regularity questions for non-linear
wave equations with null forms by Klainerman and Machedon [13, 16].

Note the relations  ‖u‖H s,b ≤ ‖u‖
X
s,b
±

if b ≥ 0,

‖u‖
X
s,b
±

≤ ‖u‖H s,b if b ≤ 0,
(5.1)

between the two types of norms.
Since the operators M and N are local in time, it suffices to prove the estimates in

Lemma 4.7 without the restriction to ST . Since b′ − 1 < 0, we may replace the X-norms
on the left-hand sides of the estimates by the corresponding H -norms, in view of (5.1).
We will only prove the first two estimates in the lemma; the difference estimates follow
from the same arguments, in view of the multilinearity of the terms constituting M and N.

Thus, we have reduced our task to proving

‖M(A, ∂tA,F, ∂tF)‖H s−1,b′−1 . N(1+N3), (5.2)

‖N(A, ∂tA,F, ∂tF)‖H−1,b′−1 . N(1+N3), (5.3)

where
N = ‖A+‖Xs,b+

+ ‖A−‖Xs,b−
+ ‖F+‖X0,b

+

+ ‖F−‖X0,b
−

,

and
b = 1/2+ ε, b′ = 1/2+ 2ε, 1− ε < s < 1, (5.4)

for ε > 0 sufficiently small; in fact, ε ≤ 1/16 suffices, as we will see in the course of the
proof.

On the left-hand sides of the above estimates, as well as the ones that follow, it is
understood that the substitution (4.4) is used on the arguments of M and N.
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To simplify the notation, we write

‖A‖Xs,b = ‖A+‖Xs,b+
+ ‖A−‖Xs,b−

, ‖F‖X0,b = ‖F+‖X0,b
+

+ ‖F−‖X0,b
−

.

Looking at the types of terms that appear in M and N (defined after (4.1)), and re-
calling also the definition of Q from Section 2 and noting that the Riesz transforms Ri
are bounded on all the spaces involved, we reduce the argument to proving the following
estimates, where Q denotes any of the null forms Q0, Q0i or Qij , and 5(. . . ) denotes a
multilinear form in its arguments:

‖Q[|∇|−1A,A]‖
H s−1,b′−1 . ‖A‖Xs,b‖A‖Xs,b , (5.5)

‖Q[|∇|−1A,F ]‖
H−1,b′−1 . ‖A‖Xs,b‖F‖X0,b , (5.6)

‖Q[A,A]‖
H−1,b′−1 . ‖A‖Xs,b‖A‖Xs,b , (5.7)

‖5(A,F)‖
H s−1,b′−1 . ‖A‖Xs,b‖F‖X0,b , (5.8)

‖5(A,A, F )‖
H−1,b′−1 . ‖A‖Xs,b‖A‖Xs,b‖F‖X0,b , (5.9)

‖5(A,A,A,A)‖
H−1,b′−1 . ‖A‖Xs,b‖A‖Xs,b‖A‖Xs,b‖A‖Xs,b . (5.10)

The difficult estimates are the first four, where the regularity is sharp, except in the
third estimate, where there is a little room. We shall in fact reduce all of them to product
estimates of the form (after extracting regularity gains due to the null structure)

‖uv‖H−s0,b0 . ‖u‖H s1,b1 ‖v‖H s2,b2 . (5.11)

Definition 5.1. Let s0, s1, s2, b0, b1, b2 ∈ R. If (5.11) holds for all u, v ∈ S(R1+3), we
say that the matrix

( s0 s1 s2
b0 b1 b2

)
is a product.

Estimates of this type were first studied by Klainerman and Machedon [13]. The full
range of products up to certain borderline cases was determined in [7]. For our present
purposes, the following simplified version of the product law will suffice. Note, however,
that it includes some borderline cases (corresponding to equality in one and only one of
the last two conditions below), which will be of crucial importance for us.

Theorem 5.2 (D’Ancona, Foschi, Selberg [7]). Let s0, s1, s2 ∈ R and b0, b1, b2 ≥ 0.
Assume that ∑

bi > 1/2, (5.12)∑
si > 2−

∑
bi, (5.13)∑

si > 3/2−min
i 6=j

(bi + bj ), (5.14)∑
si > 3/2−min(b0 + s1 + s2, s0 + b1 + s2, s0 + s1 + b2), (5.15)∑
si ≥ 1, (5.16)

min
i 6=j

(si + sj ) ≥ 0, (5.17)
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and that the last two inequalities are not both equalities. Then

P =

(
s0 s1 s2
b0 b1 b2

)
is a product. Conversely, if P is a product, then the conditions (5.12)–(5.17), with >
replaced by ≥ throughout, must hold.

Remark 5.3. If b0 ≥ 0 and b1, b2 > 1/2, the conditions in the theorem reduce to∑
si > 3/2− (b0 + s1 + s2), (5.18)∑
si ≥ 1, (5.19)

min
i 6=j

(si + sj ) ≥ 0, (5.20)

where the last two inequalities are not both allowed to be equalities.

The key tools needed to prove (5.5)–(5.10) are now at hand. We start with (5.8), then
we prove the null form estimates, and finally the much easier trilinear and quadrilinear
estimates.

5.1. Estimate for 5(A,F)

In view of (5.1), we can reduce (5.8) to

‖uv‖
H s−1,b′−1 . ‖u‖H s,b‖v‖H 0,b .

This holds by Theorem 5.2; in fact, we can use the simplification in Remark 5.3. Since∑
si = 1, the estimate is sharp, and we require mini 6=j (si + sj ) to be strictly positive,

which translates to the condition 0 < s < 1. Finally, (5.18) yields the condition s >
b′ − 1/2. These conditions are satisfied with our choice (5.4) of exponents.

5.2. Null form estimates I: Preliminary reductions

Since the matrix commutator structure plays no role in the estimates under consideration,
we reduce the reasoning to the ordinary null forms for C-valued functions u and v,

Q0(u, v) = −∂tu∂tv + ∂
iu∂iv,

Q0i(u, v) = ∂tu∂iv − ∂iu∂tv,

Qij (u, v) = ∂iu∂jv − ∂ju∂iv.

This reduction is justified in view of (2.2), which shows that the commutator null forms
are linear combinations of the ordinary ones.
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Substituting u = u+ + u−, ∂tu = i〈∇〉(u+ − u−), and similarly for v and ∂tv, one
obtains

Q0(u, v) =
∑
±,±′

(±1)(±′1)[〈D〉u±〈D〉v±′ − (±Di)u±(±′Di)v±′ ],

Q0i(u, v) =
∑
±,±′

(±1)(±′1)[−〈D〉u±(±′Di)v±′ + (±Di)u±〈D〉v±′ ],

Qij (u, v) =
∑
±,±′

(±1)(±′1)[−(±Di)u±(±′Dj )v±′ + (±Dj )u±(±′Di)v±′ ],

where D = (D1,D2,D3) = −i∇ has Fourier symbol ξ . In terms of the symbols

q0(ξ, η) = 〈ξ〉〈η〉 − ξ · η,

q0i(ξ, η) = −〈ξ〉ηi + ξi〈η〉,

qij (ξ, η) = −ξiηj + ξjηi,

we have, more conveniently,

Q0(u, v) =
∑
±,±′

(±1)(±′1)Bq0(±ξ,±′η)(u±, v±′),

Q0i(u, v) =
∑
±,±′

(±1)(±′1)Bq0i (±ξ,±′η)(u±, v±′),

Qij (u, v) =
∑
±,±′

(±1)(±′1)Bqij (±ξ,±′η)(u±, v±′),

where for a given symbol σ(ξ, η) we denote by Bσ(ξ,η)(·, ·) the operator defined by

Ft,x{Bσ(ξ,η)(u, v)}(τ, ξ) =
∫
σ(ξ − η, η)̃u(τ − λ, ξ − η)̃v(λ, η) dλ dη.

We now estimate the symbols appearing above.

Lemma 5.4. For all non-zero ξ, η ∈ R3,

|q0(ξ, η)| . |ξ | |η|θ(ξ, η)
2
+

1
min(〈ξ〉, 〈η〉)

,

|q0j (ξ, η)| . |ξ | |η|θ(ξ, η)+
|ξ |

〈η〉
+
|η|

〈ξ〉
,

|qij (ξ, η)| ≤ |ξ | |η|θ(ξ, η),

where θ(ξ, η) = arccos
( ξ ·η
|ξ | |η|

)
∈ [0, π] is the angle between ξ and η.
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Proof. This is easily seen by writing the symbols in the following way:

q0(ξ, η) = |ξ | |η|

(
1−

ξ · η

|ξ | |η|

)
+ 〈ξ〉〈η〉 − |ξ | |η|,

q0i(ξ, η) = |ξ | |η|

(
ξi

|ξ |
−
ηi

|η|

)
+ ξi(〈η〉 − |η|)− (〈ξ〉 − |ξ |)ηi,

|qij (ξ, η)| ≤ |ξ × η|. ut

In view of this, and since the norms we use only depend on the absolute value of the
space-time Fourier transform, we can reduce any estimate forQ(u, v) to a corresponding
estimate for the three expressions

Bθ(±ξ,±′η)(|∇|u, |∇|v), 〈∇〉u〈∇〉−1v and 〈∇〉
−1u〈∇〉v.

Thus, (5.5)–(5.7) can be reduced to the following:

‖Bθ(±ξ,±′η)(u, v)‖H s−1,b′−1 . ‖u‖Xs,b±
‖v‖

X
s−1,b
±′

, (5.21)

‖Bθ(±ξ,±′η)(u, v)‖H−1,b′−1 . ‖u‖Xs,b±
‖v‖

X
−1,b
±′

, (5.22)

‖Bθ(±ξ,±′η)(u, v)‖H−1,b′−1 . ‖u‖Xs−1,b
±

‖v‖
X
s−1,b
±′

, (5.23)

‖uv‖H s−1,0 .
∥∥|∇|u∥∥

H s−1,b‖v‖H s+1,b , (5.24)

‖uv‖H s−1,0 .
∥∥|∇|u∥∥

H s+1,b‖v‖H s−1,b , (5.25)

‖uv‖H−1,0 .
∥∥|∇|u∥∥

H s−1,b‖v‖H 1,b , (5.26)

‖uv‖H−1,0 .
∥∥|∇|u∥∥

H s+1,b‖v‖H−1,b , (5.27)

‖uv‖H−1,0 . ‖u‖H s−1,b‖v‖H s+1,b , (5.28)
‖uv‖H−1,0 . ‖u‖H s+1,b‖v‖H s−1,b , (5.29)

where we have also used (5.1) to change X-norms to H -norms on the right-hand sides of
the last six estimates.

All these estimates will be handled using the product law, Theorem 5.2. For those
estimates that involve the null form Bθ(±ξ,±′η), however, we must first apply the following
angle estimate, which quantifies the fact that in a null form, we can trade in hyperbolic
regularity (decay with respect to the distance from the cone in Fourier space) and gain a
corresponding amount of elliptic regularity.

Lemma 5.5. Let α, β, γ ∈ [0, 1/2]. Then for all pairs of signs (±,±′), all τ, λ ∈ R and
all non-zero ξ, η ∈ R3,

θ(±ξ,±′η) .

(
〈|τ + λ| − |ξ + η|〉

min(〈ξ〉, 〈η〉

)α
+

(
〈−τ ± |ξ |〉

min(〈ξ〉, 〈η〉)

)β
+

(
〈−λ±′ |η|〉

min(〈ξ〉, 〈η〉)

)γ
.

For a proof, see for example [29, Lemma 2.1].
Combining this angle estimate with the product law, we deduce the following.
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Theorem 5.6. Let σ0, σ1, σ2, β0, β1, β2 ∈ R. Assume that

0 ≤ β0 < 1/2 < β1, β2 < 1, (5.30)∑
σi + β0 > 3/2− (β0 + σ1 + σ2), (5.31)∑
σi > 3/2− (σ0 + β1 + σ2), (5.32)∑
σi > 3/2− (σ0 + σ1 + β2), (5.33)∑
σi + β0 ≥ 1, (5.34)

min(σ0 + σ1, σ0 + σ2, β0 + σ1 + σ2) ≥ 0, (5.35)

and that the last two inequalities are not both equalities. Then we have the null form
estimate, for all combinations of signs (±,±′),

‖Bθ(±ξ,±′η)(u, v)‖H−σ0,−β0 . ‖u‖Xσ1,β1
±

‖v‖
X
σ2,β2
±′

.

Proof. Applying Lemma 5.5, and using also (5.1) and the symmetric nature of the condi-
tions on (σ1, β1) and (σ2, β2), we reduce the argument to checking that the following are
products:

P1 =

(
σ0 β0 + σ1 σ2
0 β1 β2

)
,

P2 =

(
σ0 σ1 + 1/2 σ2
β0 β1 − 1/2 β2

)
,

P3 =

(
σ0 σ1 σ2 + 1/2
β0 β1 − 1/2 β2

)
.

But this follows from Theorem 5.2, as one can readily check. Note that for P1 the simpli-
fication in Remark 5.3 applies. ut

5.3. Null form estimates II: Conclusion

Using Theorem 5.6 it is now a routine matter to check that the estimates (5.21)–(5.23)
hold. In fact, these estimates correspond to the following matrices

( σ0 σ1 σ2
β0 β1 β2

)
:

N1 =

(
1− s s s − 1
1− b′ b b

)
,

N2 =

(
1 s −1

1− b′ b b

)
,

N3 =

(
1 s − 1 s − 1

1− b′ b b

)
,

and checking against the conditions in Theorem 5.6 gives the following conditions:

s > max(3/2− b, b′, 1/4+ b′, 5/8+ b′/2, 5/6− b/3),

which is consistent with our assumption (5.4), provided 0 < ε ≤ 1/16.
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We remark that for N1 and N2, equality holds in (5.35), so these estimates are sharp.
It remains to check the estimates (5.24)–(5.29). Ignoring low-frequency issues for the

moment, so that we can replace |∇|u by 〈∇〉u, we reduce the task to checking

‖uv‖H s−1,0 . ‖u‖H s,b‖v‖H s+1,b ,

‖uv‖H s−1,0 . ‖u‖H s+2,b‖v‖H s−1,b ,

‖uv‖H−1,0 . ‖u‖H s,b‖v‖H 1,b ,

‖uv‖H−1,0 . ‖u‖H s+2,b‖v‖H−1,b ,

‖uv‖H−1,0 . ‖u‖H s−1,b‖v‖H s+1,b ,

‖uv‖H−1,0 . ‖u‖H s+1,b‖v‖H s−1,b .

These estimates hold by Theorem 5.2. In fact, the reduction in Remark 5.3 applies. There
is a lot of room in all the conditions except mini 6=j (si+sj ) ≥ 0, which holds with equality
for the second and fourth estimates.

It remains to prove (5.24)–(5.27) in the case where u is at low frequency, that is,
|ξ | ≤ 1 on the Fourier support of u. But then the frequency η of v is comparable to the
output frequency ξ + η, in the sense that 〈ξ + η〉 ∼ 〈η〉, hence it remains to show

‖uv‖L2 .
∥∥|∇|u∥∥

L2‖v‖H 0,b ,

which follows by writing

‖uv‖L2 ≤ ‖u‖L2
t (L
∞
x )
‖v‖L∞t (L2

x )

and applying the low-frequency estimate

‖u(t)‖L∞ .
∫
|ξ |≤1
|̂u(t, ξ)| dξ ≤

(∫
|ξ |≤1
|ξ |−2 dξ

)1/2(∫
|ξ |2 |̂u(t, ξ)|2 dξ

)1/2

and
‖v‖Lqt (L2

x )
.
∥∥‖̃v(τ, ξ)‖

L
q′

τ

∥∥
L2
ξ
≤ ‖〈τ 〉−b‖

L
2+4/(q−2)
τ

‖v‖H 0,b , (5.36)

which is valid for 2 ≤ q ≤ ∞.

5.4. Estimate for 5(A,A, F )

Here we prove (5.9):

‖uvw‖
H−1,b′−1 . ‖u‖H s,b‖v‖H s,b‖w‖H 0,b .

This holds for s ≥ 1/2+ 2ε by the estimates

‖uw‖
H−1,b′−1 . ‖u‖H 3ε,0‖w‖H 0,b ,

‖uv‖H 3ε,0 .
∥∥u∥∥

H 1/2+2ε,b

∥∥v∥∥
H 1/2+2ε,b ,

both of which hold by Theorem 5.2.
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5.5. Estimate for 5(A,A,A,A)

We prove (5.10):

‖u1u2u3u4‖H−1,0 . ‖u1u2u3u4‖L2
t (L

6/5
x )

≤ ‖u1‖L8
t (L

24/5
x )
‖u2‖L8

t (L
24/5
x )
‖u3‖L8

t (L
24/5
x )
‖u4‖L8

t (L
24/5
x )

. ‖u1‖H 7/8,b‖u2‖H 7/8,b‖u3‖H 7/8,b‖u4‖H 7/8,b

where we have applied Sobolev embedding and (5.36).

Acknowledgments. This research was supported by the Research Council of Norway, grant
no. 213474/F20.

References

[1] Bourgain, J.: Fourier transform restriction phenomena for certain lattice subsets and appli-
cations to nonlinear evolution equations. I. Schrödinger equations. Geom. Funct. Anal. 3,
107–156 (1993) Zbl 0787.35097 MR 1209299

[2] Bournaveas, N., Candy, T.: Local well-posedness for the space-time monopole equation in
Lorenz gauge. Nonlinear Differential Equations Appl. 19, 67–78 (2012) Zbl 1246.35012
MR 2885552

[3] Christiansen, S. H., Halvorsen, T. G.: Discretizing the Maxwell–Klein–Gordon equation by
the lattice gauge theory formalism. IMA J. Numer. Anal. 31, 1–24 (2011) Zbl 1207.81018
MR 2755934

[4] Christiansen, S. H., Winther, R.: On constraint preservation in numerical simulations of Yang–
Mills equations. SIAM J. Sci. Comput. 28, 75–101 (2006) Zbl 1115.70003 MR 2219288

[5] Cuccagna, S.: On the local existence for the Maxwell–Klein–Gordon system in R3+1. Comm.
Partial Differential Equations 24, 851–867 (1999) Zbl 0929.35151 MR 1680913

[6] D’Ancona, P., Foschi, D., Selberg, S.: Null structure and almost optimal local well-posedness
of the Maxwell–Dirac system. Amer. J. Math. 132, 771–839 (2010) Zbl 1196.35177
MR 2666908

[7] D’Ancona, P., Foschi, D., Selberg, S.: Atlas of products for wave-Sobolev spaces on R1+3.
Trans. Amer. Math. Soc. 364, 31–63 (2012) Zbl 1255.35016 MR 2833576

[8] Eardley, D. M., Moncrief, V.: The global existence of Yang–Mills–Higgs fields in 4-
dimensional Minkowski space. I. Local existence and smoothness properties. Comm. Math.
Phys. 83, 171–191 (1982) Zbl 0496.35061 MR 0649158

[9] Eardley, D. M., Moncrief, V.: The global existence of Yang–Mills–Higgs fields in 4-
dimensional Minkowski space. II. Completion of proof. Comm. Math. Phys. 83, 193–212
(1982) Zbl 0496.35062 MR 0649159

[10] Ginibre, J., Velo, G.: The Cauchy problem for coupled Yang–Mills and scalar fields in
the Lorentz gauge. Ann. Inst. H. Poincaré Sect. A 36, 59–78 (1982) Zbl 0486.35049
MR 0653018

[11] Huh, H., Oh, S.-J.: Low regularity solutions to the Chern–Simons–Dirac and the Chern–
Simons–Higgs equations in the Lorenz gauge. Comm. Partial Differential Equations 41, 375–
397 (2016) Zbl 06588962 MR 3473903

[12] Keel, M.: Global existence for critical power Yang–Mills–Higgs equations in R3+1. Comm.
Partial Differential Equations 22, 1161–1225 (1997) Zbl 0884.35134 MR 1466313

http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0787.35097&format=complete
http://www.ams.org/mathscinet-getitem?mr=1209299
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1246.35012&format=complete
http://www.ams.org/mathscinet-getitem?mr=2885552
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1207.81018&format=complete
http://www.ams.org/mathscinet-getitem?mr=2755934
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1115.70003&format=complete
http://www.ams.org/mathscinet-getitem?mr=2219288
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0929.35151&format=complete
http://www.ams.org/mathscinet-getitem?mr=1680913
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1196.35177&format=complete
http://www.ams.org/mathscinet-getitem?mr=2666908
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1255.35016&format=complete
http://www.ams.org/mathscinet-getitem?mr=2833576
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0496.35061&format=complete
http://www.ams.org/mathscinet-getitem?mr=0649158
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0496.35062&format=complete
http://www.ams.org/mathscinet-getitem?mr=0649159
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0486.35049&format=complete
http://www.ams.org/mathscinet-getitem?mr=0653018
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:06588962&format=complete
http://www.ams.org/mathscinet-getitem?mr=3473903
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0884.35134&format=complete
http://www.ams.org/mathscinet-getitem?mr=1466313


Yang–Mills in Lorenz gauge 1751

[13] Klainerman, S., Machedon, M.: Space-time estimates for null forms and the local existence
theorem. Comm. Pure Appl. Math. 46, 1221–1268 (1993) Zbl 0803.35095 MR 1231427

[14] Klainerman, S., Machedon, M.: On the Maxwell–Klein–Gordon equation with finite energy.
Duke Math. J. 74, 19–44 (1994) Zbl 0818.35123 MR 1271462

[15] Klainerman, S., Machedon, M.: Finite energy solutions of the Yang–Mills equations in R3+1.
Ann. of Math. (2) 142, 39–119 (1995) Zbl 0827.53056 MR 1338675

[16] Klainerman, S., Machedon, M.: Smoothing estimates for null forms and applications. Duke
Math. J. 81, 99–133 (1996) (1995) Zbl 0909.35094 MR 1381973

[17] Klainerman, S., Tataru, D.: On the optimal local regularity for Yang–Mills equations in R4+1.
J. Amer. Math. Soc. 12, 93–116 (1999) Zbl 0924.58010 MR 1626261

[18] Krieger, J., Schlag, W., Tataru, D.: Renormalization and blow up for the critical Yang–Mills
problem. Adv. Math. 221, 1445–1521 (2009) Zbl 1183.35203 MR 2522426

[19] Krieger, J., Sterbenz, J.: Global regularity for the Yang–Mills equations on high dimensional
Minkowski space. Mem. Amer. Math. Soc. 223, no. 1047, vi+99 pp. (2013) Zbl 1304.35005
MR 2522426

[20] Lindblad, H.: Counterexamples to local existence for semi-linear wave equations. Amer. J.
Math. 118, 1–16 (1996) Zbl 0855.35080 MR 1375301

[21] Machedon, M., Sterbenz, J.: Almost optimal local well-posedness for the (3+1)-dimensional
Maxwell–Klein–Gordon equations. J. Amer. Math. Soc. 17, 297–359 (2004) Zbl 1048.35115
MR 2051613

[22] Oh, S.-J.: Gauge choice for the Yang–Mills equations using the Yang–Mills heat flow
and local well-posedness in H 1. J. Hyperbolic Differential Equations 11, 1–108 (2014)
Zbl 1295.35328 MR 3190112

[23] Oh, S.-J.: Finite energy global well-posedness of the Yang–Mills equations on R1+3:
an approach using the Yang–Mills heat flow. Duke Math. J. 164, 1669–1732 (2015)
Zbl 1325.35180 MR 3357182

[24] Pecher, H.: Nonlinear small data scattering for the wave and Klein–Gordon equation. Math.
Z. 185, 261–270 (1984) Zbl 0538.35063 MR 0731347

[25] Pecher, H.: Low regularity local well-posedness for the Maxwell–Klein–Gordon equa-
tions in Lorenz gauge. Adv. Differential Equations 19, 359–386 (2014) Zbl 1291.35304
MR 3161665

[26] Ponce, G., Sideris, T. C.: Local regularity of nonlinear wave equations in three space
dimensions. Comm. Partial Differential Equations 18, 169–177 (1993) Zbl 0803.35096
MR 1211729

[27] Rodnianski, I., Tao, T.: Global regularity for the Maxwell–Klein–Gordon equation with
small critical Sobolev norm in high dimensions. Comm. Math. Phys. 251, 377–426 (2004)
Zbl 1106.35073 MR 2100060

[28] Segal, I., The Cauchy problem for the Yang–Mills equations. J. Funct. Anal. 33, 175–194
(1979) Zbl 0416.58027 MR 0546505

[29] Selberg, S.: Anisotropic bilinear L2 estimates related to the 3D wave equation. Int. Math. Res.
Notices 2008, art. ID rnn 107, 63 pp. Zbl 1160.35041 MR 2439535

[30] Selberg, S., Tesfahun, A.: Finite-energy global well-posedness of the Maxwell–Klein–
Gordon system in Lorenz gauge. Comm. Partial Differential Equations 35, 1029–1057 (2010)
Zbl 1193.35164 MR 2753627

[31] Selberg, S., Tesfahun, A.: Global well-posedness of the Chern–Simons–Higgs equations with
finite energy. Discrete Contin. Dynam. Systems 33, 2531–2546 (2013) Zbl 1263.35155
MR 3007698

[32] Sepanski, M. R.: Compact Lie Groups. Grad. Texts in Math. 235, Springer, New York (2007)
Zbl 1246.22001 MR 2279709

http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0803.35095&format=complete
http://www.ams.org/mathscinet-getitem?mr=1231427
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0818.35123&format=complete
http://www.ams.org/mathscinet-getitem?mr=1271462
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0827.53056&format=complete
http://www.ams.org/mathscinet-getitem?mr=1338675
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0909.35094&format=complete
http://www.ams.org/mathscinet-getitem?mr=1381973
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0924.58010&format=complete
http://www.ams.org/mathscinet-getitem?mr=1626261
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1183.35203&format=complete
http://www.ams.org/mathscinet-getitem?mr=2522426
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1304.35005&format=complete
http://www.ams.org/mathscinet-getitem?mr=2522426
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0855.35080&format=complete
http://www.ams.org/mathscinet-getitem?mr=1375301
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1048.35115&format=complete
http://www.ams.org/mathscinet-getitem?mr=2051613
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1295.35328&format=complete
http://www.ams.org/mathscinet-getitem?mr=3190112
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1325.35180&format=complete
http://www.ams.org/mathscinet-getitem?mr=3357182
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0538.35063&format=complete
http://www.ams.org/mathscinet-getitem?mr=0731347
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1291.35304&format=complete
http://www.ams.org/mathscinet-getitem?mr=3161665
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0803.35096&format=complete
http://www.ams.org/mathscinet-getitem?mr=1211729
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1106.35073&format=complete
http://www.ams.org/mathscinet-getitem?mr=2100060
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0416.58027&format=complete
http://www.ams.org/mathscinet-getitem?mr=0546505
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1160.35041&format=complete
http://www.ams.org/mathscinet-getitem?mr=2439535
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1193.35164&format=complete
http://www.ams.org/mathscinet-getitem?mr=2753627
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1263.35155&format=complete
http://www.ams.org/mathscinet-getitem?mr=3007698
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1246.22001&format=complete
http://www.ams.org/mathscinet-getitem?mr=2279709


1752 Sigmund Selberg, Achenef Tesfahun

[33] Shatah, J.: Weak solutions and development of singularities of the SU(2) σ -model. Comm.
Pure Appl. Math. 41, 459–469 (1988) Zbl 0686.35081 MR 0933231

[34] Sterbenz, J.: Global regularity and scattering for general non-linear wave equations. II. (4+1)
dimensional Yang–Mills equations in the Lorenz gauge. Amer. J. Math. 129, 611–664 (2007)
Zbl 1117.58015 MR 2325100

[35] Strauss, W. A.: Nonlinear Wave Equations. CBMS Reg. Conf. Ser. Math. 73, Amer. Math.
Soc., Providence, RI (1989) Zbl 0714.35003 MR 1032250

[36] Strichartz, R. S.: Restrictions of Fourier transforms to quadratic surfaces and decay of solu-
tions of wave equations. Duke Math. J. 44, 705–714 (1977) Zbl 0372.35001 MR 0512086

[37] Tao, T., Local well-posedness of the Yang–Mills equation in the temporal gauge below the
energy norm. J. Differential Equations 189, 366–382 (2003) Zbl 1017.81037 MR 1964470

[38] Tao, T.: Nonlinear Dispersive Equations. CBMS Reg. Conf. Ser. Math. 106, Amer. Math. Soc.,
Providence, RI (2006) Zbl 1106.35001 MR 2233925

[39] Uhlenbeck, K. K.: Connections with Lp bounds on curvature. Comm. Math. Phys. 83, 31–42
(1982) Zbl 0499.58019 MR 0648356

[40] Yang, C. N., Mills, R. L.: Conservation of isotopic spin and isotopic gauge invariance. Phys.
Rev. (2) 96, 191–195 (1954) Zbl 06538052 MR 0065437

http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0686.35081&format=complete
http://www.ams.org/mathscinet-getitem?mr=0933231
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1117.58015&format=complete
http://www.ams.org/mathscinet-getitem?mr=2325100
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0714.35003&format=complete
http://www.ams.org/mathscinet-getitem?mr=1032250
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0372.35001&format=complete
http://www.ams.org/mathscinet-getitem?mr=0512086
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1017.81037&format=complete
http://www.ams.org/mathscinet-getitem?mr=1964470
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1106.35001&format=complete
http://www.ams.org/mathscinet-getitem?mr=2233925
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0499.58019&format=complete
http://www.ams.org/mathscinet-getitem?mr=0648356
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:06538052&format=complete
http://www.ams.org/mathscinet-getitem?mr=0065437

	Introduction
	Lorenz-gauge null form identities
	The equations in Lorenz gauge
	Local well-posedness
	Estimates for the non-linear terms
	References

