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Abstract. For a class of competition-diffusion nonlinear systems involving the square root of the
laplacian, including the fractional Gross–Pitaevskii system

(−1)1/2ui = ωiu
3
i + λiui − βui

∑
j 6=i

aiju
2
j , i = 1, . . . , k,

we prove that L∞ boundedness implies C0,α boundedness for every α ∈ [0, 1/2), uniformly as
β →∞. Moreover we prove that the limiting profile is C0,1/2. This system arises, for instance, in
the relativistic Hartree–Fock approximation theory for k-mixtures of Bose–Einstein condensates in
different hyperfine states.
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1. Introduction

Regularity issues involving fractional laplacians are very challenging, because of the gen-
uinely nonlocal nature of such operators, and for this reason they have recently become
the object of intensive research, especially when associated with the asymptotic analysis
and the study of free boundary problems (see for instance [9, 3, 21, 8, 11, 7, 20] and
references therein). The present paper is concerned with this topic, when the creation of
a free boundary is triggered by the interplay between fractional diffusion and competitive
interaction.

Several physical phenomena can be described by a certain number of densities (of
mass, population, probability, . . . ) distributed in a domain and subject to laws of dif-
fusion, reaction, and competitive interaction. Whenever the competition is the prevailing
feature, the densities tend to segregate, hence determining a partition of the domain. When
anomalous diffusion is involved, one is led to consider the class of stationary systems of
semilinear equations{

(−1)sui = fi(x, ui)− βui
∑
j 6=i gij (uj ),

ui ∈ H
s(RN ),

thus focusing on the singular limit problem obtained when the (positive) parameter β,
accounting for the competitive interactions, diverges to ∞. Among others, the cases
fi(s) = ris(1 − s/Ki), gij (s) = aij s (logistic internal dynamics with Lotka–Volterra
competition) and fi(s) = ωis

3
+ λis, gij (s) = aij s

2 (focusing-defocusing Gross–
Pitaevskii system with competitive interactions, see for instance [13, 12]) are of most
interest in the applications to population dynamics and theoretical physics, respectively.

For the standard Laplace diffusion operator (namely s = 1), the analysis of the qual-
itative properties of solutions to the corresponding systems has been undertaken, starting
from [13, 14, 15], in a series of recent papers [16, 32, 5, 6, 22, 24], also in the parabolic
case [31, 17, 18, 19]. In the singular limit one finds a vector u = (u1, . . . , uk) of limiting
profiles with mutually disjoint supports; indeed, the segregated states ui satisfy ui ·uj ≡ 0
for i 6= j , and

−1ui = fi(x, ui) whenever ui 6= 0, i = 1, . . . , k.

Natural questions concern the functional classes of convergence (a priori bounds), optimal
regularity of the limiting profiles, equilibrium conditions at the interfaces, and regularity
of the nodal set. In [16] (for Lotka–Volterra competition) and [22] (for the variational
Gross–Pitaevskii system) it is proved that L∞ boundedness implies C0,α boundedness,
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uniformly as β →∞, for every α ∈ (0, 1). Moreover, in the second case, it is shown that
the limiting profiles are Lipschitz continuous. The proof relies upon elliptic estimates, the
blow-up technique, and the monotonicity formulae of Almgren [1] and Alt–Caffarelli–
Friedman [2], and it reveals a subtle interaction between the diffusion and competition
aspects. This interaction mainly occurs at two levels: the validity and exactness of the Alt–
Caffarelli–Friedman monotonicity formula and, consequently, the validity of Liouville
type theorems for entire solutions to semilinear systems.

In this paper we address the problem of a priori bounds and optimal regularity of the
limiting profiles in the simplest case of anomalous diffusion, driven by the square root of
the laplacian. As is well known, anomalous diffusion arises when the Gaussian statistics
of the classical Brownian motion is replaced by a different one, allowing for Lévy jumps
(or flights). In the light of the already built theory for the regular laplacian, we focus on
the joint effect of diffusion and competition as the (nonlocal) diffusion process acts on a
longer range.

Our model problem will be the following:{
(−1)1/2ui = fi,β(ui)− βui

∑
j 6=i u

2
j ,

ui ∈ H
1/2(RN ).

(1.1)

This class of problems includes the already mentioned Gross–Pitaevskii systems with
focusing or defocusing nonlinearities{

(−1+m2
i )

1/2ui = ωiu
3
i + λi,βui − βui

∑
j 6=i aiju

2
j ,

ui ∈ H
1/2(RN ),

with aij = aji > 0, which is the relativistic version of the Hartree–Fock approxima-
tion theory for mixtures of Bose–Einstein condensates in different hyperfine states. Even
though we will perform the proof in the case mi = 0 (and aij = 1), the general case,
allowing positive masses mi > 0, follows with minor changes and it is actually a bit
simpler.

As is well known (see e.g. [10]), the N -dimensional half-laplacian can be inter-
preted as a Dirichlet-to-Neumann operator and solutions to problem (1.1) as traces of
harmonic functions on the (N + 1)-dimensional half-space having the right hand side
of (1.1) as normal derivative. For this reason, it is worth stating our main results for
harmonic functions with nonlinear Neumann boundary conditions involving strong com-
petition terms. We use the following notation: for any dimension N ≥ 1, we consider the
half-ball B+r (x0, 0) := Br(x0, 0) ∩ {y > 0}, whose boundary contains the spherical part
∂+B+r := ∂Br ∩ {y > 0} and the flat part ∂0B+r := Br ∩ {y = 0} (here y denotes the
(N + 1)-th coordinate).

Theorem 1.1 (Local uniform Hölder bounds). Let the functions fi,β be continuous and
uniformly bounded (with respect to β) on bounded sets, and let {vβ = (vi,β)1≤i≤k}β be a
family of H 1(B+1 ) solutions to the problems{

−1vi = 0 in B+1 ,
∂νvi = fi,β(vi)− βvi

∑
j 6=i v

2
j on ∂0B+1 .

(P )β
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Assume that
‖vβ‖L∞(B+1 ) ≤ M

for a constant M independent of β. Then for every α ∈ (0, 1/2) there exists a constant
C = C(M, α), not depending on β, such that

‖vβ‖C0,α(B+1/2)
≤ C(M, α).

Furthermore, {vβ}β is relatively compact in H 1(B+1/2) ∩ C
0,α(B+1/2) for every α < 1/2.

As a byproduct, up to a subsequence we have convergence of the above solutions to a
limiting profile, whose components are segregated on the boundary ∂0B+. If furthermore
fi,β → fi uniformly on compact sets, we can prove that this limiting profile satisfies{

−1vi = 0 in B+1 ,
vi∂νvi = fi(vi)vi on ∂0B+1 .

One can see that, for solutions of this type of equation, the highest possible regularity
corresponds to the Hölder exponent α = 1/2. As a matter of fact, we can prove that the
limiting profiles do enjoy such optimal regularity.

Theorem 1.2 (Optimal regularity of limiting profiles). Under the assumptions above,
assume moreover that the locally Lipschitz continuous functions fi satisfy fi(s) =
f ′i (0)s +O(|s|

1+ε) as s → 0 for some ε > 0. Then v ∈ C0,1/2(B+1/2).

Once local regularity is established, we can move from (P )β and deal with global prob-
lems, adding suitable boundary conditions. An example of results that we can prove is the
following.

Theorem 1.3 (Global uniform Hölder bounds). Let the functions fi,β be continuous and
uniformly bounded (with respect to β) on bounded sets, and let {uβ}β be a family of
H 1/2(RN ) solutions to the problems{

(−1)1/2ui = fi,β(ui)− βui
∑
j 6=i u

2
j on �,

ui ≡ 0 on RN \�,

where � is a bounded domain in RN , with sufficiently smooth boundary. Assume that

‖uβ‖L∞(�) ≤ M

for a constant M independent of β. Then for every α ∈ (0, 1/2) there exists a constant
C = C(M, α), not depending on β, such that

‖uβ‖C0,α(RN ) ≤ C(M, α).
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Analogous results hold, for instance, when the square root of the laplacian is replaced
with the spectral fractional laplacian with homogeneous Dirichlet boundary conditions
on bounded domains (see [4]). Moreover, note that L∞ bounds can be derived fromH 1/2

ones, once suitable restrictions are imposed on the growth rate (subcritical) of the nonlin-
earities and/or on the dimension N , by means of a Brezis–Kato type argument.

In order to pursue the program just illustrated, compared with the case of the standard
laplacian, a number of new difficulties has to be overcome. For instance, the polynomial
decay of the fundamental solution of (−1)1/2 + 1 already affects the rate of segregation.
Furthermore, since such segregation occurs only in the N -dimensional space, it is natural
to expect free boundaries of codimension 2. But, perhaps, the most challenging issue is
the lack of an exact Alt–Caffarelli–Friedman monotonicity formula. This reflects, at the
spectral level, the lack of convexity of the eigenvalues with respect to domain variations
(see Remark 2.4 below). To attack these problems, new tools are needed, involving differ-
ent extremality conditions and new monotonicity formulas (associated with trace spectral
problems).

Let us finally mention that general fractional laplacians arise in many models of en-
hanced anomalous diffusion; such operators are of real interest both in population dynam-
ics and in relativistic quantum electrodynamics. This strongly motivates the extension of
the theory in this direction, for any s ∈ (0, 1) [27], as well as for different kinds of com-
petitive interaction [29].

1.1. Notation

Throughout the paper, we will write any X ∈ RN+1 as X = (x, y) with x ∈ RN and
y ∈ R. We set RN+1

+ := RN+1
∩ {y > 0}. For any D ⊂ RN+1 we write

D+ := D ∩ {y > 0}, ∂+D+ := ∂D ∩ {y > 0}, ∂0D+ := D ∩ {y = 0}.

In most cases, we use this notation with D = Br(x0, 0) (the (N + 1)-dimensional ball
centered at a point of RN ). In that case, we denote

SN−1
r (x0, 0) := {(x, 0) : x ∈ RN , |x − x0| = r} = ∂B

+
r \ (∂

+B+r ∪ ∂
0B+r ).

Beyond the usual function spaces, we will use

H 1
loc(R

N+1
+ ) := {v : ∀D ⊂ RN+1 open and bounded, v|D+ ∈ H

1(D+)}.

Finally, we write B+ for B+1 , and we denote by C any constant we need not specify
(possibly assuming different values even in the same expression).

2. Alt–Caffarelli–Friedman type monotonicity formulae

This section is devoted to the proof of some monotonicity formulae of Alt–Caffarelli–
Friedman (ACF) type.
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2.1. Segregated ACF formula

The validity of ACF type formulae depends on optimal partition problems involving spec-
tral properties of the domain. In the present situation, the spectral problem we consider
involves a pair of functions defined on SN+ := ∂+B+. As a peculiar fact, here such func-
tions do not have disjoint supports on the whole SN+ , but only on its boundary SN−1. In
this way we are led to consider the following optimal partition problem on SN−1.

Definition 2.1. For each open subset ω of SN−1
:= ∂SN+ we define the first eigenvalue

associated to ω as

λ1(ω) := inf
{∫

SN+
|∇T u|

2 dσ∫
SN+
u2 dσ

: u ∈ H 1(SN+), u ≡ 0 on SN−1
\ ω

}
.

Here ∇T u stands for the (tangential) gradient of u on SN+ .

Definition 2.2. On SN−1 we define the set P2 of 2-partitions by

P2
:= {(ω1, ω2) : ωi ⊂ SN−1 open, ω1 ∩ ω2 = ∅},

and the number, only depending on N ,

νACF
:=

1
2

inf
(ω1,ω2)∈P2

2∑
i=1

(√(
N − 1

2

)2

+ λ1(ωi)−
N − 1

2

)

=
1
2

inf
(ω1,ω2)∈P2

2∑
i=1

γ (λ1(ωi)).

Remark 2.3. As is well known, u achieves λ1(ω) if and only if it is of one sign, and its
γ (λ1(ω))-homogeneous extension to RN+1

+ is harmonic.

Remark 2.4. By symmetrization arguments, one may try to restrict the study of the above
optimal partition problem to the case when both ωi are spherical caps. In such a situation,
writing 0(ϑ) := γ (λ1(ωϑ )) for the spherical cap ωϑ with opening ϑ , one is led to mini-
mize the quantity

ϕ(ϑ) := 1
2 [0(ϑ)+ 0(π − ϑ)], ϑ ∈ [0, π].

It is worth noticing that the function ϕ is not convex: indeed, one can prove that

ϕ(0) = ϕ(π/2) = ϕ(π) = 1/2

(for details, see the proofs of Lemma 2.5 and Proposition 2.12 below). Thus, in partic-
ular, it is not clear whether the minimum of ϕ may be strictly less than 1/2. As already
mentioned, this brings a notable difference from the standard diffusion case.

Lemma 2.5. For every dimension N , we have 0 < νACF
≤ 1/2.
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Proof. The bound from above easily follows by comparing with the value corresponding
to the partition (SN−1,∅): indeed, we have λ1(SN−1) = 0, achieved by u(x, y) ≡ 1, and
λ1(∅) = N , achieved by u(x, y) = y. In order to prove the estimate from below, let us
first observe that, for each (ω1, ω2) ∈ P2, there exist u1, u2 ∈ H

1(SN+) such that ui ≡ 0
on SN−1

\ ωi and

λ1(ωi) =

∫
SN+
|∇T ui |

2 dσ,

∫
SN+
u2
i dσ = 1.

This is a consequence of the compactness of both the embedding H 1(SN+) ↪→ L2(SN+)
and the trace operator from H 1(SN+) to L2(SN−1) (recall that the constraint is continuous
with respect to the L2(SN−1) topology).

Towards a contradiction, suppose that there exists a sequence of 2-partitions (ωn1 , ω
n
2)

∈ P2 such that
γ (λ1(ω

n
1))+ γ (λ1(ω

n
2))→ 0.

Since γ is nonnegative and increasing, we must have λ1(ω
n
i ) → 0 for i = 1, 2, that is,

there exist un1, u
n
2 ∈ H

1(SN+) such that uni ≡ 0 on SN−1
\ ωni and∫

SN+
|∇T u

n
i |

2 dσ → 0, while
∫
SN+
|uni |

2 dσ = 1.

Therefore, up to a subsequence,

un1, u
n
2 ⇀ |S

N
+ |

1/2 in H 1(SN+) and
∫
SN−1

un1u
n
2 dσ = 0,

which are incompatible. ut

Under the previous notation, we can prove the following monotonicity formula.

Theorem 2.6. Let v1, v2 ∈ H
1(B+R (x0, 0)) be continuous functions such that

• v1v2|{y=0} = 0, vi(x0, 0) = 0;
• for every nonnegative φ ∈ C∞0 (BR(x0, 0)),∫

RN+1
+

(−1vi)viφ dx dy +

∫
RN
(∂νvi)viφ dx =

∫
RN+1
+

∇vi · ∇(viφ) dx dy ≤ 0.

Then the function

8(r) :=

2∏
i=1

1

r2νACF

∫
B+r (x0,0)

|∇vi |
2

|X − (x0, 0)|N−1 dx dy

is nondecreasing in r ∈ (0, R).
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Remark 2.7. Since∫
RN+1
+

∇vi · ∇(viφ) dx dy =

∫
RN+1
+

[
|∇vi |

2φ + 1
2∇(vi)

2
· ∇φ

]
dx dy, (2.1)

if v1, v2 satisfy the assumptions of Theorem 2.6 then so do |v1|, |v2|.

By the above remark, we can assume without loss of generality that v1 and v2 are nonneg-
ative. Since the theorem is trivial if either v1 ≡ 0 or v2 ≡ 0, we will prove it when both
v1 and v2 are nonzero. Moreover, by translating and scaling, the theorem can be proved
under the assumption that x0 = 0 and R = 1. We will need some technical lemmas.

Definition 2.8. We define 01 ∈ C1(RN+1
+ ;R+) by

01(X) :=

{
1

|X|N−1 , |X| ≥ 1,
N+1

2 −
N−1

2 |X|
2, |X| < 1.

We also let 0ε(X) = 01(X/ε)ε
1−N , so that as ε → 0, 0ε ↗ 0 = |X|1−N , a multiple of

the fundamental solution of the half-laplacian.

Remark 2.9. Observe that each 0ε is radial and in particular ∂ν0ε = 0 on RN . Moreover,
0ε is superharmonic on RN+1

+ .

Lemma 2.10. Let v1, v2 be as in Theorem 2.6. Then the function

r 7→

∫
B+r

|∇vi |
2

|X|N−1 dx dy (2.2)

is well defined and bounded in any compact subset of (0, 1).

Proof. Let ε, δ > 0 and let ηδ ∈ C∞0 (Br+δ) be a smooth, radial cut-off function such that
0 ≤ ηδ ≤ 1 and ηδ = 1 on Br . Choosing φ = ηδ0ε in the second assumption of the
theorem, and recalling (2.1), we obtain∫
RN+1
+

[
|∇vi |

20ε +
1
2∇(vi)

2
· ∇0ε

]
ηδ dx dy ≤ −

∫
RN+1
+

1
20ε∇(vi)

2
· ∇ηδ dx dy

=

∫ r+δ

r

[
−η′δ(ρ)

∫
∂+B+ρ

0εvi∇vi ·
X

|X|
dσ

]
dρ.

Passing to the limit as δ→ 0 we get, for almost every r ∈ (0, 1),∫
B+r

[
|∇vi |

20ε +
1
2∇(vi)

2
· ∇0ε

]
dx dy ≤

∫
∂+B+r

0εvi∂νvi dσ,

which, combined with the inequality −10ε ≥ 0 tested with v2
i /2, leads to∫

B+r

|∇vi |
20ε dx dy ≤

∫
∂+B+r

(
0εvi∂νvi −

v2
i

2
∂ν0ε

)
dσ.



Uniform Hölder bounds for strongly competing systems 2873

Letting ε→ 0+, by monotone convergence we infer∫
B+r

|∇vi |
2

|X|N−1 dx dy ≤
1

rN−1

∫
∂+B+r

vi
∂vi

∂ν
dσ +

N − 1
2rN

∫
∂+B+r

v2
i dσ, (2.3)

and this proves the lemma. ut

Lemma 2.11. Let v1, v2 be nontrivial functions satisfying the assumptions of Theo-
rem 2.6. Then

2∑
i=1

∫
∂+B+r

|∇vi |
2

|X|N−1 dσ∫
B+r

|∇vi |
2

|X|N−1 dx dy
≥

4
r
νACF. (2.4)

Proof. First we use the estimate (2.3) to bound the left hand side of (2.4) from below:∫
∂+B+r

|∇vi |
2

|X|N−1 dσ∫
B+r

|∇vi |
2

|X|N−1 dx dy
≥

∫
∂+B+r

|∇vi |
2 dσ∫

∂+B+r
vi∂νvi dσ + (N − 1) r2

∫
∂+B+r

v2
i dσ

=
1
r

∫
SN+
|∇v

(r)
i |

2 dσ∫
SN+
v
(r)
i ∂νv

(r)
i dσ + N−1

2

∫
SN+
(v
(r)
i )

2 dσ
,

where v(r)i : S
N−1
+ → R is defined as v(r)i (ξ) = vi(rξ). We now estimate the right hand

side above as follows. The numerator of the last fraction can be written as∫
SN+
|∇v

(r)
i |

2 dσ =

∫
SN+
|∂νv

(r)
i |

2 dσ +

∫
SN+
|∇T v

(r)
i |

2 dσ

=

∫
SN+
|v
(r)
i |

2 dσ


∫
SN+
|∂νv

(r)
i |

2 dσ∫
SN+
|v
(r)
i |

2 dσ︸ ︷︷ ︸
t2

+

∫
SN+
|∇T v

(r)
i |

2 dσ∫
SN+
|v
(r)
i |

2 dσ︸ ︷︷ ︸
R



where R stands for the Rayleigh quotient of v(r)i on SN+ . On the other hand, by the
Cauchy–Schwarz inequality, the denominator may be estimated from above by∫

SN+
v
(r)
i ∂νv

(r)
i dσ +

N − 1
2

∫
SN+
|v
(r)
i |

2 dσ

≤

(∫
SN+
|v
(r)
i |

2 dσ

)1/2(∫
SN+
∂νv

(r)
i dσ

)1/2

+
N − 1

2

∫
SN+
|v
(r)
i |

2 dσ

≤

∫
SN+
|v
(r)
i |

2 dσ

 (
∫
SN+
|∂νv

(r)
i |

2 dσ∫
SN+
|v
(r)
i |

2 dσ

)1/2

︸ ︷︷ ︸
t

+
N − 1

2

 .
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As a consequence, ∫
∂+B+r

|∇vi |
2

|X|N−1 dσ∫
B+r

|∇vi |
2

|X|N−1 dx dy
≥

1
r

min
t∈R+

R+ t2

t + N−1
2

.

A simple computation shows that the minimum is achieved when

t = γ (R) =

√(
N − 1

2

)2

+R−
N − 1

2
,

and it is equal to 2γ (R). Summing over i = 1, 2, we obtain

2∑
i=1

∫
∂+B+r

|∇vi |
2

|X|N−1 dσ∫
B+r

|∇vi |
2

|X|N−1 dx dy
≥

2
r

inf
(ω1,ω2)∈P2

2∑
i=1

γ (λ1(ωi)) =
4
r
νACF,

where the inequality follows by replacing each R with its optimal value, that is, the eigen-
value λ1(ωi). ut

Proof of Theorem 2.6. As already noticed, we may assume that x0 = 0 and R = 1
and that both v1 and v2 are nontrivial and nonnegative. We start by observing that the
function8(r) is positive and absolutely continuous for r ∈ (0, 1), since it is the product of
functions which are positive and absolutely continuous in (0, 1). Therefore, the theorem
follows once we prove that 8′(r) ≥ 0 for almost every r ∈ (0, 1). A direct computation
of the logarithmic derivative of 8 shows that

8′(r)

8(r)
= −

4νACF

r
+

2∑
i=1

∫
∂+B+r

(|∇vi |
2/|X|N−1) dσ∫

B+r
(|∇vi |2/|X|N−1) dx dy

≥ 0,

where the last inequality follows by Lemma 2.11. ut

As we mentioned, Theorem 2.6 will be crucial in proving interior regularity estimates.
We now provide a related result, suitable for treating regularity up to the boundary. Un-
like before, in this case we can show that the optimal exponent in the corresponding
monotonicity formula is exactly γ = 1/2.

Proposition 2.12. Let v ∈ H 1(B+R ) be a continuous function such that

• v1(x, 0) = 0 for x1 ≤ 0;
• for every nonnegative φ ∈ C∞0 (BR),∫

RN+1
+

(−1v)vφ dx dy +

∫
RN
(∂νv)vφ dx =

∫
RN+1
+

∇v · ∇(vφ) dx dy ≤ 0.

Then the function

8(r) :=
1
r

∫
B+r

|∇v|2

|X|N−1 dx dy

is nondecreasing in r ∈ (0, R).
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Proof. Let ω̄ := SN−1
∩ {x1 > 0}, and let v denote the 1/2-homogeneous, harmonic

extension of v(x, 0) =
√
x+1 to RN+1

+ , that is,

v(x, y) =

√√√√√
x2

1 + y
2 + x1

2
.

Since v is positive for y > 0, Remark 2.3 implies that v|SN+ is an eigenfunction associated
to λ1(ω̄), so that

γ (λ1(ω̄)) = 1/2.

But then, reasoning as in the proofs of Lemma 2.11 and Theorem 2.6, we readily obtain

8′(r)

8(r)
≥

2
r

[
−

1
2
+ γ (λ1(ω̄))

]
= 0. ut

2.2. Perturbed ACF formula

We now move from Theorem 2.6 to a perturbed version of the monotonicity formula,
suitable for functions which coexist on the boundary, rather than having disjoint supports.

Theorem 2.13. Let νACF be as in Definition 2.2, and let v1, v2 ∈ H
1
loc(R

N+1
+ ) be contin-

uous functions such that, for every nonnegative φ ∈ C∞0 (R
N+1
+ ) and j 6= i,∫

RN+1
+

(−1vi)viφ dx dy +

∫
RN
(∂νvi + viv

2
j )viφ dx

=

∫
RN+1
+

∇vi · ∇(viφ) dx dy +

∫
RN
v2
i v

2
j φ dx ≤ 0.

Then for any ν′ ∈ (0, νACF) there exists r̄ > 1 such that the function

8(r) :=

2∏
i=1

8i(r)

is nondecreasing in r for r ∈ (r̄,∞), where

8i(r) :=
1
r2ν′

(∫
B+r

|∇vi |
201 dx dy +

∫
∂0B+r

v2
i v

2
j 01 dx

)
with j 6= i.

Remark 2.14. We observe that, analogously to Remark 2.7, the main assumption of
Theorem 2.13 can be equivalently rewritten as∫

RN+1
+

[
|∇vi |

2φ + 1
2∇(vi)

2
· ∇φ

]
dx dy +

∫
RN
v2
i v

2
j φ dx ≤ 0
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for every compactly supported φ ≥ 0. In particular, if v1, v2 satisfy that assumption, so
do |v1|, |v2|. Moreover, reasoning as in the proof of Lemma 2.10, we find that, for every
φ ≥ 0 and almost every r ,∫
B+r

[
|∇vi |

2φ + 1
2∇(vi)

2
· ∇φ

]
dx dy +

∫
∂0B+r

v2
i v

2
j φ dx ≤

∫
∂+B+r

(∂νvi)viφ dσ. (2.5)

The proof of Theorem 2.13 follows the lines of the one of Theorem 2.6.

Lemma 2.15. Let v1, v2 be nontrivial functions satisfying the assumptions of Theorem
2.13. Then, for any r > 1,

2∑
i=1

∫
∂B+r
|∇vi |

201 dσ +
∫
rSN−1 v

2
i v

2
j 01 dσ∫

B+r
|∇vi |201 dx dy +

∫
∂0B+r

v2
i v

2
j 01 dx

≥
2
r

2∑
i=1

γ (3i(r)), (2.6)

where j 6= i and

3i(r) =

∫
SN+
|∇T v

(r)
i |

2 dσ + r
∫
SN−1(v

(r)
i v

(r)
j )2 dσ∫

SN+
|v
(r)
i |

2 dσ

(again, v(r)i : S
N−1
+ → R is such that v(r)i (ξ) = vi(rξ)).

Proof. By choosing φ = 01 (Definition 2.8) in (2.5) we obtain, for a.e. r > 0,∫
B+r

[
|∇vi |

201 +
1
2∇(vi)

2
· ∇01

]
dx dy +

∫
∂0B+r

v2
i v

2
j 01 dx ≤

∫
∂+B+r

vi∂νvi01 dσ.

The superharmonicity of 01 then yields∫
B+r

|∇vi |
201 dx dy +

∫
∂0B+r

v2
i v

2
j 01 dx ≤

∫
∂+B+r

(
vi∂νvi01 −

v2
i

2
∂ν01

)
dσ.

Recalling that r > 1 we can use this estimate to bound from below the left hand side of
(2.6), obtaining∫
∂B+r
|∇vi |

201 dσ +
∫
rSN−1 v

2
i v

2
j 01 dσ∫

B+r
|∇vi |201 dx dy +

∫
∂0B+r

v2
i v

2
j 01 dx

≥
1
r

∫
SN+
|∇v

(r)
i |

2 dσ + r
∫
SN−1(v

(r)
i v

(r)
j )2 dσ∫

SN+
v
(r)
i ∂νv

(r)
i dσ + N−1

2

∫
SN+
(v
(r)
i )

2 dσ
.

We now estimate the right hand side above. The numerator of the last fraction reads∫
SN+
|∇v

(r)
i |

2 dσ + r

∫
SN−1

(v
(r)
i v

(r)
j )2 dσ

=

∫
SN+
|∂νv

(r)
i |

2 dσ +

∫
SN+
|∇T v

(r)
i |

2 dσ + r

∫
SN−1

(v
(r)
i v

(r)
j )2 dσ

=

∫
SN+
|v
(r)
i |

2 dσ


∫
SN+
|∂νv

(r)
i |

2 dσ∫
SN+
|v
(r)
i |

2 dσ︸ ︷︷ ︸
t2

+

∫
SN+
|∇T v

(r)
i |

2 dσ + r
∫
SN−1(v

(r)
i v

(r)
j )2 dσ∫

SN+
|v
(r)
i |

2 dσ︸ ︷︷ ︸
R

 .
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We can bound the denominator as in Lemma 2.11. As a consequence,∫
∂B+r
|∇vi |

201 dσ +
∫
rSN−1 v

2
i v

2
j 01 dσ∫

B+r
|∇vi |201 dx dy +

∫
∂0B+r

v2
i v

2
j 01 dx

≥
1
r

min
t∈R+

R+ t2

t + N−1
2

.

Minimizing with respect to t as in Lemma 2.11 and summing over i = 1, 2, we ob-
tain (2.6). ut

Proof of Theorem 2.13. Without loss of generality, we assume that both v1 and v2 are
nontrivial. As in Theorem 2.6, we will prove that the logarithmic derivative of 8 is non-
negative for any ν′ ∈ (0, νACF) and r sufficiently large. Again, a direct computation
shows that

8′(r)

8(r)
= −

4ν′

r
+

2∑
i=1

∫
∂B+r
|∇vi |

201 dσ +
∫
rSN−1 v

2
i v

2
j 01 dσ∫

B+r
|∇vi |201 dx dy +

∫
∂0B+r

v2
i v

2
j 01 dx

≥
4
r

[
−ν′ +

1
2

2∑
i=1

γ (3(v
(r)
i ))

]
,

and thus it is sufficient to prove that there exists r̄ > 1 such that, for every r > r̄ , the last
term is nonnegative. Of course if 3i(r)→ ∞ for some i then there is nothing to prove;
thus we can suppose that each3i(r) is uniformly bounded. To begin, we observe that, for
r large,

H(r) := ‖v
(r)
i ‖

2
L2(SN+ )

=

∫
SN+
(v
(r)
i )

2 dσ ≥ C > 0. (2.7)

Indeed, the choice of φ ≡ 1 in (2.5) yields

H ′(r) =

∫
SN+
r∂ν(v

2
i )(rξ) dσ ≥ 0,

and since the functions are nontrivial, H cannot be identically 0.
Suppose for contradiction that there exists a sequence rn→∞ such that

1
2

2∑
i=1

γ (3i(rn)) ≤ ν
′ < νACF. (2.8)

We introduce the renormalized sequence

wi,n =
v
(rn)
i

(
∫
SN+
(v
(rn)
i )2 dσ)1/2

, so that ‖wi,n‖L2(SN+ )
= 1.

Recall that 3i(rn) is uniformly bounded, that is,

K ≥ 3i(rn) =

∫
SN+
|∇Twi,n|

2 dσ +

∫
SN−1

rnw
2
i,nw

2
j,n‖v

(rn)
j ‖

2
L2(SN+ )

dσ.



2878 Susanna Terracini et al.

Together with (2.7), this yields∫
SN+
|∇Twi,n|

2 dσ ≤ K and
∫
SN−1

w2
i,nw

2
j,n dσ ≤

1
rn
K ′. (2.9)

Hence there exist w̄i ∈ H 1(SN+) such that, up to a subsequence, wi,nk ⇀ w̄i weakly in
H 1(SN+), with ‖w̄i‖L2(SN+ )

= 1. Moreover, from the weak lower semicontinuity of the
norm,

lim inf
k→∞

3i(rnk ) ≥

∫
SN+
|∇T w̄i |

2 dσ ≥ λ1({w̄i |y=0 > 0}).

From (2.9) we see that w(r)i w
(r)
j → 0 a.e. on SN−1 and w̄iw̄j = 0 on SN−1. This means

that the limit configuration (w1, w2) induces a partition of SN+ for which

lim inf
k→∞

1
2

2∑
i=1

γ (3i(rnk )) ≥ ν
ACF,

in contradiction with (2.8). ut

3. Almgren type monotonicity formulae

In the following, we will be concerned with a number of entire profiles, that is, k-tuples
of functions defined on the whole RN+1

+ , which will be obtained from solutions to prob-
lem (P )β by suitable limiting procedures. This section is devoted to the proof of some
monotonicity formulae of Almgren type, related to such profiles.

3.1. Almgren’s formula for segregated entire profiles

To start with, we consider k-tuples v having components with segregated traces on RN .
In such a situation, on the one hand each component of v, when different from zero,
satisfies a limiting version of (P )β , where the internal dynamics is trivialized; on the
other hand, the interaction between different components is now described by a Pohozaev
type identity. We recall that, in order to prove the Almgren formula, it is sufficient to
require the Pohozaev identity to hold only in spherical domains. Nonetheless, we prefer
to assume its validity in the broader class of cylindrical domains, that is, domains which
are products of spherical and cubic domains. This choice will be useful in classifying the
possible limiting profiles in the process of dimensional reduction.

More precisely, letC+r,l(x0, 0) ⊂ RN+1
+ be any set such that there exists h ∈ N, h ≤ N ,

and a decomposition RN+1
+ = Rh+1

+ ⊕ RN−h such that, writing

RN+1
+ 3 X = (x′, x′′, y) with (x′, y) ∈ Rh+1

+ , x′′ ∈ RN−h,

we have
C+r,l(x0, 0) = B+r (x

′

0, 0)×Ql(x
′′

0 ).

Here, B+r ⊂ Rh+1
+ denotes a half-ball of radius r , and Ql ⊂ RN−h a cube of edge

length 2l.
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Definition 3.1 (Segregated entire profiles). We denote by Gs the set of functions v ∈
H 1

loc(R
N+1
+ ;Rk), v = (v1, . . . , vk) continuous, which satisfy the following assumptions:

(1) vivj |y=0 = 0 for j 6= i;
(2) for every i, {

−1vi = 0 in RN+1
+ ,

vi∂νvi = 0 on RN × {0};
(3.1)

(3) for any x0 ∈ RN and a.e. r, l > 0,∫
C+r,l

(∑
i

2|∇(x′,y)vi |2 − (h+ 1)|∇vi |2
)
dx dy + r

∫
∂+B+r ×Ql

∑
i

|∇vi |
2 dσ

= 2r
∫
∂+B+r ×Ql

∑
i

|∂νvi |
2 dσ − 2

∫
B+r ×∂

+Ql

∑
i

∂νvi∇(x′,y)vi · (x
′
− x′0, y) dσ,

(3.2)

where ∇(x′,y) is the gradient with respect to the directions in Rh+1
+ .

Remark 3.2. Let v ∈ Gs . By choosing h = N in the above definition, we obtain the
spherical Pohozaev identity

(1−N)
∫
B+r

∑
i

|∇vi |
2 dx dy+r

∫
∂+B+r

∑
i

|∇vi |
2 dσ = 2r

∫
∂+B+r

∑
i

|∂νvi |
2 dσ (3.3)

for a.e. r > 0.

For every x0 ∈ RN and r > 0, define

E(x0, r) :=
1

rN−1

∫
B+r (x0,0)

∑
i

|∇vi |
2 dx dy,

H(x0, r) :=
1
rN

∫
∂+B+r (x0,0)

∑
i

v2
i dσ.

Fix x0. Since v ∈ H 1
loc(R

N+1
+ ,Rk), both E and H are locally absolutely continuous

functions on (0,∞), that is, E′, H ′ ∈ L1
loc(0,∞) (here, ′ = d/dr).

Theorem 3.3. Let v ∈ Gs , v 6≡ 0. For every x0 ∈ RN the function (Almgren frequency
function)

N(x0, r) :=
E(x0, r)

H(x0, r)

is well defined on (0,∞), absolutely continuous, nondecreasing, and satisfies

d

dr
logH(r) =

2N(r)
r

. (3.4)

Moreover, if N(r) ≡ γ on an open interval, then N ≡ γ for every r , and v is a homoge-
neous function of degree γ .
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Proof. Up to translation, we may suppose that x0 = 0. Obviously H ≥ 0, and H > 0 on
a nonempty interval (r1, r2), otherwise v ≡ 0. As a consequence, either v is a nontrivial
constant, and the theorem easily follows; or, by harmonicity, v is not constant in the
whole B+r2 , and also E > 0 for r < r2. By passing to the logarithmic derivatives, the
monotonicity of N will be a consequence of the claim

N ′(r)

N(r)
=
E′(r)

E(r)
−
H ′(r)

H(r)
≥ 0 for r ∈ (r1, r2).

Differentiating E and using the Pohozaev identity (3.3), we obtain

E′(r) =
1−N
rN

∫
B+r

∑
i

|∇vi |
2 dx dy +

1
rN−1

∫
∂+B+r

∑
i

|∇vi |
2 dσ

=
2

rN−1

∫
∂+B

+
r

∑
i

|∂νvi |
2 dσ,

while testing (3.1) with vi in B+r and summing over i yields

E(r) =
1

rN−1

∫
B+r

∑
i

|∇vi |
2 dx dy =

1
rN−1

∫
∂+B+r

∑
i

vi∂νvi dσ.

As far as H is concerned, we find

H ′(r) =
2
rN

∫
∂+B+r

∑
i

vi∂νvi dσ.

As a consequence, by the Cauchy–Schwarz inequality,

1
2
N ′(r)

N(r)
=

∫
∂+B+r

∑
i |∂νvi |

2 dσ∫
∂+B+r

∑
i vi∂νvi dσ

−

∫
∂+B+r

∑
i vi∂νvi dσ∫

∂+B+r

∑
i v

2
i dσ

≥ 0 for r ∈ (r1, r2). (3.5)

Moreover, on the same interval,

d

dr
logH(r) =

H ′(r)

H(r)
=

2E(r)
rH(r)

=
2N(r)
r

.

Let us show that we can choose r1 = 0, r2 = ∞. On the one hand, the above equation
implies that if logH(r̄) > −∞, then logH(r) > −∞ for every r > r̄ , so that r2 = ∞.
On the other hand, assume for contradiction that

r1 := inf{r : H(r) > 0 on (r,∞)} > 0.

By monotonicity, we have N(r) < N(2r1) for every r1 < r ≤ 2r1. It follows that

d

dr
logH(r) ≤

2N(2r1)
r

, so
H(2r1)
H(r)

≤

(
2r1
r

)2N(2r1)

,

and since H is continuous, H(r1) > 0, a contradiction.



Uniform Hölder bounds for strongly competing systems 2881

Now, assume N(r) ≡ γ on some interval I . Recalling (3.5), we see that(∫
∂+B+r

∑
i

vi∂νvi dσ

)2

=

∫
∂+B+r

∑
i

v2
i dσ

∫
∂+B+r

∑
i

|∂νvi |
2 dσ,

which is true, by the Cauchy–Schwarz inequality, if and only if v and ∂νv are parallel,
that is,

vi = λ(r)∂νvi =
λ(r)

r
X · ∇vi for every r ∈ I.

Using the definition of N , we obtain γ = r/λ(r) for every r ∈ I , so that

γ vi = X · ∇vi ∀i = 1, . . . , k.

But this is the Euler equation for homogeneous functions, and it implies that v is homo-
geneous of degree γ . Since each vi is also harmonic in RN+1

+ , the homogeneity extends
to the whole of RN+1

+ , yielding N(r) ≡ γ for every r > 0. ut

In a standard way, from Theorem 3.3 we infer that the growth properties of the elements
of Gs are related to their Almgren quotient.

Lemma 3.4. Let v ∈ Gs , and let γ , r̄ and C denote positive constants.

(1) If |v(X)| ≤ C|X − (x0, 0)|γ for every X 6∈ B+r̄ (x0, 0), then N(x0, r) ≤ γ for every
r > 0.

(2) If |v(X)| ≤ C|X − (x0, 0)|γ for every X ∈ B+r̄ (x0, 0), then N(x0, r) ≥ γ for every
r > 0.

Proof. Let v ∈ Gs , and assume the growth condition holds for r ≥ r̄ . Then, for r
large, H(r) ≤ Cr2γ . Towards a contradiction, suppose that there exists R > r̄ such
that N(x0, R) ≥ γ + ε. By monotonicity of N we have

d

dr
logH(r) ≥

2
r
(γ + ε) ∀r ≥ R,

and integrating over (R, r) we find

Cr2(γ+ε)
≤ H(r) ≤ Cr2γ ,

a contradiction for r large enough. On the other hand, if the growth condition holds for
r < r̄ , we can argue in an analogous way, assuming that

d

dr
logH(r) ≤

2(γ − ε)
r

for r small enough and again obtaining a contradiction. ut



2882 Susanna Terracini et al.

Corollary 3.5. If v ∈ Gs is globally Hölder continuous with exponent γ on RN+1
+ , then

it is homogeneous of degree γ with respect to any of its (possible) zeroes, and

Z := {x ∈ RN : v(x, 0) = 0} is an affine subspace of RN .

Furthermore, if γ < 1, then

Z = ∅ ⇔ v is a (nonzero) constant.

Proof. On the one hand, if (x0, 0) ∈ Z , then Lemma 3.4 implies N(x0, r) = γ for
every r , and the first part easily follows. On the other hand, suppose Z = ∅. By conti-
nuity, up to relabeling, we have v1(x, 0) = · · · = vk−1(x, 0) = 0 on RN , so that their
odd extensions across {y = 0} are harmonic and globally Hölder continuous with expo-
nent γ < 1 on the whole of RN+1; but then the classical Liouville theorem implies that
they are all trivial. Finally, by continuity, vk(x, 0) is always different from zero, so that
∂νvk(x, 0) ≡ 0 on RN . As a consequence, the Liouville theorem applies also to the even
extension of vk across {y = 0}, concluding the proof. ut

Remark 3.6. We observe that v = (1, y, 0, . . . , 0) belongs to Gs and it is globally Lip-
schitz continuous, but not homogeneous. This does not contradict Corollary 3.5, as the
zero set is empty.

To conclude this section, we observe that the monotonicity of N(x, r) implies that for
both r small and r large the corresponding limits are well defined.

Lemma 3.7. Let v ∈ Gs . Then

(1) N(x, 0+) is a nonnegative upper semicontinuous function on RN ;
(2) N(x,∞) is constant (possibly∞).

Proof. The first assertion follows because N(x, 0+) is the infimum of continuous func-
tions. On the other hand, let

ν := lim
r→∞

N(0, r) > 0;

we prove the second assertion for ν < ∞, the other case following with minor changes.
Towards a contradiction, suppose that there exists x0 ∈ RN such that supr>0N(x0, r) =

ν − 2ε for some ε > 0. Let r0 > 0 be such that N(0, r0) ≥ ν − ε. Reasoning as in the
proof of Lemma 3.4 we see that when R1, R2 are sufficiently large, both H(x0, R1) ≤

CR
2(ν−2ε)
1 and H(0, R2) ≥ CR

2(ν−ε)
2 . By definition∫

B+R1
(x0,0)\B

+
r0 (x0,0)

∑
i

v2
i dx dy =

∫ R1

r0

H(x0, s)s
N ds ≤ CR

N+2(ν−2ε)
1

and ∫
B+R2

(0,0)\B+r0 (0,0)

∑
i

v2
i dx dy =

∫ R2

r0

H(0, s)sN ds ≥ CRN+2(ν−ε)
2 .
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Now, if we let R1 = R2 + |x0|, we obtain

CR
N+2(ν−ε)
2 ≤

∫
B+R2

(0,0)\B+r0 (0,0)

∑
i

v2
i dx dy

≤

∫
B+r0 (x0,0)

∑
i

v2
i dx dy −

∫
B+r0 (0,0)

∑
i

v2
i dx dy +

∫
B+R1

(x0,0)\B
+
r0 (x0,0)

∑
i

v2
i dx dy

≤ C + C′(R2 + |x0|)
N+2(ν−2ε),

and we find a contradiction for R2 sufficiently large. Exchanging the roles of 0 and x0 we
can conclude the proof. ut

3.2. Almgren’s formula for coexisting entire profiles

We now turn our attention to the case where v is a k-tuple of functions which a priori are
not segregated, but satisfy a boundary equation on RN . In this setting, the validity of the
Pohozaev identities is a consequence of the boundary equation.

Definition 3.8 (Coexisting entire profiles). We denote by Gc the set of functions v ∈
H 1

loc(R
N+1
+ ) which are solutions to{

−1vi = 0 in RN+1
+ ,

∂νvi + vi
∑
j 6=i v

2
j = 0 on RN × {0},

(3.6)

for every i = 1, . . . , k.

Remark 3.9. Of course, if v ∈ H 1
loc(R

N+1
+ ) solves{

−1vi = 0 in RN+1
+ ,

∂νvi + βvi
∑
j 6=i v

2
j = 0 on RN × {0},

for some β > 0, then a suitable multiple of v belongs to Gs .

Lemma 3.10. Let v ∈ Gc. For any x0 ∈ RN and r > 0,

(1−N)
∫
B+r

∑
i

|∇vi |
2 dx dy + r

∫
∂+B+r

∑
i

|∇vi |
2 dσ −N

∫
∂0B+r

∑
i, j<i

v2
i v

2
j dx

+ r

∫
SN−1
r

∑
i, j<i

v2
i v

2
j dσ = 2r

∫
∂+B+r

∑
i

|∂νvi |
2 dσ.

Proof. This follows by testing (3.6) with ∇vi · X in B+r and exploiting some standard
integral identities (see also Lemma 5.2 for a similar proof in a more general case). ut
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As before, we set

E(x0, r) :=
1

rN−1

∫
B+r (x0,0)

∑
i

|∇vi |
2 dx dy +

1
rN−1

∫
∂0B+r (x0,0)

∑
i, j<i

v2
i v

2
j dx,

H(x0, r) :=
1
rN

∫
∂+B+r (x0,0)

∑
i

v2
i dσ.

Theorem 3.11. Let v ∈ Gc. For every x0 ∈ RN the function

N(x0, r) :=
E(x0, r)

H(x0, r)

is nondecreasing, absolutely continuous and strictly positive for r > 0. Moreover,

d

dr
logH(r) ≥

2N(r)
r

.

Proof. The proof runs exactly as the one of Theorem 3.3, by using Lemma 3.10 instead
of equation (3.3). ut

As in the case of segregated profiles, we can state a first consequence of Theorem 3.11.

Lemma 3.12. Let v ∈ Gc, and let γ and C denote positive constants. If |v(X)| ≤
C(1+ |X|γ ) for every X, then N(x,∞) is constant and less than γ .

Proof. Argue as in the proofs of Lemmas 3.4 and 3.7. ut

4. Liouville type theorems

By combining the results obtained in Sections 2 and 3, we are in a position to prove
that nontrivial entire profiles, both segregated and coexisting, exhibit a minimal rate of
growth connected with the Alt–Caffarelli–Friedman exponent νACF. To be precise, the
result concerning coexisting profiles only relies on the arguments developed in Section 2.

Proposition 4.1. Let v ∈ Gc and νACF be defined according to Definitions 3.8 and 2.2. If
for some γ ∈ (0, νACF) there exists C such that

|v(X)| ≤ C(1+ |X|γ )

for every X, then some k − 1 components of v vanish and the remaining one is constant.

Proof. We start by proving that only one component of v can be different from zero.
Suppose that two components, say v1 and v2, are nontrivial. Then |v1|, |v2| fit in the
setting of Theorem 2.13 (recall Remark 2.14). Let r be suitably large, and let η be a
nonnegative, smooth and radial cut-off function supported in B+2r with η = 1 in B+r and
|∇η| ≤ Cr−1, |1η| ≤ Cr−2. Moreover, let 01 be as in Definition 2.8 (in particular, it is
radial and superharmonic). Testing the equation for vi with 01viη we obtain∫
B+2r

|∇vi |
201η dx dy +

∫
∂0B+2r

v2
i v

2
j 01η dx ≤

∫
B+2r\B

+
r

1
2v

2
i [011η + 2∇η · ∇01] dx dy,
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where in the last step we have used the fact that η is constant in B+r . Since 01(X) =

|X|1−N outside B1, and |vi(X)| ≤ Crγ outside a suitable Br̄ , using the notation of The-
orem 2.13 we infer

8i(r) =
1
r2ν′

(∫
B+r

|∇vi |
201 dx dy +

∫
∂0B+r

v2
i v

2
j 01 dx

)
≤

1
r2ν′ · Cr

2γ ,

with C independent of r > r̄ . If we fix γ < ν′ < νACF and possibly take r̄ larger,
Theorem 2.13 states that

0 < 8(r̄) ≤ 8(r) =

2∏
i=1

8i(r) ≤ Cr
4(γ−ν′),

a contradiction for r large enough. Finally, if v1 is the unique nontrivial component of v,
an even extension of v1 through RN is harmonic in RN+1 and bounded everywhere by a
function growing less than linearly, implying that v1 is constant. ut

For segregated entire profiles, the results of Section 3 become crucial.

Proposition 4.2. Let v ∈ Gs and νACF be defined according to Definitions 3.1 and 2.2.

(1) If for some γ ∈ (0, νACF) there exists C such that

|v(X)| ≤ C(1+ |X|γ )

for every X, then k − 1 components of v vanish.
(2) If furthermore v ∈ C0,γ (RN+1

+ ) then the only possibly nontrivial component is con-
stant.

Remark 4.3. We notice that the uniform Hölder continuity of exponent γ required in (2)
readily implies the growth condition in (1), which we need not require explicitly. On the
other hand, from the proof it will be clear that, once k−1 components vanish, (2) follows
by assuming uniform Hölder continuity of any exponent γ ′ ∈ (0, 1), not necessarily
related to νACF.

Proof of Proposition 4.2. To prove (1), we start as above by assuming that there exist two
components, v1 and v2, which are nontrivial. We deduce that they must have a common
zero on RN . As a consequence, we can reason as in the proof of Proposition 4.1, using
Theorem 2.6 (and Remark 2.7) instead of Theorem 2.13, and obtain a contradiction.

Turning to (2), let v denote the only nontrivial component. By Corollary 3.5, the set

Z = {x ∈ RN : v(x, 0) = 0}

is an affine subspace of RN . Now, if Z = RN , then v satisfies{
−1v = 0 in RN+1

+ ,

v = 0 on RN ,
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so that the odd extension of v through {y = 0} is harmonic in RN+1 and bounded every-
where by a function growing less than linearly, implying that v is constant. On the other
hand, if dimZ ≤ N − 1, then {

−1v = 0 in RN+1
+ ,

∂νv = 0 on RN \ Z,

and the even reflection of v through {y = 0} is harmonic in RN+1
\ Z; since Z has null

capacity with respect to RN+1, we infer that v is actually harmonic in RN+1, and the
conclusion follows again since, by assumption, v is bounded everywhere by a function
growing less than linearly. ut

In the same spirit of the previous theorems, we now provide a result concerning single
functions, rather than k-tuples.

Proposition 4.4. Let v ∈ H 1
loc(R

N+1
+ ) be continuous and satisfy
−1v = 0 in RN+1

+ ,

v∂νv ≤ 0 on RN ,
v(x, 0) = 0 on {x1 ≤ 0},

and suppose that for some γ ∈ [0, 1/2) and C > 0,

|v(X)| ≤ C(1+ |X|γ )

for every X. Then v is constant.
Proof. It is trivial to check that v as above fulfills the assumptions of Proposition 2.12.
Now, assuming that v is not constant, we can argue as in the proof of Proposition 4.1 to
obtain a contradiction. ut

To conclude the section, we provide another two theorems of Liouville type concerning
single functions. The first one relies on the construction of a supersolution of a suitable
problem, as in the following lemma.

Lemma 4.5. Let M, δ > 0 be fixed and let h ∈ L∞(∂0B+1 ) with ‖h‖L∞ ≤ δ. Any

nonnegative solution v ∈ H 1(B+1 ) ∩ C(B
+

1 ) to{
−1v ≤ 0 in B+1 ,
∂νv ≤ −Mv + h on ∂0B+1 ,

satisfies

sup
∂0B+1/2

v ≤
1+ δ
M

sup
∂+B+1

v.

Proof. This follows by a simple comparison argument, once one notices that, for any
δ > 0, the function

wδ := δ
1
M
+

1
N

N∑
i=1

2
π

[
π

2
− arctan

(
xi + 1
y + 2/M

)
+
π

2
− arctan

(
1− xi
y + 2/M

)]
satisfies



Uniform Hölder bounds for strongly competing systems 2887


−1wδ = 0 in B+1 ,
∂νwδ ≥ −Mwδ + δ on ∂0B+1 ,

wδ ≥ 1 on ∂+B+1 ,
wδ ≤ (1+ δ)/M in ∂0B+1/2.

For the reader’s convenience, we sketch the argument in the case N = 1, δ = 0.
For notational convenience, denote wM by w. By a straightforward computation, w is

positive and harmonic in R2
+. Using the elementary inequality π

2 − arctan t ≥ 1
1+t for all

t ≥ 0, we can estimate

w(x, 0) ≥
2
π

[
1

1+ M
2 (x + 1)

+
1

1+ M
2 (1− x)

]
.

On the other hand, from t

1+t2 ≤
2

1+t for t ≥ 0, we have

wy(x, 0) ≤
2
π
M

[
1

1+ M
2 (x + 1)

+
1

1+ M
2 (1− x)

]
.

Therefore, ∂νw(x, 0) = −wy(x, 0) ≥ −Mw(x, 0). For (x, y) ∈ B+1 we have

arctan
(

x + 1
y + 2/M

)
+ arctan

(
1− x

y + 2/M

)
≤
π

2
,

that is, w(x, y) ≥ 1 in B+1 . Finally, we observe that w(x, 0), as a function of x, is strictly
convex and even in (−1, 1). Consequently, if |x| ≤ 1/2, using the elementary inequality
π/2− arctan t ≤ 1/t for t ≥ 0, we obtain w(x, 0) ≤ 1/M . ut

Remark 4.6. One of the peculiar difficulties in dealing with fractional operators as com-
pared with the standard local case is due to the slow decay of supersolutions. Indeed, in
the pure laplacian case, it is well known that positive solutions of

−1u ≤ −Mu in B ⊂ RN

exhibit exponential decay, that is, u|B1/2 ≤ e
−

1
2

√
M sup∂B u; see, for instance, [16, 22]. In

contrast, in the previous lemma we proved that nonnegative solutions of

(−1)1/2u ≤ −Mu in B ⊂ RN

exhibit only polynomial decay, that is, u|B1/2 ≤
1
M

supRN\B u. This estimate is sharp,
since 

−1v = 0 in B+,
v ≥ 0 in B+,
∂νv = −Mv on ∂0B+

implies

inf
∂0B+1/2

v ≥
1

1+M
inf
∂+B+

v.

This follows by comparing v and the subsolution w = 1
1+M (1+My) inf∂+B+ v.
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The previous estimate allows us to prove the following.

Proposition 4.7. Let v satisfy {
−1v = 0 in RN+1

+ ,

∂νv = −λv on RN ,

for some λ ≥ 0, and suppose that for some γ ∈ [0, 1) and C > 0,

|v(X)| ≤ C(1+ |X|γ )

for every X. Then v is constant.

Proof. If λ = 0, then using even reflection through {y = 0}, we extend v to a harmonic
function in all RN+1, and we conclude the proof as usual using the growth assumption. If
λ > 0, let either z = v+ or z = v−. In both cases,{

−1z ≤ 0 in RN+1
+ ,

∂νz ≤ −λz on RN .

By translating and scaling, Lemma 4.5 implies that

z(x0, 0) ≤ sup
∂0Br/2(x0,0)

z ≤
1
λr

sup
∂+Br (x0,0)

z ≤ C
1+ rγ

r
.

Letting r →∞ yields the conclusion. ut

Proposition 4.8. Let v satisfy {
−1v = 0 in RN+1

+ ,

∂νv = λ on RN ,

for some λ ∈ R, and suppose that for some γ ∈ [0, 1) and C > 0,

|v(X)| ≤ C(1+ |X|γ )

for every X. Then v is constant.

Proof. For h ∈ RN , let w(x, y) := v(x + h, y)− v(x, y). Then w solves{
−1w = 0 in RN+1

+ ,

∂νw = 0 on RN ,

and, as usual, we can reflect and use the growth condition to infer that w has to be con-
stant, that is, v(x + h, y) = ch + v(x, y). Differentiating this expression in xi , we find
that

v(x, y) =

k∑
i=1

ci(y)xi + c0(y).

Using again the growth condition, we see that ci ≡ 0 for i = 1, . . . , k, while c0 is
constant. Consequently, λ = 0. ut
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5. Some approximation results

In the following, we want to apply the Liouville type theorems obtained in the previous
section to suitable limiting profiles, obtained from solutions to the problem{

−1vi = 0 in B+,
∂νvi = fi,β(vi)− βvi

∑
j 6=i v

2
j on ∂0B+,

(P )β

through some blow-up and blow-down procedures. From this point of view we have seen
that, in the case of segregated entire profiles, the key property is the validity of some
Pohozaev identities, which imply that the Almgren formula holds. In this section we prove
that such identities can be obtained by passing to the limit in the corresponding identities
for (P )β , under suitable assumptions about the convergence. To be more precise, we will
prove the following.

Proposition 5.1. Let vn ∈ H 1(B+rn) solve problem (P )βn on B+rn , n ∈ N, and let v ∈

H 1
loc(R

N+1
+ ) be such that, as n→∞,

(1) βn→∞;
(2) rn→∞;
(3) for every compact K ⊂ RN+1

+ , vn→ v in H 1(K) ∩ C(K);
(4) the continuous functions fi,βn are such that, for every m̄ > 0,

|fi,βn(s)| ≤ Cn(m̄) for |s| < m̄,

where Cn(m̄)→ 0.

Then v ∈ Gs .

We start by stating the basic identities for problem (P )β . We recall that SN−1
r denotes the

(N − 1)-dimensional boundary of ∂0B+r in RN .

Lemma 5.2 (Pohozaev identity). Let v ∈ H 1(B+) solve problem (P )β onB+. For every
B+r := B

+
r (x0, 0) ⊂ B+ the following Pohozaev identity holds:

(1−N)
∫
B+r

∑
i

|∇vi |
2 dx dy + r

∫
∂+B+r

∑
i

|∇vi |
2 dσ

+ 2N
∫
∂0B+r

∑
i

Fi,β(vi) dx −Nβ

∫
∂0B+r

∑
i, j<i

v2
i v

2
j dx − 2r

∫
SN−1
r

∑
i

Fi,β(vi) dσ

+ rβ

∫
SN−1
r

∑
i, j<i

v2
i v

2
j dσ = 2r

∫
∂+B+r

∑
i

|∂νvi |
2 dσ.

Proof. Let the functions vi solve problem (P )β . Up to translation we assume that x0=0.
By multiplying the equation by X · ∇vi and integrating by parts over B+r , we obtain∫

B+r

∇vi · ∇(X · ∇vi) dx dy = r

∫
∂+B+r

|∂νvi |
2 dσ +

∫
∂0B+r

(∂νvi)(x · ∇xvi) dx.



2890 Susanna Terracini et al.

Using the identity

∇vi · ∇(X · ∇vi) = |∇vi |
2
+X · ∇

( 1
2 |∇vi |

2)
and again integrating by parts, we can write the right hand side as∫

B+r

∇vi · ∇(X · ∇vi) dx dy =
1−N

2

∫
B+r

|∇vi |
2 dx dy +

r

2

∫
∂+B+r

|∇vi |
2 dσ,

and this yields

1−N
2

∫
B+r

|∇vi |
2 dx dy +

r

2

∫
∂+B+r

|∇vi |
2 dσ −

∫
∂0B+r

fi,β(vi)(x · ∇xvi) dx

+
β

2

∫
∂0B+r

(x · ∇xv
2
i )
∑
j 6=i

v2
j dx = r

∫
∂+B+r

|∂νvi |
2 dσ.

Summing the identities for i = 1, . . . , k we obtain

1−N
2

∫
B+r

∑
i

|∇vi |
2 dx dy +

r

2

∫
∂+B+r

∑
i

|∇vi |
2 dσ

−

∫
∂0B+r

(x ·∇x)
∑
i

Fi,β(vi) dx+
β

2

∫
∂0B+r

(x ·∇x)
∑
i, j<i

v2
i v

2
j dx = r

∫
∂+B+r

∑
i

|∂νvi |
2 dσ.

(5.1)

The integrals over ∂0B+r can be further simplified: by an application of the divergence
theorem on RN we have∫
∂0B+r

(x · ∇x)
∑
i, j<i

v2
i v

2
j dx =

∫
∂0B+r

div
(
x
∑
i, j<i

v2
i v

2
j

)
dx −

∫
∂0B+r

div x
∑
i, j<i

v2
i v

2
j dx

= r

∫
SN−1
r

∑
i, j<i

v2
i v

2
j dσ −N

∫
∂0B+r

∑
i, j<i

v2
i v

2
j dx

and ∫
∂0B+r

(x · ∇x)
∑
i

Fi,β(vi) dx

=

∫
∂0B+r

div
(
x
∑
i

Fi,β(vi)
)
dx −

∫
∂0B+r

div x
∑
i

Fi,β(vi) dx

= r

∫
rSN−1

∑
i

Fi,β(vi) dσ −N

∫
∂0B+r

∑
i

Fi,β(vi) dx;

the lemma follows by substituting this into (5.1). ut

In a similar way, it is possible to prove the Pohozaev identities in cylinders (we use the
notation introduced at the beginning of Section 3.1).
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Lemma 5.3 (Pohozaev identity in cylinders). Let v ∈ H 1(B+) solve problem (P )β . For
every x ∈ ∂0B+ and r, l > 0 such that C+r,l ⊂ B

+ the following Pohozaev identity holds:∫
C+r,l

(∑
i

2|∇(x′,y)vi |2 − (h+ 1)|∇vi |2
)
dx dy + r

∫
∂+B+r ×Ql

∑
i

|∇vi |
2 dσ

+ 2h
∫
∂0C+r,l

∑
i

Fi,β(vi) dx − hβ

∫
∂0C+r,l

∑
i, j<i

v2
i v

2
j dx

− 2r
∫
Sh−1
r ×Ql

∑
i

Fi,β(vi) dσ + rβ

∫
Sh−1
r ×Ql

∑
i, j<i

v2
i v

2
j dσ

= 2r
∫
∂+B+r ×Ql

∑
i

|∂νvi |
2 dσ − 2

∫
B+r ×∂

+Ql

∑
i

∂νvi∇(x′,y)vi · (x
′, y) dσ,

where ∇(x′,y) is the gradient with respect to the directions in Rh+1
+ .

Remark 5.4. Even though the above Pohozaev identities are enough for our purposes,
we point out that they are nothing but special cases of a more general class of identities,
namely the domain variation formulas (see for instance [19]). They may be obtained
by testing the equation of (P )β with ∇v · Y in a smooth domain ω ⊂ RN+1

+ , where
Y ∈ C1(RN+1

+ ;RN+1
+ ) is a smooth vector field such that Y |y=0 ∈ C1(RN ;RN ).

To proceed, we need the following standard result.
Lemma 5.5. Let f, λ ∈ L∞(∂0B+). If w ∈ H 1(B+) is a solution to{

−1w = 0 in B+,
∂νw = f − λw on ∂0B+,

then |w| ∈ H 1(B+) and for any φ ∈ H 1(B+) with φ|∂+B+ = 0 and φ ≥ 0,∫
B+
∇|w| · ∇φ dx dy −

∫
∂0B+

(|f | − λ|w|)φ dx ≤ 0.

Proof. Let gε(s) =
√
s2 + ε ∈ C∞(R) be such that gε(s)→ |s| and g′ε(s)→ sgn(s). By

the Stampacchia lemma,
gε(w)→ |w| in H 1(B+),

while, by Lebesgue’s theorem,

g′ε(w)w→ |w| in L2(∂0B+).

Thus, for any φ ∈ H 1(B+) with φ|∂+B+ = 0 and φ ≥ 0, we have∫
B+
∇gε(w) · ∇φ dx dy −

∫
∂0B+

g′ε(w)(f − λw)φ dx

=

∫
B+
g′ε(w)∇w · ∇φ dx dy −

∫
∂0B+

g′ε(w)∂νwφ dx

=

∫
B+
− div(g′ε(w)∇w)φ dx dy =

∫
B+

(
−g′′ε (w)|∇w|

2
− g′ε(w)1w

)
φ dx dy ≤ 0.

Letting ε→ 0 we obtain the lemma. ut
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Going back to the notation of Proposition 5.1, we have the following lemma.

Lemma 5.6. For every compact subset K of RN ,

lim
n→∞

βn

∫
K

v2
i,n

∑
j 6=i

v2
j,n dx = 0.

Moreover, for every x0 ∈ RN and almost every r > 0,

βn

∫
SN−1
r

v2
i,n

∑
j 6=i

v2
j,n dσ → 0.

Proof. Let η ∈ C∞0 (Br) be a positive smooth cut-off function with η ≡ 1 on K . Taking
into account Lemma 5.5, we obtain

0 ≤ βn

∫
K

|vi,n|
∑
j 6=i

v2
j,n dx ≤

∫
∂0B+r

(|fi,n|η − |vi,n|∂νη) dx +

∫
B+r

|vi,n|1η dx dy ≤ C.

In particular, on the one hand this implies that

βn

∫
K

|vi,n|
∑
j 6=i

v2
j,n dx ≤ C,

while on the other hand, by passing to the limit, we infer that {vi = 0}∪{vj = 0} contains
K for any i 6= j . As a consequence, each term in the sum can be estimated as follows:

βn

∫
K

v2
i,nv

2
j,n dx ≤ βn

∫
K∩{vi=0}

v2
i,nv

2
j,n dx + βn

∫
K∩{vj=0}

v2
j,nv

2
i,n dx

≤ ‖vi,n‖L∞(K∩{vi=0})βn

∫
K∩{vi=0}

|vi,n|v
2
j,n dx

+ ‖vj,n‖L∞(K∩{vj=0})βn

∫
K∩{vj=0}

|vj,n|v
2
i,n dx → 0,

and the first conclusion follows by summing over all j 6= i. The second conclusion
follows by applying Fubini’s theorem to the first when K = ∂0B+R . ut

Proof of Proposition 5.1. First we notice that, by Lemma 5.6, vivj ≡ 0 for all i 6= j .
Moreover, since the uniform limit of harmonic functions is harmonic, 1vi = 0 on RN+1

+ .
In order to obtain (3.1), we observe that, for any η ∈ C∞0 (R

N ),∫
RN
vi,n∂νvi,nφ dx =

∫
RN

(
vi,nfi,βn(vi,n)− βnv

2
i,n

∑
j 6=i

v2
j,n

)
φ dx → 0

by assumption (4) and Lemma 5.6. Finally, to prove that (3.2) holds, we are going to show
that, for every x0 ∈ RN and almost every r > 0, the Pohozaev identity of Lemma 5.2
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passes to the limit (the general case following by analogous arguments). Let us group the
terms of the identity as

(1−N)
∫
B+r

∑
i

|∇vi,n|
2 dx dy︸ ︷︷ ︸

An

+ r

∫
∂+B+r

∑
i

|∇vi,n|
2 dσ︸ ︷︷ ︸

B1
n

+ 2N
∫
∂0B+r

∑
i

Fi,n(vi,n) dx − 2r
∫
SN−1
r

∑
i

Fi,n(vi,n) dσ︸ ︷︷ ︸
In

−Nβn

∫
∂0B+r

∑
i, j<i

v2
i,nv

2
i,n dx + rβ

∫
SN−1
r

∑
i, j<i

v2
i,nv

2
j,n dσ︸ ︷︷ ︸

Cn

= 2r
∫
∂+B+r

∑
i

|∂νvi,n|
2 dσ.︸ ︷︷ ︸

B2
n

On the one hand, by strong H 1
loc convergence,

An→ (1−N)
∫
B+r

∑
i

|∇vi |
2 dx dy.

Moreover, both In → 0 (by assumption (4)) and Cn → 0 for a.e. r (by Lemma 5.6). We
claim that

lim
n→∞

B1
n = r

∫
∂+B+r

∑
i

|∇vi |
2 dσ and lim

n→∞
B2
n = 2r

∫
∂+B+r

∑
i

|∂νvi |
2 dσ

in L1
loc[0,∞); in particular, this will imply convergence for a.e. r . Let us prove the former

limit, which implies the latter. The strong convergence vn → v in H 1
loc(R

N+1
+ ) implies

that ∫ R

0

∫
∂+B+r

∑
i

|∇vi,n −∇vi |
2 dσ dr → 0,

so that
∫
∂+B+r

|∇vi,n|
2 dσ →

∫
∂+B+r

|∇vi,n|
2 dσ for a.e. r and there exists an integrable

function f ∈ L1(0, R) such that, up to a subsequence,∫
∂+B+r

|∂νvi,nk |
2 dσ ≤

∫
∂+B+r

|∇vi,nk |
2 dσ ≤ f (r) a.e. r ∈ (0, R)

for every i = 1, . . . , k. We can then use the Dominated Convergence Theorem. Since
every subsequence of {vn}n∈N has a convergent subsubsequence, and the limit is the same,
we deduce the convergence for the entire approximating sequence. ut
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6. Local C0,α uniform bounds, α small

In this section we begin our regularity analysis with a first partial result. We will obtain a
localized version of uniform Hölder regularity for solutions to problem (P )β (introduced
on page 2889), when the Hölder exponent is sufficiently small. We recall that, here and
in the following, the functions fi,β are assumed to be continuous and uniformly bounded,
with respect to β, on bounded sets.

Remark 6.1. By standard regularity results (see for instance [28]), we know that for all
r < 1, α ∈ (0, 1) and m̄, β̄ > 0, there exists a constant C = C(r, α, m̄, β̄) such that

‖vβ‖C0,α(B+r )
≤ C

for every solution vβ of problem (P )β on B+1 satisfying

β ≤ β̄ and ‖vβ‖L∞(B+1 ) ≤ m̄.

The main result of this section is the following.

Theorem 6.2. Let {vβ}β>0 ⊂ H
1(B+1 ) be a family of solutions to problem (P )β on B+1

such that
‖vβ‖L∞(B+1 ) ≤ m̄

with m̄ independent of β. Then for every α ∈ (0, νACF) there exists a constant C =
C(m̄, α), not depending on β, such that

‖vβ‖C0,α(B+1/2)
≤ C.

Furthermore, {vβ}β>0 is relatively compact inH 1(B+1/2)∩C
0,α(B+1/2) for each α < νACF.

Remark 6.3. Even though we prove it in B+1/2, Theorem 6.2 also holds with B+1/2 re-
placed by K ∩ B+1 for every compact set K ⊂ B1.

To ease notation, we writeB+ = B+1 . Inspired by [22, 30], we develop a blow-up analysis.
First, let η denote a smooth function such that

η(X) = 1, 0 ≤ |X| ≤ 1/2,
0 < η(X) ≤ 1, 1/2 ≤ |X| ≤ 1,
η(X) = 0, |X| = 1

(6.1)

(in particular, η vanishes on ∂+B+ but is strictly positive on ∂0B+). We will prove that

‖ηv‖C0,α(B+)
≤ C,

and the theorem will follow by the regularity of η.
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Assume for contradiction the existence of sequences {βn}n∈N and {vn}n∈N solving
(P )βn such that

Ln := max
i=1,...,k

max
X′ 6=X′′∈B+

|(ηvi,n)(X
′)− (ηvi,n)(X

′′)|

|X′ −X′′|α
→∞

for some α ∈ (0, νACF), which we consider to be fixed from now on. By Remark 6.1
we readily infer that βn → ∞. Moreover, up to relabeling, we may assume that Ln is
achieved for i = 1 and a sequence of points (X′n, X

′′
n) ∈ B

+ × B+. We start by proving
some properties of such sequences.

Lemma 6.4. Let X′n 6= X
′′
n and rn := |X′n −X

′′
n| satisfy

Ln = |(ηv1,n)(X
′
n)− (ηvi,n)(X

′′
n)|/r

α
n .

Then, as n→∞,

(1) rn→ 0;
(2) dist(X′n, ∂

+B+)/rn→∞ and dist(X′′n, ∂
+B+)/rn→∞.

Proof. By the uniform control on ‖vn‖L∞ we have

Ln ≤
m̄

rαn
(η(X′n)+ η(X

′′
n)),

which immediately implies rn→ 0. Since η vanishes on ∂+B+, we have

η(X) ≤ ` dist(X, ∂+B+)

for every X ∈ B+, where ` denotes the Lipschitz constant of η. As a consequence, the
first inequality of the proof becomes

dist(X′n, ∂
+B+)

rn
+

dist(X′′n, ∂
+B+)

rn
≥
Lnr

α−1
n

m̄`
→∞

(recall that α < 1), and the lemma follows by recalling that dist(X′n, X
′′
n) = rn. ut

Our analysis is based on two different blow-up sequences, one having uniformly bounded
Hölder quotients, the other satisfying a suitable problem. Let {Pn}n∈N ⊂ B+, |Pn| < 1,
be a sequence of points, to be chosen later. We write

τnB
+
:=

B+ − Pn

rn
.

Note that τnB+ is a hemisphere, not necessarily centered on the hyperplane {y = 0}. We
introduce the sequences

wi,n(X) := η(Pn)
vi,n(Pn + rnX)

Lnrαn
and w̄i,n(X) :=

(ηvi,n)(Pn + rnX)

Lnrαn
,

where X ∈ τnB+. With this choice, on the one hand it follows immediately that, for
every i,

|w̄i,n(X
′)− w̄i,n(X

′′)|

|X′ −X′′|α
≤

∣∣∣∣w̄1,n

(
X′n − Pn

rn

)
− w̄1,n

(
X′′n − Pn

rn

)∣∣∣∣ = 1,
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in such a way that the functions {w̄n}n∈N share a uniform bound on the Hölder seminorm,
and at least their first components are not constant. On the other hand, since η(Pn) > 0,
each wn solves{

−1wi,n = 0 in τnB+,
∂νwi,n = fi,n(wi,n)−Mnwi,n

∑
j 6=i w

2
j,n on τn∂0B+,

(6.2)

with fi,n(s) = η(Pn)r1−α
n L−1

n fi,βn(Lnr
α
n s/η(Pn)) and Mn = βnL

2
nr

2α+1
n /η(Pn)

2.

Remark 6.5. The uniform bound of ‖vβ‖L∞ implies that

sup
τn∂0B+

|fi,n(wi,n)| = η(Pn)r
1−α
n L−1

n sup
∂0B+
|fi,βn(vi,n)| ≤ C(m̄)r

1−α
n L−1

n → 0

as n→∞.

A crucial property is that the two blow-up sequences defined above have asymptotically
equivalent behavior, as demonstrated in the following lemma.

Lemma 6.6. Let K ⊂ RN+1 be compact. Then

(1) max
X∈K∩τnB+

|wn(X)− w̄n(X)| → 0;

(2) there exists C, only depending on K , such that |wn(X) − wn(0)| ≤ C for every
X ∈ K .

Proof. Again, this is a consequence of the Lipschitz continuity of η and of the uniform
boundedness of {vβ}β . Indeed, for every i = 1, . . . , k,

|wi,n(X)− w̄i,n(X)| ≤ m̄r
−α
n L−1

n |η(Xn + rnX)− η(Xn)| ≤ `m̄r
1−α
n L−1

n |X|,

and the right hand side vanishes as n→∞, implying the first part. Moreover, by defini-
tion, wn(0) = w̄n(0), and |w̄n(X) − w̄n(0)| ≤ C|X|α for every X ∈ τnB+. But then we
can conclude the proof by noticing that

|wn(X)− wn(0)| ≤ |wn(X)− w̄n(X)| + |w̄n(X)− w̄n(0)|

and applying the first part. ut

Lemma 6.7. Let, up to a subsequence, �∞ := lim τnB
+ and let

Wn(X) := wn(X)− wn(0) and W̄n(X) := w̄n(X)− w̄n(0).

Then there exists a function W ∈ C0,α(�∞) which is harmonic and such that Wn → W
and W̄n→W uniformly on every compact setK ⊂ �∞. Moreover, if we choose {Pn}n∈N
such that |X′n − Pn| < Crn for some constant C and for every n, then W is nonconstant.
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Proof. Let K ⊂ �∞ be any fixed compact set. Then, by definition, K is contained in the
half-sphere τnB+ for every n sufficiently large. By definition, {W̄n}n∈N is a sequence of
functions which share the same C0,α-seminorm and are uniformly bounded on K , since
W̄n(0) = 0. By the Ascoli–Arzelà theorem, there exists a function W ∈ C(K) which, up
to a subsequence, is the uniform limit of {W̄n}n∈N; taking a countable compact exhaustion
of �∞ we find that W̄n → W uniformly on every compact set. By Lemma 6.6, we also
find that Wn → W, and since the uniform limit of harmonic function is harmonic, we
conclude that W is harmonic. Let X, Y ∈ �∞. By definition, there exists n0 ∈ N such
that X, Y ∈ τnB+ for every n ≥ n0, and so

|W̄n(X)− W̄n(Y )| ≤
√
k |X − Y |α for every n ≥ n0.

Letting n → ∞, we obtain W ∈ C0,α(�∞). Now fix C > 0, and choose {Pn}n∈N such
that |X′n − Pn| < Crn. Then, up to a subsequence,

X′n − Pn

rn
→ X′ and

X′′n − Pn

rn
→ X′′,

where X′, X′′ ∈ BC+1 ∩�∞. Therefore, by equicontinuity and uniform convergence,∣∣∣∣W̄1,n

(
X′n − Pn

rn

)
− W̄1,n

(
X′′n − Pn

rn

)∣∣∣∣ = 1, so |W1(X
′)−W1(X

′′)| = 1,

and the lemma follows. ut

In Lemma 6.4 we have shown that X′n, X′′n cannot accumulate too fast towards ∂+B+.
Now we can prove that they converge to ∂0B+.

Lemma 6.8. There exists C > 0 such that, for every n sufficiently large,

dist(X′n, ∂
0B+)+ dist(X′′n, ∂

0B+)

rn
≤ C.

Proof. Assuming otherwise and taking into account the second part of Lemma 6.4 yields

dist(X′n, ∂B
+)+ dist(X′′n, ∂B

+)

rn
→∞.

Choosing Pn = X′n in the definition of wn, w̄n, we can apply Lemma 6.7. First of all,
we notice that τnB+ → �∞ = RN+1. But then W as in the aforementioned lemma is
harmonic, globally Hölder continuous on RN+1 and nonconstant, in contradiction with
the Liouville theorem. ut

Now we can choose Pn in the definition of wn, w̄n: from now on we set

Pn := (x
′
n, 0),

where as usual X′n = (x′n, y
′
n). With this choice, it is immediate that τnB+ → �∞

= RN+1
+ , and that all the above results, and in particular Lemma 6.7, apply. This last fact

follows from Lemma 6.8, since Crn ≥ dist(X′n, ∂
0B+) = |X′n − Pn|.

Our next aim is to prove that {wn}n∈N, {w̄n}n∈N are uniformly bounded. This will be
done in a series of lemmas.
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Lemma 6.9. Under the previous blow-up configuration, if w̄i,n(0) → ∞ for some i,
then

Mnw
2
i,n(0) = Mnw̄

2
i,n(0) ≤ C

for a constant C independent of n. In particular, Mn→ 0.

Proof. Fix r > 0, and let B+2r be the half-ball of radius 2r; by Lemma 6.8, for n suffi-
ciently large we have B+2r ⊂ τnB

+. Since the sequence {w̄n}n∈N consists of continuous
functions with the same C0,α-seminorm, we have infB+2r |w̄i,n| → ∞. Furthermore, by
Lemma 6.6, infB+2r |wi,n| → ∞ as well.

Towards a contradiction, assume that

In := inf
∂0B+2r

Mnw
2
i,n→∞.

We first show that for j 6= i, both {wj,n}n∈N and {w̄j,n}n∈N are bounded in B+2r . We recall
that |wj,n| is a subsolution of problem (6.2). More precisely, by Lemma 5.5,∫

B+2r

∇|wj,n| · ∇ϕ dx dy −

∫
∂0B+2r

(‖fj,n‖L∞(B2r ) − In|wj,n|)ϕ dx ≤ 0 (6.3)

for every ϕ ∈ H 1
0 (B2r), ϕ ≥ 0. Setting ϕ = η2

|wj,n| with η ∈ C∞0 (B2r), we obtain∫
B+2r

(
|∇(η|wj,n|)|

2
− |∇η|2|wj,n|

2) dx dy + In ∫
∂0B+2r

η2
|wj,n|

2 dx

≤ ‖fj,n‖L∞

∫
∂0B+2r

η2
|wj,n| dx.

As a consequence,

In

∫
∂0B+2r

η2
|wj,n|

2 dx ≤

∫
B+2r

|∇η|2|wj,n|
2 dx dy + ‖fj,n‖L∞

∫
∂0B+2r

η2
|wj,n| dx

≤ sup
B+2r

|wj,n|
2
∫
B+2r

|∇η|2 dx dy + ‖fj,n‖L∞

∫
∂0B+2r

η2 1
2 (1+ |wj,n|

2) dx

≤ sup
B+2r

|wj,n|
2
(∫

B+2r

|∇η|2 dx dy + C(r)‖fj,n‖L∞

)
+ C(r)‖fj,n‖L∞ , (6.4)

where, by Remark 6.5, C(r)‖fj,n‖L∞ → 0. On the other hand, using again the uniform
Hölder bounds for {w̄n}n∈N and the uniform control given by Lemma 6.6, we infer

In

∫
∂0B+2r

η2
|wj,n|

2 dx ≥ In inf
∂0B+2r

|wj,n|
2
∫
∂0B+2r

η2 dx

≥ CIn

(
sup
B+2r

|wj,n|
2
− (2r)2α

) ∫
∂0B+2r

η2 dx. (6.5)
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Combining (6.4) with (6.5) we deduce the uniform boundedness of sup∂+B+2r |wj,n| for
j 6= i. By (6.3), the variational counterpart of Lemma 4.5 implies

|wj,n| ≤
C

In
sup
∂+B+2r

|wj,n| on ∂0B+r (6.6)

for a constant C independent of n. From the uniform bound it follows that wj,n → 0
uniformly in ∂0B+r for every r > 0, and the same is true for w̄j,n, j 6= i; in particular,
since |w̄1,n(τnX

′
n)− w̄1,n(τnX

′′
n)| = 1, we deduce that necessarily i = 1.

Now, w1,n satisfies∫
B+r

∇w1,n · ∇ϕ dx dy =

∫
∂0B+r

(
f1,n −Mnw1,n

∑
j 6=1

w2
j,n

)
ϕ dx

for every ϕ ∈ H 1
0 (Br). From the previous estimates and the definition of In we find∣∣∣∣f1,n −Mnw1,n

∑
j 6=1

w2
j,n

∣∣∣∣ ≤ ‖f1,n‖L∞ +Mn(|w1,n|
2
+ 1)

∑
j 6=1

w2
j,n

≤ ‖f1,n‖L∞ + C
In +Mn(r

2α
+ 1)

I 2
n

→ 0

on ∂0B+r , and this holds for every r . As a consequence, we can define {Wn}n∈N as in
Lemma 6.7, deducing thatW1,n converges toW1, which is a nonconstant, globally Hölder
continuous function on RN+1

+ which satisfies{
−1W1 = 0 in RN+1

+ ,

∂νW1 = 0 on RN .

But then the even extension ofW1 through {y = 0} contradicts the Liouville theorem. ut

Lemma 6.10. In the previous blow-up setting, if there exists i such that w̄i,n(0) → ∞,
then for every r there exists a constant C = C(r), independent of n, such that

Mn|wi,n(0)|
∫
∂0B+r

∑
j 6=i

w2
j,n dx ≤ C.

Proof. Fix r > 1. Multiplying (6.2) by wi,n and integrating on B+r we obtain the identity∫
B+r

|∇wi,n|
2 dx dy +

∫
∂0B+r

(
−fi,nwi,n +Mnw

2
i,n

∑
j 6=i

w2
j,n

)
dx =

∫
∂+B+r

wi,n∂νwi,n dσ.

Define

Ei(r) :=
1

rN−1

(∫
B+r

|∇wi,n|
2 dx dy +

∫
∂0B+r

(
−fi,nwi,n +Mnw

2
i,n

∑
j 6=i

w2
j,n

)
dx
)
,

Hi(r) :=
1
rN

∫
∂+B+r

w2
i,n dσ.
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A straightforward computation shows that Hi ∈ AC(r/2, r) and

H ′i (r) =
2
r
Ei(r).

In particular, integrating from r/2 to r , we obtain the identity

Hi(r)−Hi

(
r

2

)
=

∫ r

r/2

2
s
Ei(s) ds. (6.7)

If r is suitably chosen, and n is large, after a scaling in the definition ofHi we see that the
left hand side of (6.7) can be written as

Hi(r)−Hi

(
r

2

)
=

∫
∂+B+

[
w2
i,n(rx)− w

2
i,n

(
r

2
x

)]
dσ

=

∫
∂+B+

[
wi,n(rx)− wi,n

(
r

2
x

)][
wi,n(rx)+ wi,n

(
r

2
x

)]
dσ

≤ C(r)(|wi,n(0)| + 1),

where we have used the first part of Lemma 6.6 to estimate the difference in the integral
above, and the second part of the same lemma for the sum. In a similar way, we obtain a
lower bound of the right hand side of (6.7):

1
r

∫ r

r/2

2
s
Ei(s)ds ≥ min

s∈[r/2,r]

1
s
Ei(s)

≥ Mn min
s∈[r/2,r]

1
sN

∫
∂0B+s

∑
j 6=i

w2
i,nw

2
j,n dx − max

s∈[r/2,r]

1
sN

∫
∂0B+s

|fi,nwi,n| dx

≥ C(r) ·

[
Mnw

2
i,n(0)

∫
∂0B+

r/2

w2
i,n

w2
i,n(0)

∑
j 6=i

w2
j,n dx − ‖fj,n‖L∞(|wi,n(0)| + 1)

]
,

where C(r)‖fj,n‖L∞ → 0 as n → ∞. Putting the two estimates together and recalling
that Mn is bounded, while wi,n(x)/wi,n(0)→ 1 uniformly, we find

Mnw
2
i,n(0)

∫
∂0B+

r/2

∑
j 6=i

w2
j,n dx ≤ C(r)(|wi,n(0)| + 1).

The conclusion follows by dividing by |wi,n(0)| and using the uniform control of
{wi,n}n∈N and {w̄i,n}n∈N, and the assumption that |w̄i,n(0)| → ∞. ut

Lemma 6.11. Suppose {wn(0)}n∈N is unbounded. If {wi,n(0)}n∈N is bounded, then

wi,n→ 0 uniformly on compact sets.

In particular, {w1,n(0)}n∈N is unbounded.
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Proof. By Lemma 6.9, Mn → 0. Let i be such that {wi,n(0)}n∈N is bounded. Reasoning
as in the proof of Lemma 6.7, we find that both wi,n and w̄i,n converge to some wi ,
uniformly on compact sets. Furthermore, wi is harmonic, globally Hölder continuous,
and nonconstant in the possible case i = 1. We claim that there exists a constant λ ≥ 0
such that

∂νwi,n = fi,n −Mnwi,n
∑
j 6=i

w2
j,n→−λwi

uniformly on compact sets. This, combined with Proposition 4.7, proves the lemma.
To prove the claim, let first j 6= i be such that w̄j,n(0) is unbounded. From Lemma

6.10 we see that Mnw̄
2
j,n(0) is bounded. Moreover, by uniform Hölder bounds,

Mn|w̄
2
j,n(x, 0)− w̄2

j,n(0, 0)| ≤ Mnw̄
2
j,n(0, 0)︸ ︷︷ ︸

≤C (Lemma 6.9)

∣∣∣∣ w̄2
j,n(x, 0)

w̄2
j,n(0, 0)

− 1
∣∣∣∣→ 0,

since w̄j,n(x)/w̄j,n(0)→ 1 uniformly, implying Mnw̄
2
j,n(x, 0)→ λj ≥ 0.

Let now j 6= i be such that w̄j,n(0) is bounded. Then, again by uniform convergence,

Mnw̄i,nw̄
2
j,n→ 0

uniformly on every compact set. It follows that

fi,n −Mnw̄i,n
∑
j 6=i

w̄2
j,n→−λwi

uniformly on every compact set, and the same limit holds for {wi,n}n∈N by uniform con-
vergence. ut

Lemma 6.12. The sequence {wn(0)}n∈N is bounded.

Proof. Assume that {wn(0)}n∈N is unbounded. Then, by the above lemmas, Mn → 0,
{w1,n(0)}n∈N is unbounded, while Mnw

2
1,n(0) is bounded. This implies Mn|w1,n| → 0

uniformly on compact sets.
Now, if j 6= 1 is such that {wj,n(0)}n∈N is bounded, thenMnw1,nw

2
j,n→ 0 uniformly

on every compact set.
On the other hand, if j 6= 1 and {wj,n(0)}n∈N is unbounded, then Lemma 6.10 yields

C ≥ Mn|w1,n(0)|
∫
∂0B+r

w2
j,n dx = Mn|w1,n(0)|w2

j,n(0)
∫
∂0B+r

w2
j,n

w2
j,n(0)

dx,

so that Mn|w1,n(0)|w2
j,n(0) is uniformly bounded. Of course, if {wj,n(0)}n∈N is un-

bounded then so is {wj,n(x)}n∈N for any fixed x, and the same argument shows that
Mn|w1,n(x)|w

2
j,n(x) is bounded. Now,

Mn

∣∣|w1,n(x)|w
2
j,n(x)− |w1,n(0)|w2

j,n(0)
∣∣

≤ Mn|w1,n(x)|w
2
j,n(x)

∣∣∣∣1− w2
j,n(0)

w2
j,n(x)

∣∣∣∣+Mn|w1,n(0)|w2
j,n(0)

∣∣∣∣w1,n(x)

w1,n(0)
− 1

∣∣∣∣→ 0.



2902 Susanna Terracini et al.

This shows the existence of a constant λj ∈ R such that Mnw1,nw
2
j,n → λj uniformly on

every compact set.
Summing up, at least up to a subsequence,

f1,n −Mnw1,n
∑
h 6=1

w2
h,n→ λ ∈ R,

uniformly on every compact subset of RN . Thus, as usual, W1,n = w1,n − w1,n(0) con-
verges to W1, a nonconstant, globally Hölder continuous solution to{

−1W1 = 0 in RN+1
+ ,

∂νW1 = λ on RN .

Appealing to Proposition 4.8, we obtain a contradiction. ut

The uniform bound on {w̄n(0)}n∈N allows us to prove the following convergence result.

Lemma 6.13. Under the previous blow-up setting, there exists w ∈ (H 1
loc∩C

0,α)(RN+1
+ )

such that, up to a subsequence,

wn→ w in (H 1
∩ C)(K)

for every compact K ⊂ RN+1
+ .

Proof. Reasoning as in the proof of Lemma 6.7 we can easily see that, up to subse-
quences, both {w̄n}n∈N and {wn}n∈N converge uniformly on compact sets to the same
limit w ∈ C0,α(RN+1

+ ), hence it remains to show the H 1
loc convergence of the latter se-

quence.
Let K be compact, let r be such that K ⊂ B+r , and let η ∈ C∞0 (B

+
r ) be any smooth

cut-off function such that 0 ≤ η ≤ 1 and η ≡ 1 on K . Testing the equation for wi,n with
wi,nη

2, we obtain

0 ≤
∫
K

|∇wi,n|
2 dx dy +Mn

∫
∂0K

w2
i,n

∑
j 6=i

w2
j,n dx

≤

∫
B+r

|∇wi,n|
2η2 dx dy +Mn

∫
∂0B+r

w2
i,n

∑
j 6=i

w2
j,nη

2 dx

≤
1
2

∫
B+r

w2
i,n|1η

2
| dx dy +

1
2

∫
∂0B+r

(w2
i,n|∂νη

2
| + fi,nwi,nη

2) dx.

Since the right hand side is bounded uniformly in n (recall Lemmas 6.12 and 6.6), we
deduce that, up to a subsequence, {wn}n∈N weakly converges in H 1(K). Since this holds
for every K , we infer that wn ⇀ w in H 1

loc(R
N+1
+ ). To prove the strong convergence, let

us now test the equation with η2(wi,n − wi). We obtain∫
B+r

∇wi,n · ∇[η
2(wi,n − wi)] dx dy =

∫
∂0B+r

η2(wi,n − wi)∂νwi,n dx. (6.8)
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We can estimate the right hand side as∫
∂0B+r

η2(wi,n − wi)∂νwi,n dx

≤ sup
x∈B+r

|wi,n − wi |

∫
∂0B+r

η2
[
Mn|wi,n|

∑
j<i

w2
j,n + |fi,n|

]
dx ≤ C(r) sup

x∈B+r

|wi,n − wi |,

where the last step holds since the inequality for |wi,n| (Lemma 5.5) tested with η2 yields∫
∂0B+r

η2Mn|wi,n|
∑
j<i

w2
j,n dx

≤

∫
∂0B+r

(|fi,n|η
2
+ |wi,n∂νη

2
|) dx +

∫
B+r

|wi,n1η
2
| dx dy ≤ C(r).

Summing up, (6.8) implies∫
B+r

|∇(ηwi,n)|
2 dx dy ≤

∫
B+r

(η2
∇wi,n · ∇wi + 2ηwi∇wi,n · ∇η + |∇η|2w2

i ) dx dy

+ C(r) sup
x∈B+r

|wi,n − wi |.

Using both weak H 1 and uniform convergence, we obtain

lim sup
n→∞

∫
B+r

|∇(ηwi,n)|
2 dx dy ≤

∫
B+r

|∇(ηwi)|
2 dx dy

and we deduce the strong convergence inH 1(B+r ) of {ηwn}n∈N to ηw, that is, since η was

arbitrary, the strong convergence of wn to w in H 1
loc(R

N+1
+ ). ut

End of the proof of Theorem 6.2. Summing up, wn→ w in (H 1
∩C)loc, and the limiting

blow-up profile w is a nonconstant vector of harmonic, globally Hölder continuous func-
tions. To reach the final contradiction, we distinguish, up to subsequences, between the
following three cases.

Case 1: Mn → 0. In this case also the equation on the boundary passes to the limit,
and the nonconstant component w1 satisfies ∂νw1 ≡ 0 on RN , so that its even extension
through {y = 0} contradicts the Liouville theorem.

Case 2: Mn → C > 0. Even in this case the equation on the boundary passes to the
limit, and w solves {

−1wi = 0 in RN+1
+ ,

∂νwi = −Cwi
∑
j 6=i w

2
j on RN × {0}.

The contradiction is now reached by using Proposition 4.1, since w ∈ Gc ∩ C0,α(RN+1
+ )

and α < νACF.

Case 3: Mn →∞. By Proposition 5.1, we infer w ∈ Gs ∩ C0,α(RN+1
+ ) with α < νACF,

in contradiction with Proposition 4.2.
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The contradictions we have obtained imply that {vβ}β>0 is uniformly bounded in
C0,α(B+1/2) for every α < νACF. But then the relative compactness in C0,α(B+1/2) follows
by the Ascoli–Arzelà theorem, while the one in H 1(B+1/2) can be shown by reasoning as
in the proof of Lemma 6.13. ut

Remark 6.14. It is worth noticing that, in proving Theorem 6.2, the only part where we
used the assumption α < νACF is the concluding argument, while in the rest of the proof
it is sufficient to suppose α < 1.

As we mentioned, even though we are not able to show that νACF
= 1/2, nonetheless we

will prove that the uniform Hölder bound holds for any α < 1/2. In view of the previous
remark, this can be done by means of some sharper Liouville type results, which will be
obtained in the next section. To conclude the present discussion, we observe that a result
analogous to Theorem 6.2 holds when segregated entire profiles are considered instead of
solutions to (P )β .

Proposition 6.15. Let {vn}n∈N ⊂ Gs ∩ C0,α(B+1 ), for some 0 < α ≤ νACF, be such that

‖vn‖L∞(B+1 ) ≤ m̄

with m̄ independent of n. Then for every α′ ∈ (0, α) there exists a constant C = C(m̄, α′),
not depending on n, such that

‖vn‖C0,α′ (B+1/2)
≤ C.

Furthermore, {vn}n∈N is relatively compact in H 1(B+1/2) ∩ C
0,α′(B+1/2) for every α′ < α.

Proof. The proof follows the lines of the one of Theorem 6.2, being in fact easier, since
we do not have to handle any competition term. Aiming at a contradiction, assume that,
up to a subsequence,

Ln := max
i=1,...,k

sup
X′,X′′∈B+

|η(X′)vi,n(X
′)− η(X′′)vi,n(X

′′)|

|X′ −X′′|α
′

→∞,

where again η is a smooth cut-off function of the ball B1/2 and α′ < α. If Ln is achieved
by (X′n, X

′′
n), we introduce the sequences

wi,n(X) := η(Xn)
vi,n(Pn + rnX)

Lnrα
′

n

and w̄i,n(X) :=
(ηvi,n)(Pn + rnX)

Lnrα
′

n

,

for X ∈ τnB+, where, as usual, on the one hand w̄n has Hölder seminorm (and oscilla-
tion) equal to 1, while on the other hand wn belongs to Gs . All the preliminary properties
of (X′n, X

′′
n), up to Lemma 6.8, are still valid, since they depend only on the harmonicity

of {wn}n∈N. It follows that the choice Pn = (x′n, 0) for every n ∈ N guarantees the con-
vergence of the rescaled domains τnB+ to RN+1

+ , while on any compact set the sequences
{wn}n∈N and {w̄n}n∈N shadow each other. Up to relabeling and taking subsequences, we
are left with two alternatives: either
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• for any compact setK ⊂ RN we have w1,n(x, 0) 6= 0 for every n ≥ n0(K) and x ∈ K;
or
• there exists a bounded sequence {xn}n∈N ⊂ RN such that wn(xn, 0) = 0 for every n.

In the first case, if we define Wn = wn − wn(0) and W̄n = w̄n − w̄n(0), we find that
the sequence {W̄n}n∈N is uniformly bounded in C0,α′ , and hence {Wn}n∈N converges
uniformly on compact sets to a nonconstant, globally Hölder continuous function W,
with ∂νW1(x, 0) ≡ 0 and Wi(x, 0) ≡ 0 for i > 1, on RN . Extending properly the vector
W to the whole RN+1, we get a contradiction with the Liouville theorem.

For the second alternative, {wn}n∈N itself converges, uniformly on compact sets, to
a nonconstant, globally Hölder continuous function w. We want to show that the con-
vergence is also strong in H 1

loc; this will imply that also w ∈ Gs (recall also the end of
the proof of Proposition 5.1), in contradiction with Proposition 4.2. To prove the strong
convergence, consider, for any i, the even extension of |wi,n| through {y = 0}, which we
denote again with |wi,n|. There exists a nonnegative Radon measure µi,n such that

−1|wi,n| = −µi,n in D′(τnB).

Indeed, on the one hand, for X ∈ {wi,n 6= 0}, there exists a radius r > 0 such that the
even extension of wi,n through {y = 0} is harmonic in Br(X), yielding

|wi,n|(X) ≤
1
|Br |

∫
Br (X)

|wi,n|(Y ) dY ;

on the other hand, X ∈ {wi,n = 0} immediately implies the same inequality, and the con-
sequent subharmonicity of |wi,n|. At this point, we can reason as in [26], showing that the
L∞ uniform bounds of |wi,n| on compact sets imply that the measures µi,n are bounded
on compact sets [26, Lemma 3.7]; and that this, together with the uniform convergence of
{|wn|}n∈N, implies its strong H 1

loc convergence [26, Lemma 3.11].
As a consequence of the previous contradiction argument, we deduce both the uniform

bounds and the precompactness of {vn}n∈N in C0,α′(B1/2). Once we have (the uniformL∞

bounds and) the uniform convergence of {vn}n∈N, the strong H 1 precompactness can be
obtained exactly as in the last part of the proof, upon replacing |wi,n| with |vi,n|. ut

7. Liouville type theorems, reprise: the optimal growth

In Section 6 we proved that nonexistence results of Liouville type imply uniform bounds
in corresponding Hölder norms. This section is devoted to the study of the optimal Li-
ouville exponents, which will allow us to enhance the regularity estimates. Our aim is to
prove the following result.

Theorem 7.1. Let ν ∈ (0, 1/2). If either

(1) v ∈ Gs ∩ C0,ν(RN+1
+ ), or

(2) v ∈ Gc and |v(X)| ≤ C(1+ |X|ν) for every X,

then v is constant.
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The rest of the section is devoted to the proof of the above theorem. We already know
from Propositions 4.1 and 4.2 that the conclusion holds whenever ν < νACF. In order to
refine that result, we will prove that it holds for ν smaller than νLiou, according to the
following definition.

Definition 7.2. For ν > 0 and for every dimension N , we define the class

H(ν,N) :=
{

v ∈ Gs : v ∈ C0,α
loc (R

N+1
+ ) for some α > 0,

v is nontrivial and ν-homogeneous

}
,

and the critical value

νLiou(N) = inf{ν > 0 : H(ν,N) is nonempty}

Remark 7.3. Since (y, 0, . . . , 0) ∈ H(1, N), for every N , we have νLiou(N) ≤ 1.

Remark 7.4. By Corollary 3.5, if v is nonconstant and satisfies assumption (1) in Theo-
rem 7.1 for some ν, then v ∈ H(ν,N).

To prove Theorem 7.1, we start by showing that, given any nonconstant v satisfying as-
sumption (2) for some ν, we can construct a function v̄ ∈ H(ν′, N), for a suitable ν′ ≤ ν.
This, together with the previous remark, will imply the equivalence between Theorem 7.1
and the inequality

νLiou(N) ≥ 1/2.

To construct such a v̄, we will use the blow-down method. For any (nontrivial) v ∈ Gc
we denote by Nv(x0, r), Hv(x0, r) the related quantities involved in the Almgren fre-
quency formula, defined in Section 3. For any r > 0, set

vr(X) :=
1

√
Hv(0, r)

v(rX).

Since H is a strictly positive increasing function in R+ (recall Theorem 3.11), vr is well
defined. We have the following.

Lemma 7.5 (Blow-down method). Let v be a nonconstant function satisfying assump-
tion (2) in Theorem 7.1 for some ν, and let

0 < ν′ = lim
r→∞

Nv(r) ≤ ν.

Then there exists v̄ ∈ H(ν′, N) such that, for a suitable sequence rn→∞,

vrn → v̄ in (H 1
∩ C)(K)

for every compact K ⊂ RN+1
+ .

Proof. First of all, by construction,

‖vr‖L2(∂+B+) = 1 so that ‖vi,r‖L2(∂+B+) ≤ 1 for i = 1, . . . , k.
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Each vr is a solution to the system{
−1vi,r = 0 in B+,
∂νvi,r + rH(r)vi,r

∑
j 6=i v

2
j,r = 0 on ∂0B+,

where rH(r)→∞ monotonically as r →∞. Reasoning as in the proof of Lemma 5.5,
we find that the even reflection of |vi,r | through {y = 0} satisfies{

−1|vi,r | ≤ 0 in B,
‖vi,r‖L2(∂B) ≤

√
2.

By the Poisson representation formula, there exists a constantC, not depending on r , such
that

‖vr‖L∞(B+3/4) ≤ C

for every r . Thus Theorem 6.2 shows that the family {vr}r>1 is relatively compact in
(H 1
∩ C0,α)(B+1/2) for all α < νACF. Furthermore, Proposition 5.1 implies that any limit-

ing point of that family is an element of Gs on B+1/2.
In order to find a nontrivial limiting point, we claim that there exists a sequence

{rn}n∈N, rn→∞, and a positive constant C such that

H(rn) ≤ CH(rn/2) ∀rn > 0.

Indeed, assume that there exists r0 > 0 such that

H(r) ≥ 32νH(r/2) ∀r ≥ r0.

Using the dyadic sequence {2j r0}j∈N we see that

32νjH(r0) ≤ H(2j r0) ≤ C(2j )2ν,

by assumption. This yields a contradiction for j sufficiently large, proving the claim.
Denote by v̄ a limiting point of {vrn}n∈N. Then

‖vrn‖L2(∂+B+1/2)
=

√
H(rn/2)
H(rn)

≥

√
1
C
,

implying in particular that v̄ is a nontrivial element of Gs . Moreover, its Almgren quotient
Nv̄(0, r) is constant for all r ∈ (0, 1/2): indeed,

Nv̄(0, r) = lim
rn→∞

Nvrn (0, r) = lim
rn→∞

Nv(0, rnr) = lim
r→∞

Nv(0, r) = ν′,

where the latter limit exists by the monotonicity of N (Theorem 3.11); moreover, since v
is not constant, we have ν′ > 0, while ν′ ≤ ν by Lemma 3.12. Since N(0, r) is constant,
we conclude by Theorem 3.3 that v̄ is homogeneous of degree ν′, and so it can be extended
on the whole RN+1

+ to a C0,α
loc function for every α < νACF. ut

By the previous lemma, if we show that νLiou(N) ≥ 1/2 then Theorem 7.1 will follow.
The next step in this direction consists in reducing the problem to estimating νLiou(1).
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Lemma 7.6 (Dimensional descent). For any dimension N ≥ 2,

νLiou(N) ≥ νLiou(N − 1).

Proof. For every ν>0 such that there exists v∈H(ν,N), we will prove that νLiou(N−1)
≤ ν. Let ν, v be as above. By homogeneity, v(0, 0) = 0 and N(0, r) = ν for all r > 0.
Since v is homogeneous, its boundary nodal set

Z = {x ∈ RN : v(x, 0) = 0}

is a cone at (0, 0). We can easily rule out two degenerate situations:

• Z = RN , in which case all the components of v have trivial trace on RN . As a con-
sequence, the odd extension of v through {y = 0} is a nontrivial vector of harmonic
functions on RN+1, forcing ν ≥ 1 ≥ νLiou(N − 1) by Remark 7.3.
• Z = {(0, 0)}, in which case all the components of v but one have trivial trace, and the

last one has necessarily a vanishing normal derivative in {y = 0}. As before, extending
the former functions oddly and the latter evenly through {y = 0}, we again obtain
ν ≥ 1 ≥ νLiou(N − 1).

It remains to analyze the third and most delicate case, when the boundary ∂Z is nontrivial.
Let x0 ∈ ∂Z \ {(0, 0)}, and let us introduce the following blow-up family (here r → 0):

vr(X) =
1

√
H(x0, r)

v((x0, 0)+ rX).

We want to apply Proposition 6.15 to (a subsequence of) {vr}r : the only assumption non-
trivial to check is the uniform L∞ bound. To prove it, we observe that the even extension
of |vi,r | through {y = 0} (denoted by the same symbol) is subharmonic: indeed, the
inequality

|vi,r |(X) ≤
1
|Bρ |

∫
Bρ (X)

|vi,r |(Y ) dY

holds true if ρ is sufficiently small, both when vi,r(X) = 0 and when vi,r(X) 6= 0.
Once we know that each |vi,r | is nonnegative and subharmonic, arguing as in the first part
of the proof of Lemma 7.5 we can show that wi,r is uniformly bounded in L∞(B3/4).
Applying Proposition 6.15 we deduce that, up to a subsequence, vr converges uniformly
and strongly in H 1 to v̄, an element of Gs(N) on B+1/2. Reasoning as at the end of the
proof of Lemma 7.5, we infer that v̄ is nontrivial, locally C0,α , and

Nv̄(0, ρ) = lim
r→0

Nvr (0, ρ) = lim
r→

Nv(x0, rρ) = lim
r→0

Nv(x0, r) =: ν
′,

where
α ≤ Nv(x0, 0+) = ν′ ≤ Nv(x0,∞) = ν

by Lemmas 3.4 and 3.7 and the monotonicity of N . In particular, v̄ is homogeneous of
degree ν′.
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To conclude the proof, we will show that v̄ is constant along the direction parallel to
(x0, 0), and its restriction to the orthogonal half-plane belongs to Gs(N − 1). Fix (x, y)
∈ RN+1
+ and h ∈ R. By the homogeneity of v we have

|vr(x + h(x0 + rx), (1+ hr)y)− vr(x, y)|

=
|v((1+ hr)(x0 + rx, ry))− v(x0 + rx, ry)|

√
H(x0, r)

= |(1+ hr)ν − 1|
|v(x0 + rx, ry)|
√
H(x0, r)

= |(1+ hr)ν − 1| |vr(x, y)|.

As r → 0 (up to a subsequence) we infer, by uniform convergence,

|v̄(x + hx0, y)− v̄(x, y)| = 0 for every h ∈ R.

Denote by v̂ a section of v̄ with respect to the direction {h(x0, 0)}h∈R. We claim that
v̂ ∈ H(ν′, N − 1). It is a direct check to verify that v̂ is nontrivial, ν′-homogeneous,
and C0,α

loc . In order to show that v̂ ∈ Gs(N − 1), we observe that the equations and the
segregation conditions are trivially satisfied, therefore we only need to prove the Pohozaev
identities on cylindrical domains (recall the discussion before Definition 3.1). To this end,
let C′ denote one of such domains in RN+ , and C′′ the corresponding domain in RN+1

+

having C′ as N -dimensional section, and the further axis parallel to (x0, 0). But then the
Pohozaev identity for v̂ on C′ immediately follows from the one for v̄ on C′′, by using the
Fubini theorem. ut

We are ready to obtain the proof of Theorem 7.1 as a byproduct of the following clas-
sification result, which completely characterizes the elements of H(ν, 1) and shows that
νLiou(1) = 1/2.

Proposition 7.7. Let ν > 0. Then:

(1) H(ν, 1) = ∅ ⇔ 2ν 6∈ N;
(2) if ν ∈ N then any element of H(ν, 1) consists of homogeneous polynomials, and only

one of its components may have nontrivial trace on {y = 0};
(3) if ν = k + 1/2, k ∈ N, then any element of H(ν, 1) has exactly two nontrivial

components, say v and w, and there exists c 6= 0 such that

v(ρ, θ) = cρ1/2+k cos (1/2+ k)θ, w(ρ, θ) = ±cρ1/2+k sin (1/2+ k)θ

(here (ρ, θ) denote polar coordinates in R2
+ around the homogeneity pole).

Proof. Let ν > 0 be such that H(ν, 1) is not empty, and v ∈ H(ν, 1). Since, by assump-
tion, v is homogeneous, the Almgren quotient N(0, r) is equal to ν for every r > 0.
Moreover, for topological reasons, no more than two components of v can have nontriv-
ial trace on {y = 0}. We will classify v, and hence ν, according to the number of such
components.
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As a first case, suppose that two components of v, say v and w, have nontrivial trace,
in such a way that they solve

−1v = 0 in R2
+,

v(x, 0) = 0 on x < 0,
∂νv(x, 0) = 0 on x > 0,

and


−1w = 0 in R2

+,

w(x, 0) = 0 on x > 0,
∂νw(x, 0) = 0 on x < 0.

By homogeneity, we can easily find v and w: indeed, for instance, v must be of the form
v(ρ, θ) = ρνg(θ) with ν and g solutions to{

ν2g + g′′ = 0 in (0, π),
g(π) = 0, g′(0) = 0,

and an analogous argument holds for w. We conclude that

v(ρ, θ) = cρ1/2+k cos (1/2+ k)θ, w(ρ, θ) = dρ1/2+k sin (1/2+ k)θ,

with c, d 6= 0 and k ∈ N, forcing ν = k+1/2. All the other components of v must satisfy{
−1vi = 0 in R2

+,

vi = 0 on R× {0},

with homogeneity degree k + 1/2, which is impossible unless they are null. Let

v̄(ρ, θ) = ρ1/2+k cos (1/2+ k)θ,

so that v(x, y) = cv̄(x, y), while w(x, y) = dv̄(−x, y). Since v must satisfy the Po-
hozaev identities for the elements of Gs , we infer that∫

∂+B+r (x0,0)
(|∇v|2 + |∇w|2) dσ = 2

∫
∂+B+r (x0,0)

(|∂νv|
2
+ |∂νw|

2) dσ

for every x0 ∈ R and r > 0. Considering the choices x0 = 1 and x1 = −1, and using the
symmetries, we obtain

A+c
2
+ A−d

2
= 2B+c2

+ 2B−d2,

A−c
2
+ A+d

2
= 2B−c2

+ 2B+d2,

where
A± =

∫
∂+B+r (±1,0)

|∇v̄|2 dσ, B± =

∫
∂+B+r (±1,0)

|∂ν v̄|
2 dσ.

Since A± − 2B± 6= 0 at least for some r , the above equalities force c4
− d4

= 0, that
is, d = ±c. We want to show that this condition is also sufficient for (v,w, 0, . . . , 0) to
belong to H(ν, 1). To this end, we only need to prove the actual validity of the Pohozaev
identity for any x0 and R. We begin by observing that v and w are conjugate harmonic
functions, thus in particular

∇v · ∇w = 0 and |∇v| = |∇w| in R2
+.
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Hence, for any unit vector n ∈ R2 we have

|∇v|2 = |∇w|2 = |∇v · n|2 + |∇w · n|2 = |∂nv|
2
+ |∂nw|

2,

and the Pohozaev identity follows by integrating over half-circles, and choosing ν to be
the outer normal. To sum up, the case when v has two components with nontrivial trace
on {y = 0} always falls under alternative (3) of the statement.

Secondly, assume that only one component, say v, has nontrivial trace on {y = 0}.
Then {v(x, 0) > 0} is either a half-line or the entire real line. The first case never happens,
since v would solve 

−1v = 0 in R2
+,

v(x, 0) = 0 on x < 0,
∂νv = 0 on x > 0.

Reasoning as before, we would deduce that v is of the form

v(ρ, θ) = cρ1/2+k cos (1/2+ k)θ

with c ∈ R and k ∈ N, while all the (odd extensions of the) other components should be
harmonic on R2 and homogeneous of degree k + 1/2, that is, null; the Pohozaev identity
would force c = 0, and v would be trivial. In the second case, if v(x, 0) 6= 0 for every
x 6= 0, then v is of the form

v(ρ, θ) = cρk cos kθ

with c ∈ R \ {0} and k ∈ N, while all the other components of v are of the form

vi(ρ, θ) = ciρ
k sin kθ

for some ci ∈ R. Then the case of one nontrivial trace on {y = 0} always falls under
alternative (2) of the statement.

As the last case, suppose that vi(x, 0) ≡ 0 for every i. Then each vi is a ν-homoge-
neous solution to {

−1vi = 0 in R2
+,

vi = 0 on R× {0},

that is, for some k ∈ N and ci ∈ R, we have ν = 1+ k and

vi(ρ, θ) = ciρ
1+k sin (1+ k)θ.

Also this case always falls under alternative (2) of the statement, and the proposition
follows. ut

8. C0,α uniform bounds, α < 1/2

This section is devoted to the proof of the uniform Hölder bounds, with any exponent less
than 1/2, for the problem with exterior boundary Dirichlet data. In this direction, let us
consider the problem
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
−1vi = 0 in B+,
∂νvi = fi,β(vi)− βvi

∑
j 6=i v

2
j on ∂0B+ ∩�,

vi = 0 on ∂0B+ \�,

(PD)β

where � is a smooth bounded domain in RN and the functions fi,β are continuous and
uniformly bounded, with respect to β, on bounded sets.

Remark 8.1. For (PD)β it is known that, if � is of class C3, then any L∞ solution is in
fact C0,α for every α < 1/2 (see [25]). Furthermore, a uniform bound holds when β is
bounded, similarly to Remark 6.1. Actually, the assumption on the smoothness of � can
be weakened, at least when considering global problems for u(·) = v(·, 0), as done in the
recent paper [23].

We prove the following.

Theorem 8.2. Let {vβ}β>0 ⊂ H
1(B+1 ) be a family of solutions to problem (PD)β on B+1

such that
‖vβ‖L∞(B+1 ) ≤ m̄

with m̄ independent of β. Then for every α ∈ (0, 1/2) there exists a constant C =
C(m̄, α), not depending on β, such that

‖vβ‖C0,α(B+1/2)
≤ C.

Furthermore, {vβ}β>0 is relatively compact inH 1(B+1/2)∩C
0,α(B+1/2) for every α < 1/2.

Actually, two particular cases of the above theorem can be obtained in a rather direct way.

Remark 8.3. If ∂0B+ ∩ � = ∅ then the conclusion of Theorem 8.2 holds true. Indeed,
the family of functions obtained from {vβ}β>0 by odd reflection across {y = 0} consists
of harmonic, L∞ uniformly bounded functions on B1.

Remark 8.4 (Proof of Theorem 1.1). If ∂0B+ ⊂ � then the conclusion of Theorem
8.2 holds true. This is indeed the content of Theorem 1.1, that is, of Theorem 6.2 with
νACF replaced by 1/2. In order to prove this result, one can reason as in the proof of
the latter theorem, by using Theorem 7.1 instead of Propositions 4.1 and 4.2 (also recall
Remark 6.14).

Proof of Theorem 8.2. The proof follows the lines of the proof of Theorem 6.2, to which
we refer the reader for further details. To start with, let η be a smooth cut-off function as
in (6.1), and fix α ∈ (0, 1/2). We assume for contradiction that

Ln := max
i=1,...,k

max
X′ 6=X′′∈B+

|(ηvi,n)(X
′)− (ηvi,n)(X

′′)|

|X′ −X′′|α

=
|(ηv1,n)(X

′
n)− (ηvi,n)(X

′′
n)|

rαn
→∞,
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where, as usual, vn solves (PD)βn , βn → ∞, and rn := |X′n − X
′′
n| → 0. Furthermore,

reasoning as in the proofs of Lemmas 6.4 and 6.8, one can prove that the sequences
{X′n}n∈N and {X′′n}n∈N accumulate near ∂0B+ and far away from ∂+B+, at least in the
scale of rn.

Under the previous notation, we define the blow-up sequences

wi,n(X) := η(Pn)
vi,n(Pn + rnX)

Lnrαn
and w̄i,n(X) :=

(ηvi,n)(Pn + rnX)

Lnrαn
,

where

Pn := (x
′
n, 0) and X ∈ τnB

+
:=

B+ − Pn

rn
.

They have the following properties:

• {w̄n}n∈N have uniformly bounded Hölder quotients on τnB+, and oscw1,n = 1 for
every n on a suitable compact set;
• each wn solves

−1wi,n = 0 in τnB+,
∂νwi,n = fi,n(wi,n)−Mnwi,n

∑
j 6=i w

2
j,n on τn(∂0B+ ∩�),

wi,n = 0 on τn(∂0B+ \�),

where sup |fi,n(wi,n)| → 0 as n→∞;
• |wn − w̄n| → 0 uniformly as n→∞ on every compact set.

By the regularity assumption on ∂� we infer that, up to translations, rotations and taking
subsequences, one of the following three cases must hold.

Case 1: τn(∂0B+ \ �) → RN . In particular, we have wn(0) = w̄n(0) = 0 for n large.
Reasoning as in Section 6 we find that both wn and w̄n converge, uniformly on compact
sets, to the same w which is harmonic and globally Hölder continuous on RN+1

+ , vanishing
on RN and nonconstant. But then the odd extension of w across {y = 0} contradicts the
Liouville theorem.

Case 2: τn(∂0B+ ∩ �) → RN . In this case, for every compact set K ⊂ RN+1
+ , the

sequences {wn|K}n∈N and {w̄n|K}n∈N, for n large, fit in the setting of Section 6. Con-
sequently, we can argue exactly in the same way, recalling that the regularity for every
α < 1/2 is obtained by means of Theorem 7.1 (see also Remark 8.4).

Case 3: τn(∂0B+ ∩ �) → {x ∈ RN : x1 > 0}. As in the first case, we have wn(0) =
w̄n(0) = 0 for n large, implying that w1,n → w1 uniformly on compact sets of RN+1

+ ,
withw1 nonconstant, harmonic, and such thatw1(x, 0) = 0 for x1 ≤ 0. Finally, reasoning
as in Lemma 6.13, we infer that w1,n → w1 also strongly in H 1

loc, thus w1∂νw1 ≤ 0. We
apply Proposition 4.4 to w1 and reach a contradiction. ut

Using the above result, we can prove the following global theorem.
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Theorem 8.5. Let {vβ} ∈ H 1
loc(R

N
× (0, 1)) solve

−1vi,β = 0 in RN × (0, 1),
∂νvi,β = fi,β(vi,β)− βvi,β

∑
j 6=i v

2
j,β on �,

vi,β = 0 on RN \�.

If there exists a constant m̄ such that

‖vi,β‖L∞(RN×(0,1)) ≤ m̄,

then for any α ∈ (0, 1/2),

‖vβ‖C0,α(RN×[0,1/3]) ≤ C(m̄, α).

Furthermore, {vβ}β>0 is relatively compact in (H 1
∩ C0,α)loc for every α < 1/2.

Proof. The assertion easily follows by a covering argument. Indeed, we can cover RN ×
[0, 1/3] with a countable number of half-balls of radius 1/2, centered on RN , and apply
Theorem 8.2 to each of the corresponding half-balls of radius 1. ut

Proof of Theorem 1.3. This is actually a corollary of Theorem 8.5: indeed, if u ∈
(H 1/2

∩ L∞)(RN ), and v ∈ H 1(RN+1
+ ) is its unique harmonic extension satisfying

(−1)1/2u(·) = −∂yv(·, 0),

then v is uniformly bounded in L∞. ut

Remark 8.6. Analogous results can be proved, with minor changes, when the fractional
operator considered is the spectral square root of the laplacian, as studied in [4]. Indeed,
in that situation, the corresponding extension problem is given by

−1vi,β = 0 in �× (0,∞),
∂νvi,β = fi,β(vi,β)− βvi,β

∑
j 6=i v

2
j,β on �× {0},

vi,β = 0 on ∂�× (0,∞),

and the starting regularity for β bounded is even finer. As a consequence, one can consider
the extension of v which is trivial outside �× (0,∞), and conclude by using a modified
version of Proposition 4.4, suitable for subharmonic functions.

9. C0,1/2 regularity of the limiting profiles

In this section we consider the regularity of the limiting profiles, that is, the accumulation
points of solutions to problem (P )β as β →∞. In Section 6 we proved that if {vβ}β>0 is a
family of solutions to problem (P )β , and ‖vβ‖L∞(B+) ≤ m̄ for a constant m̄ independent
of β, then there exists a sequence vn := vβn such that βn→∞ and

vn→ v in (H 1
∩ C0,α)(K ∩ B+)
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for every compact set K ⊂ B and every α ∈ (0, 1/2). Now we turn to the proof of
Theorem 1.2, that is, we show that v ∈ C0,1/2

loc (B+ ∪ ∂0B+). Actually, we will prove this
under a more general assumption: from now on we will assume that the reaction terms in
problem (P )β satisfy

lim
n→∞

fi,n = fi uniformly on every compact set,

where (f1, . . . , fk) are locally Lipschitz and such that, for some ε > 0,

2Fi(s)− sfi(s) ≥ −C|s|2+ε for s sufficiently small, (9.1)

for every i, where Fi(s) =
∫ s

0 fi(t) dt (in particular, fi(0) = 0).

Remark 9.1. If fi ∈ C1,ε in a neighborhood of 0, and fi(0) = 0, then assumption (9.1)
holds true. Indeed, this implies that 2Fi(s)− sfi(s) = O(s2+ε) as s → 0.

We will obtain Theorem 1.2 as a byproduct of a stronger result:

Proposition 9.2. Let v ∈ H 1(B+) be such that

(1) v ∈ (H 1
∩ C0,α)(K ∩ B+) for every compact set K ⊂ B and every α ∈ (0, 1/2);

(2) vivj |∂0B+ = 0 for all j 6= i and{
−1vi = 0 in B+,
vi∂νvi = vifi(vi) on ∂0B+,

where fi is locally Lipschitz continuous and satisfies (9.1) for every i = 1, . . . , k;
(3) for every x0 ∈ ∂0B+ and a.e. r > 0 such that B+r (x0, 0) ⊂ B+, the following

Pohozaev identity holds:

(1−N)
∫
B+r

∑
i

|∇vi |
2 dx dy + r

∫
∂+B+r

∑
i

|∇vi |
2 dσ

+ 2N
∫
∂0B+r

∑
i

Fi(vi) dx − 2r
∫
SN−1
r

∑
i

Fi(vi) dσ = 2r
∫
∂+B+r

∑
i

|∂νvi |
2 dσ.

Then v ∈ C0,1/2(K ∩ B+) for every compact K ⊂ B.

As we mentioned, Theorem 1.2 will follow from the above proposition by virtue of the
following result.

Lemma 9.3. Let βn → ∞, and let vn ∈ H 1(B+) solve problem (P )βn for every n and
be such that

vn→ v in (H 1
∩ C0,α)(K ∩ B+)

for every compact set K ⊂ B and every α ∈ (0, 1/2). Moreover, suppose the corre-
sponding reaction terms fi,n converge, uniformly on compact sets, to locally Lipschitz
functions fi satisfying (9.1). Then v fulfills the assumptions of Proposition 9.2.

Proof. The proof follows the lines of the one of Proposition 5.1, with minor changes. ut
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In view of the previous lemma, with a slight abuse of terminology, we will use the name
“limiting profiles” also for functions which simply satisfy the assumptions of Proposi-
tion 9.2. For the rest of this section we will denote by v a fixed limiting profile.

In the proof of Proposition 9.2 we shall use a further monotonicity formula of Alm-
gren type. For every x0 ∈ ∂

0B+ and r > 0 such that B+r (x0, 0) ⊂ B+, we set

E(x0, r) :=
1

rN−1

(∫
B+r (x0,0)

∑
i

|∇vi |
2 dx dy −

∫
∂0B+r (x0,0)

∑
i

fi(vi)vi dx

)
,

H(x0, r) :=
1
rN

∫
∂+B+r (x0,0)

∑
i

v2
i dσ.

As usual, E(x0, r) admits an equivalent expression: indeed, multiplying the equation
in (2) by vi , integrating over B+r (x0, 0) and summing over i = 1, . . . , k we obtain

E(x0, r) =
1

rN−1

∫
∂+B+r (x0,0)

∑
i

vi∂νvi dσ =
2
r
H ′(x0, r). (9.2)

The presence of internal reaction terms in the definition of E has to be dealt with. To this
end, the next two lemmas will provide a crucial estimate in order to bound the Almgren
quotient. Before we state them, let us recall the following Poincaré inequality: for every
p ∈ [2, p#

], where p#
= 2N/(N−1) denotes the critical Sobolev exponent for trace em-

bedding (or simply p ≥ 2 in dimension N = 1), there exists a constant CP = CP (N, p)
such that, for every w ∈ H 1(B+r ),[

1
rN

∫
∂0B+r

|w|p dx

]2/p

≤ CP

[
1

rN−1

∫
B+r

|∇w|2 dx dy +
1
rN

∫
∂+B+r

w2 dσ

]
(9.3)

(such an inequality follows from the one on B+ by scaling arguments).

Lemma 9.4. For every p ∈ [2, p#
] there exist constants C, r̄ > 0 such that[

1
rN

∫
∂0B+r

∑
i

|vi |
p dx

]2/p

≤ C[E(r)+H(r)] for every r ∈ (0, r̄).

Proof. Since v ∈ L∞(B+), and each fi is locally Lipschitz continuous with fi(0) = 0,
we have∣∣∣∣ 1
rN−1

∫
∂0B+r

∑
i

fi(vi)vi dx

∣∣∣∣ ≤ C 1
rN−1

∫
∂0B+r

∑
i

v2
i dx

≤ C′r

[
1

rN−1

∫
B+r

∑
i

|∇vi |
2 dx dy +

1
rN

∫
∂+B+r

∑
i

v2
i dσ

]
,

where we have used inequality (9.3) with p = 2. As a consequence,

E(r)+H(r) ≥ (1−Cr)
[

1
rN−1

∫
B+r

∑
i

|∇vi |
2 dx dy+

1
rN

∫
∂+B+r

∑
i

v2
i dσ

]
, (9.4)

and the lemma follows by taking into account (9.3) and choosing r̄ sufficiently small. ut
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For the following lemma we introduce, for p ∈ (2, p#
], the auxiliary function

ψ(x0, r) :=

(
1
rN

∫
∂0B+r (x0,0)

∑
i

|vi |
p dx

)1−2/p

,

which is bounded for r small. We have the following.

Lemma 9.5. For every p ∈ (2, p#
] there exist constants C, r̄ > 0 such that

1
rN−1

∫
SN−1
r

∑
i

|vi |
p dσ ≤ C[E(r)+H(r)] ·

d

dr
(rψ(r)) for every r ∈ (0, r̄).

Proof. A direct computation yields the identity

d

dr
ψ(r) =

(
1−

2
p

)
ψ−2/(p−2)

(
1
rN

∫
∂0B+r (x0,0)

∑
i

|vi |
p dx

)′
=

(
1−

2
p

)
ψ(r)

(r−N
∫
∂0B+r

∑
i |vi |

p dx)′

r−N
∫
∂0B+r

∑
i |vi |

p dx
.

As a consequence,

d

dr
(rψ(r)) = ψ(r)

[
r

(
1−

2
p

)∫
SN−1
r

∑
i |vi |

p dσ∫
∂0B+r

∑
i |vi |

p dσ
+

(
1−N

(
1−

2
p

))]
.

Now, p ≤ p# implies N(1− 2/p) ≤ 1, so that

d

dr
(rψ(r)) ≥ rψ(r)

(
1−

2
p

)∫
SN−1
r

∑
i |vi |

p dσ∫
∂0B+r

∑
i |vi |

p dσ
.

Recalling the definition of ψ and using Lemma 9.4, we finally obtain

(E(r)+H(r))
d

dr
(rψ(r)) ≥ C

1
rN−1

∫
SN−1
r

∑
i

|vi |
p dσ,

where C > 0 since p > 2. ut

As a matter of fact, we need to estimate the Almgren quotient only on the zero set of v
(which is well defined since v is continuous).

Definition 9.6. We define the boundary zero set of the limiting profile v as

Z = {x ∈ ∂0B+ : v(x, 0) = 0}.

Remark 9.7. A natural notion of free boundary, associated to a limiting profile v, is the
set in which the boundary condition of assumption (2) does not reduce to

∂νvi = fi(vi), vj ≡ 0 for some j 6= i,

that is, a posteriori, the support of the singular part of the measure ∂νv. It is then clear
that the free boundary is a subset of Z ⊂ RN .
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We are now in a position to state the Almgren type result which we use in this framework.
As we mentioned, we prove it only at points of Z; furthermore, it concerns boundedness
of a (modified) Almgren quotient, rather than its monotonicity. More precisely, let

N(x0, r) :=
E(x0, r)

H(x0, r)
+ 1.

Lemma 9.8. There exist constants C, r̄ > 0 such that, for all x0 ∈ Z , r ∈ (0, r̄) and
B+r (x0, 0) ⊂ B+, we have:

(1) H(r),N(r) > 0 on (0, r̄);
(2) the function r 7→ eCr(1+ψ(r))N(x0, r) is nondecreasing;
(3) N(x0, 0+) ≥ 1+ 1/2.

Proof. The proof is similar to the one of Theorem 3.3, but in this case the internal reaction
terms do not vanish. Let x0 ∈ Z and let r̄ be such that both the conclusions of Lemmas 9.4
and 9.5 hold. First, we ensure that the Almgren quotient, where defined, is nonnegative.
Indeed, by Lemma 9.4,

E(r)+H(r) ≥ 0, so N(r) =
E(r)

H(r)
+ 1 ≥ 0,

wheneverH(r) 6= 0. By continuity ofH we can consider, as in the proof of Theorem 3.3,
a neighborhood of r where H does not vanish. We compute the derivative of E and we
use the Pohozaev identity (assumption (3) of Proposition 9.2) to obtain

E′(r) =
1−N
rN

(∫
B+r

∑
i

|∇vi |
2 dx dy −

∫
∂0B+r

∑
i

vifi(vi) dx

)
+

1
rN−1

(∫
∂+B+r

∑
i

|∇vi |
2 dx dy −

∫
SN−1
r

∑
i

vifi(vi) dx

)
=

2
rN−1

∫
∂+B+r

∑
i

|∂νvi |
2 dσ︸ ︷︷ ︸

T

+
1
rN

∫
∂0B+r

[
(N − 1)

∑
i

vifi(vi)− 2N
∑
i

Fi(vi)
]
dx︸ ︷︷ ︸

I

+
1

rN−1

∫
SN−1
r

[
−

∑
i

vifi(vi)+ 2
∑
i

Fi(vi)
]
dσ︸ ︷︷ ︸

Q

.

Since v ∈ L∞, and since fi are locally Lipschitz and fi(0) = 0, there exists a positive
constant C such that

|f (vi)vi | ≤ Cv
2
i and |F(vi)| ≤ Cv

2
i .

A direct application of Lemma 9.4 (with p = 2) yields

I ≥ −C(E +H).
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On the other hand, by assumption (9.1) and Lemma 9.5 (it is sufficient to choose p =
min{2+ ε, p#

}), we obtain
Q ≥ −C(E +H)(rψ)′.

The two estimates yield

E′ ≥ T − C[1+ (rψ)′](E +H).

Therefore, differentiating the Almgren quotient and using the Cauchy–Schwarz inequal-
ity, we obtain

N ′

N
=
E′ +H ′

E +H
−
H ′

H
≥
TH − EH ′

H(E +H)
− C[1+ (rψ)′] ≥ −C[1+ (rψ)′],

which implies that the function eCr(1+ψ(r))N(r) is nondecreasing as far as H(r) 6= 0.
Equation (9.2) directly implies

d

dr
logH(r) =

H ′(r)

H(r)
=

2E(r)
rH(r)

=
2(N(r)− 1)

r
;

reasoning as in the proof of Theorem 3.3, we can use this formula, together with the
bound

N(r) ≤ eCr
∗(1+ψ(r∗))N(r∗) for every r ≤ r∗,

in order to obtain the strict positivity ofH for r ∈ (0, r̄) (for a possibly smaller r̄). Finally,
reasoning as in the proof of Lemma 3.4(2), assume for contradiction that, for some r∗ < r̄

and ε > 0, we have eCr
∗(1+ψ(r∗))N(r∗) ≤ 3/2− ε. By the above bound we obtain

d

dr
logH(r) ≤

2(eCr
∗(1+ψ(r∗))N(r∗)− 1)

r
≤

1− 2ε
r

for every r ∈ (0, r∗). But this contradicts the fact that v ∈ C0,α for α = (1− ε)/2. ut

The proof of Proposition 9.2 is based on a contradiction argument, involving the Morrey
inequality. Indeed, let K ⊂ B be compact, and define, for every X ∈ K ∩ {y ≥ 0} and
every r < dist(K, ∂B),

8(X, r) :=
1
rN

∫
Br (X)∩{y>0}

∑
i

|∇vi |
2 dx dy.

It is well known that if 8 is bounded then v ∈ C0,1/2(K ∩ B+).
As a consequence of Lemma 9.8, we can prove a first estimate of 8.

Lemma 9.9. For every compact K ⊂ B there exist constants C, r̄ > 0 such that for all
x0 ∈ Z ∩K and r ∈ (0, r̄),

8(x0, r) ≤ C.
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Proof. If r̄ is sufficiently small, from Lemma 9.8 we know that

3
2e
−Cr(1+ψ(r))

≤ N(r) ≤ C

for every r ∈ (0, r̄). Since E +H = NH , (9.4) implies that

1
rN

∫
B+r (x0,0)

∑
i

|∇vi |
2 dx dy ≤ C

H(r)

r
.

On the other hand, by the lower estimate on N ,

d

dr
log

H(r)

r
≥ 3

e−Cr(1+ψ(r)) − 1
r

≥ −3C(1+ ψ(r)) ≥ −C.

Integrating, we obtain
H(r)

r
≤ eCr̄

H(r̄)

r̄
,

and the lemma follows. ut

The above result can be complemented with the following lemma.

Lemma 9.10. For every compact K ⊂ B there exist constants C, r̄ > 0 such that for all
x0 ∈ (K ∩ {y = 0}) \ Z and

0 < r < d := min{dist(x0,Z), r̄},

we have
8(x0, d) ≥ C8(x0, r).

Proof. Since x0 6∈ Z and r ≤ dist(x0,Z), we can assume that vj ≡ 0 on ∂0B+r (x0, 0)
for, say, j ≥ 2. As a consequence, the odd extension of vj across {y = 0} is harmonic on
Br(x0, 0), and the mean value property applied to the subharmonic function |∇vj |2 yields

1
rN

∫
B+r (x0,0)

|∇vj |
2 dx dy ≤

r

d

1
dN

∫
B+d (x0,0)

|∇vj |
2 dx dy for every j ≥ 2. (9.5)

We now show that a similar estimate also holds for v1. Indeed, let u := |∇v1|
2; by a

straightforward computation, {
−1u ≤ 0 in B+d ,
∂νu ≤ au in ∂0B+d ,

where a := 2‖f ′1(v1)‖L∞(B+) is bounded by assumption. Now, by scaling, one can show
that if r̄ = r̄(a) is sufficiently small, then the equation{

−1ϕ = 0 in B+r̄ ,
∂νϕ = aϕ on ∂0B+r̄ ,
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admits a strictly positive (and smooth) solution. By the definition of d we deduce that{
− div(ϕ2

∇(u/ϕ)) ≤ 0 in B+d ,
ϕ2∂ν(u/ϕ) ≤ 0 on ∂0B+d ,

so that the even extension of u is a solution to

− div
(
ϕ2
∇
u

ϕ

)
≤ 0 in Bd .

Integrating this on any ball Br , we obtain∫
∂Br

ϕ2∂ν
u

ϕ
dσ ≥ 0.

If we set

H(r) =
1
rN

∫
∂Br

ϕu dσ =

∫
∂B

ϕ2(rx)
u(rx)

ϕ(rx)
dσ,

a straightforward computation shows that

H ′(r) =
2
rN

∫
∂Br

uϕ
∂νϕ

ϕ
dσ+

1
rN

∫
∂Br

ϕ2∂ν
u

ϕ
dσ ≥ −2

∥∥∥∥∂νϕϕ
∥∥∥∥
L∞(B)

H(r) ≥ −CH(r),

that is, the function r 7→ eCrH(r) is nondecreasing in r . Hence, for all 0 < r1 ≤ r2 ≤ d,
we obtain H(r1) ≤ CH(r2). Multiplying by rN1 r

N
2 and integrating over (0, r) × (r, d)

with r ≤ d, we obtain(
1−

rN+1

dN+1

)
1

rN+1

∫
Br

ϕu dx dy ≤
C

dN+1

∫
Bd\Br

ϕu dx dy.

Adding Cd−N−1 ∫
Br
ϕu dx dy, we infer

1
rN+1

∫
Br

ϕu dx dy ≤ C
1

dN+1

∫
Bd

ϕu dx dy.

Recalling that ϕ is positive and bounded, and that u = |∇v1|
2, we finally obtain

1
rN

∫
B+r (x0,0)

|∇v1|
2 dx dy ≤ C

r

d

1
dN

∫
B+d (x0,0)

|∇v1|
2 dx dy.

The lemma now follows by adding this inequality to (9.5) for j = 2, . . . , k, and recalling
that d/r ≥ 1. ut

End of the proof of Proposition 9.2. Assume for contradiction that there exists a sequence
{(Xn, rn)}n∈N such that Xn = (xn, yn) ∈ K ∩ {y ≥ 0}, rn < dist(K, ∂B), and

8(Xn, rn)→∞ as n→∞.
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It is immediate to prove that rn → 0 and yn → 0: indeed, v is H 1 and harmonic for
{y > 0}. In particular, the sequence {Xn}n∈N accumulates on ∂0K . First we observe that,
thanks to the subharmonicity of

∑
i |∇vi |

2, if rn < yn then

8(Xn, yn) ≥
yn

rn
8(Xn, rn) ≥ 8(Xn, rn);

as a consequence, we can assume without loss of generality that rn ≥ yn. Analogously,
once rn ≥ yn, we have

8((xn, 0), 2rn) ≥
1

2N
8(Xn, rn),

and again, without loss of generality, we can assume that yn = 0 for every n, and drop it
from our notation.

Now, by the result of Lemma 9.10, the sequence (xn, rn) can be replaced by a se-
quence of points in Z . Indeed, if dist(xn,Z) > r̄ for every n ∈ N, then

8(xn, rn) ≤ C8(xn, r̄),

and the right hand side is bounded since v ∈ H 1(B+). As a consequence, dist(xn,Z) ≤ r̄ ,
and so

8(xn, rn) ≤ C8(xn, dist(xn,Z)).
Since the set Z is locally closed and dist(K, ∂+B) > 0, for n sufficiently large, to each
xn we can associate x′n ∈ Z such that dist(xn,Z) = |xn − x′n| ≤ 1

2 dist(xn, ∂+B) and we
can replace the pair (xn, dist(xn,Z)) with (x′n, 2 dist(xn,Z)). Applying Lemma 9.9, we
find a contradiction to the unboundedness of the Morrey quotient. ut
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parabolic systems of Bose–Einstein condensates and competing species. J. Differential Equa-
tions 251, 2737–2769 (2011) Zbl 1270.35043 MR 2831712

[18] Dancer, E. N., Wang, K., Zhang, Z.: Dynamics of strongly competing systems with many
species. Trans. Amer. Math. Soc. 364, 961–1005 (2012) Zbl 1252.35284 MR 2846360

[19] Dancer, E. N., Wang, K., Zhang, Z.: The limit equation for the Gross–Pitaevskii equa-
tions and S. Terracini’s conjecture. J. Funct. Anal. 262, 1087–1131 (2012) Zbl 1242.35119
MR 3004961

[20] De Silva, D., Roquejoffre, J. M.: Regularity in a one-phase free boundary problem for
the fractional Laplacian. Ann. Inst. H. Poincaré Anal. Non Linéaire 29, 335–367 (2012)
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