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Abstract. We construct a modular generalized Springer correspondence for any classical group,
by generalizing to the modular setting various results of Lusztig in the case of characteristic-0
coefficients. We determine the cuspidal pairs in all classical types, and compute the correspondence
explicitly for SL(n) with coefficients of arbitrary characteristic and for SO(n) and Sp(2n) with
characteristic-2 coefficients.
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1. Introduction

1.1. Summary

This paper continues a series, commenced in [AHJR2], which aims to construct and de-
scribe a modular generalized Springer correspondence for connected reductive groups,
in other words, to prove analogues, for sheaves with modular coefficients, of the funda-
mental results of Lusztig [Lu1, Lu2, Lu3] on the generalized Springer correspondence
for Q`-sheaves. In [AHJR2] we accomplished this for the group GL(n). Here we estab-
lish more of the foundational results, and use them to construct the correspondence for
classical groups more generally.

1.2. Statement of the main result

Recall the set-up from [AHJR2]: G denotes a connected reductive group over C, and we
consider G-equivariant perverse sheaves on the nilpotent cone NG with coefficients in
a field k of positive characteristic `. The simple perverse sheaves are indexed by the set
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NG,k of pairs (O, E) where O is a nilpotent orbit and E is an irreducible G-equivariant
k-local system on O . As we recall in §2, there is a subset Ncusp

G,k ⊂ NG,k of cuspi-
dal pairs. Let L be a set of representatives of G-conjugacy classes of Levi subgroups
of G. For any L ∈ L and (OL, EL) ∈ N

cusp
L,k , we have a corresponding induction series

N
(L,OL,EL)
G,k ⊂ NG,k.

Theorem 1.1. Assume that G is classical, and that k is big enough (see below for the
precise conditions). Then we have a disjoint union

NG,k =
⊔
L∈L

⊔
(OL,EL)∈Ncusp

L,k

N
(L,OL,EL)
G,k , (1.1)

and for any L ∈ L and (OL, EL) ∈ N
cusp
L,k we have a canonical bijection

N
(L,OL,EL)
G,k ↔ Irr(k[NG(L)/L]). (1.2)

Hence we obtain a bijection

NG,k ↔
⊔
L∈L

⊔
(OL,EL)∈Ncusp

L,k

Irr(k[NG(L)/L]), (1.3)

which we call the modular generalized Springer correspondence for G.

Here, Irr(k[NG(L)/L]) denotes the set of isomorphism classes of irreducible k-repre-
sentations of the relative Weyl group NG(L)/L; we say that G is classical if its root
system has irreducible components only of types A, B, C or D; and we say that k is big
enough if it satisfies the following conditions:

(1) if the root system of G contains a component of type An−1, then k contains all n-th
roots of unity of its algebraic closure;

(2) if the root system of G contains a component of type B or D, then k contains all
fourth roots of unity of its algebraic closure.

The second condition is, of course, vacuous if k happens to have characteristic 2. As we
will see, for particular groups these conditions on k can be weakened (for instance, in
[AHJR2] we proved Theorem 1.1 for G = GL(n) and k arbitrary); we imposed them
uniformly in order to have a concise statement.

1.3. Overview of the proof of Theorem 1.1

The main content of Theorem 1.1 can be divided into two rather different results on
induction series: the disjointness (i.e. the fact that the unions on the right-hand side
of (1.1) are disjoint), and the parametrization (i.e. the canonical bijection (1.2)). Recall
that in Lusztig’s paper [Lu1], these results had uniform proofs, whereas case-by-case ar-
guments were needed for the explicit descriptions of the cuspidal pairs and the generalized
Springer correspondence, the latter being completed subsequently in [LS, S].
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Theorem 3.1 of this paper provides a uniform construction of the parametriza-
tion (1.2), which requires only mild assumptions on (OL, EL) (weaker than the assump-
tions of Theorem 1.1). In particular, this statement does not require G to be classical.
As in [Lu1], the word “canonical” refers to the fact that this bijection does not depend
on any choice: it is characterized by a geometric condition, relating to the restriction of
a certain perverse sheaf constructed from (L,OL, EL) to the induced orbit IndGL (O

′

L),
where O ′L ⊂ NL is a nilpotent orbit determined by (OL, EL) (which frequently coincides
with OL).

On the other hand, our proof of disjointness (or rather of that part of its content which
goes beyond the general result of Corollary 2.2) relies on the classification of cuspidal
pairs, and hence requires case-by-case arguments. More precisely, we use general results
to reduce the proof of this disjointness to two key statements about cuspidal pairs (see
Theorem 5.7). Then we use induction on the rank within each classical type to classify
cuspidal pairs, and simultaneously check these statements: for SL(n) in Theorem 6.3, for
Sp(2n) when ` = 2 in Theorem 7.1, for Sp(2n) when ` 6= 2 in Theorem 7.2, for Spin(n)
when ` = 2 in Theorems 8.1 and 8.2, and for Spin(n) when ` 6= 2 in Theorems 8.3
and 8.4. (Easy arguments, explained in §5.3, reduce the classification of modular cuspidal
pairs to the case where G is simply connected and quasi-simple.)

This approach is similar to the one used for GL(n) in [AHJR2]. The main new com-
plication in this paper is the appearance of nonconstant local systems. (In the case where
the local systems are constant, the bijection (1.2) is easy to see; hence Theorem 3.1 was
not needed in [AHJR2].)

1.4. Remarks on cuspidal pairs

In the classification of cuspidal pairs we use two general results, which provide an up-
per bound and a lower bound for the number of cuspidal pairs. Namely, as observed
in [AHJR2], all pairs obtained by modular reduction from a cuspidal pair in characteris-
tic 0 are cuspidal, providing the lower bound. On the other hand, an easy generalization of
a result of Lusztig (Proposition 2.6) says that if (O, E) is a cuspidal pair then O is a dis-
tinguished orbit, providing the upper bound. We will show that, for quasi-simple classical
groups, the description of cuspidal pairs is always given by one of these two extremes. In
type A for all ` and in types B, C, D when ` 6= 2, the only cuspidal pairs are those ob-
tained by modular reduction; this is reminiscent of the result of Geck–Hiss–Malle [GHM,
Theorem 4.11] on cuspidal unipotent Brauer characters of finite classical groups. On the
other hand, in types B, C, D when ` = 2, all pairs supported on a distinguished orbit are
cuspidal; that is, cuspidal pairs are as plentiful as possible.

Among the exceptional groups, which will be treated in the third paper of this series,
there are cases where the number of cuspidal pairs is strictly between these upper and
lower bounds. As a result, there are cases where we cannot easily verify Statement 5.5
of the present paper, which asserts the distinctness of central characters of cuspidal pairs
supported on the same orbit. Therefore the third paper [AHJR3] includes a different proof
of the disjointness of induction series, based on a Mackey formula for our induction and
restriction functors.
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1.5. Explicit determination of the correspondence

Theorem 1.1 raises the problem of determining the modular generalized Springer corre-
spondence (1.3) explicitly in terms of the usual combinatorial parametrizations of both
sides. In Theorem 9.1 we solve this problem for G = SL(n) by a similar method to
that used in [AHJR2] for the GL(n) case, and in Theorems 9.5 and 9.7 we solve it for
G = SO(n) and G = Sp(2n) when ` = 2. In particular, the latter results determine
for the first time the (un-generalized) modular Springer correspondence for these groups
when ` = 2, complementing the results of [JLS] on the ` 6= 2 case (see Corollary 9.8).

These determinations require further general results, proved in Section 4, which play
the same role in our theory that Lusztig’s restriction theorem [Lu1, Theorem 8.3] did in
the determination of his generalized Springer correspondence.

1.6. Organization of the paper

The remainder of the paper falls into three parts. In Sections 2–5,G is a general connected
reductive group, and we prove a number of general results underlying Theorem 1.1. In
Sections 6–8 we take G to be a simply connected quasi-simple classical group, consid-
ering the various types in turn; these sections complete the proof of Theorem 1.1, along
the lines set out in Section 5. In Section 9 we compute the modular generalized Springer
correspondence in the cases mentioned above.

2. Generalities

In this section we continue the study, begun in [AHJR2, Section 2], of the basic defini-
tions and constructions required to formulate the modular generalized Springer corrre-
spondence for an arbitrary connected reductive group over C.

2.1. Some notation

Our notation follows [AHJR2]. In particular, k denotes a field of characteristic ` > 0. We
consider sheaves of k-vector spaces on varieties over C. For a complex algebraic group
H acting on a varietyX, we denote byDb

H (X,k) the constructibleH -equivariant derived
category and by PervH (X,k) its subcategory of H -equivariant perverse k-sheaves on X.
We denote by Loc(X,k) the category of k-local systems on X, and by LocH (X,k) the
category of H -equivariant local systems.

Throughout, G denotes a connected reductive complex algebraic group, g its Lie al-
gebra and NG ⊂ g its nilpotent cone. Recall that G has finitely many orbits in NG, and
that every simple object in PervG(NG,k) is of the form IC(O, E) where O ⊂ NG is
a G-orbit and E is an irreducible G-equivariant k-local system on O . Let NG,k denote
the set of such pairs (O, E), where the local systems E on a given orbit O are taken up
to isomorphism. Thus NG,k is finite and parametrizes the isomorphism classes of simple
objects of PervG(NG,k).
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Let P ⊂ G be a parabolic subgroup, and let L ⊂ P be a Levi factor. Then L is also
a connected reductive group, with Lie algebra l and nilpotent cone NL. We will denote
by UP the unipotent radical of P , by p the Lie algebra of P , and by uP the Lie algebra
of UP .

As explained in [AHJR2, §2.1], we have two restriction functors

RGL⊂P ,
′RGL⊂P : PervG(NG,k)→ PervL(NL,k),

which are exchanged by Verdier duality, and an induction functor

IGL⊂P : PervL(NL,k)→ PervG(NG,k),

which commutes with Verdier duality. All these functors are exact, and we have adjunc-
tions ′RGL⊂P a IGL⊂P a RGL⊂P .

For simplicity we will say that L ⊂ G is a Levi subgroup if it is a Levi factor of a
parabolic subgroup of G. Given a Levi subgroup L, we write zL for the centre of its Lie
algebra l, and z◦L for the open subset {z ∈ zL |G

◦
z = L}, where Gz denotes the stabilizer

of z in G and G◦z its identity component. The Lusztig stratification of g, defined in [Lu3,
§6], expresses g as the disjoint union of the smooth G-stable irreducible locally closed
subvarieties

Y(L,OL) := G · (OL + z◦L),

where L runs over the Levi subgroups of G and OL over the nilpotent orbits for L, and
Y(L,OL) = Y(M,OM ) if and only if the pairs (L,OL) and (M,OM) are G-conjugate. As
in [AHJR2], we define

X(L,O) := Y(L,O) and Ỹ(L,OL) := G×
L (OL + z◦L),

and we let $(L,OL) : Ỹ(L,OL) → Y(L,OL) denote the natural G-equivariant morphism.
Let NG(L,OL) be the subgroup of the normalizer NG(L) that preserves the orbit OL.
Then by [Le, proof of Lemma 5.1.28], $(L,OL) is a Galois covering with Galois group
NG(L,OL)/L. Here n ∈ NG(L,OL) acts on Ỹ(L,OL) by

n · (g ∗ (x + z)) = gn−1
∗ (n · (x + z)) for g ∈ G, x ∈ OL, z ∈ z◦L.

If EL denotes an L-equivariant local system on OL, then we write ẼL for the unique G-
equivariant local system on Ỹ(L,OL) whose pull-back toG×(OL+z◦L) is kG�(EL�kz◦L).

2.2. Induction series

Recall that a simple object F in the abelian category PervG(NG,k) is called cuspi-
dal if for any proper parabolic P ( G and Levi factor L ⊂ P we have RGL⊂P (F)
= 0. By [AHJR2, Proposition 2.1], the definition is unchanged if we instead require
′RGL⊂P (F) = 0. A pair (O, E) ∈ NG,k is called a cuspidal pair if IC(O, E) is cuspidal.
Let Ncusp

G,k ⊂ NG,k denote the set of cuspidal pairs.
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Recall from [AHJR2, Corollary 2.7] that every simple object of PervG(NG,k) ap-
pears as a quotient of IGL⊂P (IC(OL, EL)) for some L ⊂ P ⊂ G as above and (OL, EL)
∈ N

cusp
L,k . The cuspidal objects of PervG(NG,k) occur here in the case L = P = G.
As in [AHJR2], we make essential use of the Fourier–Sato transform Tg, an autoe-

quivalence of the category of conic G-equivariant perverse k-sheaves on g (for its defini-
tion and basic properties, see [AHJR1]). By [AHJR2, Corollary 2.12], for any (OL, EL)
∈ N

cusp
L,k , there is a unique pair (O ′L, E

′

L) ∈ N
cusp
L,k such that

Tl(IC(OL, EL)) ∼= IC(O ′L + zL, E ′L � kzL). (2.1)

As mentioned in [AHJR2, Remark 2.13], it is possible that, as in the characteristic-0 case,
we have (O ′L, E

′

L) = (OL, EL) always. (We will see in Corollary 6.6 below that this
holds when G = SL(n).) Next, [AHJR2, Corollary 2.18] tells us that there is a canonical
isomorphism

Tg(IGL⊂P (IC(OL, EL))) ∼= IC(Y(L,O ′L), ($(L,O ′L))∗Ẽ
′

L). (2.2)

It follows from (2.2) that IGL⊂P (IC(OL, EL)) does not depend on P , up to canonical iso-
morphism. We refer to the set of isomorphism classes of simple quotients of the perverse
sheaf IGL⊂P (IC(OL, EL)), or to the corresponding subset N(L,OL,EL)

G,k of NG,k, as the in-
duction series attached to (L,OL, EL). Clearly, this induction series is unchanged if the
triple (L,OL, EL) is conjugated by an element of G.

Lemma 2.1. Let (O, E) ∈ NG,k. Then (O, E) ∈ N
(L,OL,EL)
G,k if and only if

Tg(IC(O, E)) ∼= IC(Y(L,O ′L),D)

for some simple local system D on Y(L,O ′L) that is a quotient of ($(L,O ′L))∗Ẽ
′

L, where
(O ′L, E

′

L) ∈ N
cusp
L,k is as in (2.1). In particular, N(L,OL,EL)

G,k is canonically in bijection with
the set of isomorphism classes of simple quotients of ($(L,O ′L))∗Ẽ

′

L.

Proof. This follows immediately from (2.2), using the fact that Tg is exact and fully
faithful and IC preserves heads; see [J, Proposition 2.28]. ut

Corollary 2.2. If (L,OL, EL) and (M,OM , EM) are two triples as above where (L,O ′L)
and (M,O ′M) are not G-conjugate, then N

(L,OL,EL)
G,k ∩ N

(M,OM ,EM )
G,k = ∅. In particular,

this holds if L and M are not G-conjugate.

Proof. Since (L,O ′L) and (M,O ′M) are not G-conjugate, Y(L,O ′L) and Y(M,O ′M ) are dif-
ferent pieces of the Lusztig stratification. The result follows from Lemma 2.1. ut

In defining induction series, we focused on quotients rather than subobjects; however,
we have an analogue of ‘Property A’ for Harish-Chandra induction of cuspidal modular
representations [GH, Section 2.2]:

Lemma 2.3. The induction series attached to (L,OL, EL) equals the set of isomorphism
classes of simple subobjects of IGL⊂P (IC(OL, EL)).
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Proof. In view of Lemma 2.1 and its analogue for subobjects, it suffices to prove that for
any simple local system L on Y(L,O ′L) we have

dim HomLoc(Y(L,O′
L
),k)
(
($(L,O ′L)

)∗Ẽ ′L,L
)
= dim HomLoc(Y(L,O′

L
),k)
(
L, ($(L,O ′L))∗Ẽ

′

L

)
.

Because $(L,O ′L) is a Galois covering, the functors ($(L,O ′L))∗ and ($(L,O ′L))
∗ are biad-

joint; so it is equivalent to show that

dim HomLoc(Ỹ(L,O′
L
),k)
(
Ẽ ′L, ($(L,O ′L))

∗L
)
= dim HomLoc(Ỹ(L,O′

L
),k)
(
($(L,O ′L)

)∗L, Ẽ ′L
)
.

Since the local system Ẽ ′L is simple, it suffices to prove that ($(L,O ′L))
∗L is semi-

simple. However, since this local system is NG(L,O ′L)/L-equivariant, its socle must be
NG(L,O

′

L)/L-equivariant; and since ($(L,O ′L))
∗L is simple as anNG(L,O ′L)/L-equiva-

riant local system (see equivalence (3.5) below), this socle must be equal to ($(L,O ′L))
∗L.
ut

In the following corollary, we denote by E∨ the local system dual to E . In the statement
we use the fact that if (OL, EL) is a cuspidal pair for L, then (OL, E∨L ) is also a cuspidal
pair (see [AHJR2, Remark 2.3]).

Corollary 2.4. If (O, E) ∈ N
(L,OL,EL)
G,k , then (O, E∨) ∈ N

(L,OL,E∨L )
G,k .

Proof. Since Verdier duality commutes with IGL⊂P , this follows from Lemma 2.3. ut

The following easy result is sometimes useful in determining induction series.

Lemma 2.5. Let (O, E) ∈ NG,k, and suppose that IC(O, E) is a quotient of the perverse
sheaf IGL⊂P (IC(OL, EL)) for some L ⊂ P ⊂ G as above and (OL, EL) ∈ NL,k. Then

G · OL ⊂ O ⊂ G · (OL + uP ).

Proof. The support of IGL⊂P (IC(OL, EL)) is contained in G · (OL + uP ) by [AHJR2,
Corollary 2.15(1)], so O ⊂ G · (OL + uP ) (the latter being closed). By adjunction,

Hom
(
IC(OL, EL),RGL⊂P (IC(O, E))

)
= Hom

(
IGL⊂P (IC(OL, EL)), IC(O, E)

)
6= 0,

implying that OL is contained in the support of RGL⊂P (IC(O, E)). By definition of RGL⊂P ,
the latter support is contained in O , so G · OL ⊂ O . ut

2.3. Cuspidal pairs and distinguished orbits

Recall that a G-orbit O ⊂ NG is said to be distinguished if it does not meet NL for any
proper Levi subgroup L of G. We then have the following analogue of [Lu1, Proposi-
tion 2.8].

Proposition 2.6. If (O, E) ∈ N
cusp
G,k , then O is distinguished.
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This follows immediately from:

Proposition 2.7. Let (O, E) ∈ NG,k. If O meets NL where L ⊂ P ⊂ G are as above,
then ′RGL⊂P (IC(O, E)) 6= 0.

Proof. Let x ∈ O ∩NL and let C be the L-orbit of x. It suffices to show that

H− dim(C )(′RGL⊂P (IC(O, E))x) 6= 0,

which by definition of ′RGL⊂P is equivalent to

H− dim(C )
c

(
(x + uP ) ∩ O, IC(O, E)

)
6= 0. (2.3)

But for any y ∈ x + uP , we have x ∈ G · y, since there is a 1-parameter subgroup of G
that fixes l and contracts uP to zero. Hence (x + uP ) ∩ O = (x + uP ) ∩ O , and (2.3)
becomes

Hdim(O)−dim(C )
c

(
(x + uP ) ∩ O, E

)
6= 0. (2.4)

The proof of (2.4) is analogous to that of the corresponding statement in [Lu1]. Namely,
by [Le, Proposition 5.1.15(1)] we have dim((x + uP ) ∩ O) ≤ 1

2 (dim(O) − dim(C )).
One sees in exactly the same way as in [Lu1, Lemma 2.9(a)] that UP · x is an irreducible
component of (x + uP ) ∩ O of dimension equal to 1

2 (dim(O) − dim(C )), and that the
restriction of E to UP · x is a constant sheaf because (UP )x is connected. It follows that
Hdim(O)−dim(C )
c (UP · x, E) 6= 0, which implies (2.4). ut

Remark 2.8. When G = GL(n), only the regular orbit O(n) is distinguished. So Propo-
sition 2.6 is consistent with [AHJR2, Theorem 3.1].

We conclude this subsection with a useful observation about distinguished orbits. It is
probably known to experts, but we could not find a reference.

Lemma 2.9. If L is a Levi subgroup of G and OL is a distinguished nilpotent orbit of L,
then NG(L,OL) = NG(L); that is, the normalizer NG(L) preserves OL.

Proof. Since the assumptions and conclusion are unchanged if one replaces G by a cen-
tral quotient, we can assume that G is a product of simple groups; thus it suffices to
consider the case where G is itself simple. The root system of L is then a sum of irre-
ducible root systems, at most one of which is of type different from A. Correspondingly,
NL is a product of nilpotent cones for simple groups, at most one of which is of type
different from A, and the orbit OL is a product of distinguished orbits in these nilpotent
cones. The action of the normalizer NG(L) on NL preserves the product of the factors
of type A, and in each of these factors the distinguished orbit must be the regular orbit.
So it suffices to consider the case where NL does have a factor of type different from A,
and to show that the action of NG(L) preserves each distinguished nilpotent orbit in that
non-type-A factor.

If G is of classical type, then in fact NG(L) preserves every nilpotent orbit in the
non-type-A factor of NL, since the action of each element of NG(L) on the non-type-A
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factor of NL is the same as that of some element of L. To see this, one can assume that
G = Sp(V ) or SO(V )where V is a vector space with a nondegenerate skew-symmetric or
symmetric bilinear form. If for exampleG = Sp(V ), then there is some orthogonal direct
sum decomposition V = U ⊕U⊥ such that L = Sp(U)×H and NG(L) = Sp(U)×H ′

where H and H ′ are subgroups of GL(U⊥); thus, the action of each element of NG(L)
on the non-type-A factor NSp(U) of NL is that of some element of Sp(U).

If G is of exceptional type, then the distinguished nilpotent orbits in the non-type-A
factor of NL have different dimensions (this can be checked case-by-case, for instance
using the tables in [CM, Section 8.4]), so the claim is again obvious. ut

Remark 2.10. Since the distinguished nilpotent orbits in L are exactly the Richardson
orbits of distinguished parabolic subalgebras of l (see [CM, p. 123]), the lemma is equiv-
alent to the statement that if p, p′ are distinguished parabolic subalgebras of l, then the
pairs (l, p) and (l, p′) are G-conjugate iff p and p′ are L-conjugate, or in other words that
in the Bala–Carter classification of nilpotent orbits as stated in [CM, Theorem 8.2.12],
the parabolic subalgebra pl is defined uniquely up to L-conjugacy. In the case of classical
groups, this property is observed in [CM, p. 126]. If G is simple of exceptional type, it
follows from the fact that, for each proper Levi subgroup L of G, the Levi subalgebras
of non-L-conjugate distinguished parabolic subalgebras of L have different semisimple
ranks (since L is not of type E8).

3. Study of an induced local system

In this section we continue to letG be an arbitrary connected reductive group over C. We
fix a Levi subgroup L and an orbit O ⊂ NL. (To reduce clutter, we drop the subscript L
from the notation OL of the previous section.) Sometimes it will be convenient to choose
a parabolic subgroup P ⊂ G with Levi factor L, but our main constructions will not
depend on this choice.

We let IndGL (O) denote the nilpotent orbit in NG induced by O . The most familiar
definition of IndGL (O) is as the unique nilpotent orbit that intersects O+uP in a dense set
(see [CM, Theorem 7.1.1]), but it can also be defined in a way that is independent of P :
it is the unique nilpotent orbit that is dense in NG ∩X(L,O) (see [CM, Theorem 7.1.3 and
its proof]).

3.1. Overview

Our aim in this section is to study the local system ($(L,O))∗Ẽ on Y(L,O), where E is an ir-
reducibleL-equivariant k-local system on O and Ẽ is the resulting local system on Ỹ(L,O).
The specific statement we will prove is the following; its proof will be completed in §3.6.
In this statement we use the fact that since$(L,O) : Ỹ(L,O)→ Y(L,O) is a Galois covering
with Galois group NG(L,O)/L, there is a natural functor

Rep(NG(L,O)/L, k)→ Loc(Y(L,O),k) : U 7→ LU ;

see §3.2 below (and in particular (3.7)) for details.
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Theorem 3.1. Assume that the following conditions hold:

there is a parabolic subgroup P ⊂ G with Levi factor L
such that for any y ∈ IndGL (O) ∩ (O + uP ), Gy ⊂ P ;

(3.1)

E is absolutely irreducible; (3.2)
the isomorphism class of E is fixed by the action of NG(L,O). (3.3)

Then there is a unique (up to isomorphism) indecomposable direct summand of the lo-
cal system ($(L,O))∗Ẽ whose IC-extension has a nonzero restriction to IndGL (O). This
direct summand appears with multiplicity one, and its head E is absolutely irreducible.
Moreover, the following properties hold:

(1) dim Hom(($(L,O))∗Ẽ, E) = 1;
(2) the morphism Ẽ → ($(L,O))

∗E obtained by adjunction from the unique (up to scalar)
morphism ($(L,O))∗Ẽ → E is an isomorphism;

(3) the local system ($(L,O))∗Ẽ is isomorphic to E ⊗ Lk[NG(L,O)/L], and its endomor-
phism algebra End(($(L,O))∗Ẽ) is isomorphic to k[NG(L,O)/L];

(4) the assignment U 7→ E ⊗ LU induces a bijection

Irr(k[NG(L,O)/L])↔
{

isomorphism classes of simple
quotients of ($(L,O))∗Ẽ

}
. (3.4)

Our motivation is the occurrence of the right-hand side of (3.4) in Lemma 2.1, and after
Section 4 we will need Theorem 3.1 only in the case where (O, E) is a cuspidal pair
for L. (In that case, condition (3.1) follows from Proposition 2.6 and Lemma 3.11; condi-
tion (3.2) will be guaranteed by our assumptions on k; and condition (3.3) will be implied
by a certain property of cuspidal pairs. See the proof of Theorem 5.7.) However, it seemed
worthwhile to explain the proof of Theorem 3.1 in as general a setting as possible. We
will introduce our assumptions (3.1)–(3.3) on (O, E) as they are needed in the arguments.

Remark 3.2. Notice that if E = kO (and hence Ẽ = kỸ(L,O)
), then kY(L,O)

satisfies the
properties (1)–(4) of the local system E in the theorem, by the well-known generalities on
Galois coverings recalled in §3.2. We will see in Lemma 3.19 below that if E = kO , we
do indeed have E = kY(L,O)

. Hence, in the case of GL(n), the bijection (3.4) coincides
with the one used in [AHJR2, proof of Lemma 3.8].

Remark 3.3. Although this is not the point of view we will emphasize in the proof,
the reader may find it enlightening to interpret Theorem 3.1 in terms of modular repre-
sentations of finite groups. Namely, the irreducible L-equivariant local system E on O
corresponds to an irreducible k-representation V of the group AL(x) := Lx/L

◦
x ,

where x is a chosen element of O . There is a Galois covering of Y(L,O) with group
ANG(L)(x), denoted Ỹ ′

(L,O) in §3.4 below, from which Ỹ(L,O) is obtained by factor-
ing out the action of the normal subgroup AL(x); note that ANG(L)(x)/AL(x) ∼=
NG(L)x/Lx ∼= NG(L,O)/L. Hence each representation of ANG(L)(x) determines a lo-
cal system on Y(L,O), and one can check that ($(L,O))∗Ẽ corresponds in this way to the
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induced representation Ind
ANG(L)(x)

AL(x)
(V ). The local system E produced by Theorem 3.1

corresponds to an irreducible representation V of ANG(L)(x) whose restriction to AL(x)
is isomorphic to V , by property (2). A necessary condition for such a representation V to
exist is that the isomorphism class of V be fixed by the conjugation action of ANG(L)(x),
which is exactly what assumption (3.3) implies. Given this and the fact that V is ab-
solutely irreducible (by assumption (3.2)), the obstruction to the existence of V is the
cohomology class in H2(NG(L,O)/L,k×) determined by V as in [I, Theorem 11.7].
Thus, part of Theorem 3.1 is the purely algebraic statement that this cohomology class is
trivial. However, an equally important part of Theorem 3.1 is that the construction of E
is canonical: in other words, the geometric condition about IC-extension singles out one
particular choice of V , and hence one particular bijection (3.4).

Remark 3.4. The prototype for Theorem 3.1 is Lusztig’s result [Lu1, Theorem 9.2], a
main ingredient of his generalized Springer correspondence for Q`-sheaves. That result
required (O, E) to be a cuspidal pair for L, and was in the setting of the group G rather
than the Lie algebra g; since he worked over an algebraically closed field of characteris-
tic 0, Lusztig had no need to refer to absolute irreducibility or to heads of indecomposable
summands. His original proof does not carry over to the modular setting. He subsequently
gave a different proof in the Lie algebra context in [Lu3, Sections 6–7], on which our ar-
guments are essentially based. However, significant modifications are required, primarily
because the property Lusztig stated as [Lu3, Lemma 6.8(c)] does not hold for modular
cuspidal pairs (let alone the more general pairs allowed by Theorem 3.1): that is, the
parabolic subgroups P of G having L as a Levi factor do not necessarily form a single
orbit under the conjugation action of NG(L). For this reason, we cannot directly use the
constructions in [Lu3, Section 7] involving the variety of allG-conjugates of P . Our alter-
native constructions were inspired by the treatment of Bonnafé [Bo2]; he worked with G
rather than g, but many of his proofs require only minor adaptations to our case.

Remark 3.5. In [Lu1, Proposition 9.5], in the setting of Q`-sheaves, Lusztig character-
ized the image of the sign representation of NG(L,O)/L under his version of the bi-
jection (3.4). A general analogue of such a result in our context seems unlikely, since
NG(L,O)/L need not be a Coxeter group even if (O, E) is a cuspidal pair for L. For
example, if G is of type E6, a Levi subgroup L of type A2 can have cuspidal pairs in
characteristic 3 by [AHJR2, Theorem 3.1], and in that case NG(L,O)/L = NG(L)/L is
isomorphic to (S3 ×S3)o Z/2Z (see [H]).

3.2. Local systems and Galois coverings

In this subsection we collect some generalities on Galois coverings.
Let A be a finite group, and let π : X→ Y be a Galois covering with Galois group A.

Since A is finite, the datum of an A-equivariant local system on X is equivalent to the
datum of a local system M on X, together with isomorphisms ϕa :M

∼
−→ a∗M for all

a ∈ A, which satisfy ϕba = a∗(ϕb) ◦ ϕa for any a, b ∈ A. (Here, by abuse of notation
we still denote by a : X

∼
−→ X the action of a ∈ A.) Any object of the form π∗L, with L
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in Loc(Y,k), has a canonical A-equivariant structure in which ϕa is the isomorphism
π∗L = (π ◦a)∗L ∼

−→ a∗π∗L. It is well known that the functor π∗ induces an equivalence
of categories

Loc(Y,k) ∼−→ LocA(X, k). (3.5)

Now we define a canonical fully faithful functor

Rep(A, k)→ LocA(X, k) (3.6)

as follows: to any finite-dimensional k-representation V of A we associate the constant
local system VX, with ϕa : VX

∼
−→ a∗VX defined so that the composition

VX
ϕa
−→ a∗VX

∼= VX

(where the second isomorphism is the canonical one arising from the fact that VX is
constant) is the automorphism of VX induced by the action of a on V . The essential image
of (3.6) is the subcategory consisting of A-equivariant local systems whose underlying
local system is constant.

Composing (3.6) with an inverse of the equivalence (3.5) (uniquely defined up to
isomorphism of functors) we obtain a fully faithful functor

Rep(A, k)→ Loc(Y,k) : V 7→ LV , (3.7)

whose essential image is the subcategory whose objects are the local systems L such
that π∗L is constant. By definition, for any representation V of A we have a canonical
isomorphism π∗LV ∼= VX of A-equivariant local systems on X; moreover, if L is a local
system on Y , then any isomorphism π∗L ∼

−→ VX ofA-equivariant local systems is induced
by a unique isomorphism L ∼

−→ LV .

Lemma 3.6. We have a canonical isomorphism π∗kX ∼= Lk[A], where k[A] denotes the
left regular representation of A.

Proof. From the definitions one can easily write down a canonical isomorphism of
A-equivariant local systems π∗π∗kX ∼= k[A]

X
, which implies the claim. ut

For any A-equivariant local system M onX, the group A has a natural action (by isomor-
phisms in Loc(Y,k)) on the direct image π∗M, in which a ∈ A acts as the composition
π∗M

∼
−→ π∗a

∗M ∼
−→ π∗M where the first isomorphism is π∗(ϕa) and the second is

base change. In particular, A acts on π∗kX; under the isomorphism of Lemma 3.6, this
corresponds to the action of A on k[A] by right multiplication, and hence it induces an
algebra isomorphism

k[A] ∼−→ End(π∗kX). (3.8)

For any local system L on Y , the projection formula gives an isomorphism π∗π
∗L ∼=

L⊗ π∗kX, and the A-action on π∗π∗L is the one induced by the A-action on π∗kX.
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Assume now that we are given a group automorphism θ of A, and automorphisms ϑ̇
of X and ϑ of Y , which satisfy

π ◦ ϑ̇ = ϑ ◦ π, and ϑ̇(a · x) = θ(a) · ϑ̇(x)

for all a ∈ A and x ∈ X. Then for any V ∈ Rep(A, k) one can define a local system
ϑ∗LV on Y and a representation V θ of A (which is isomorphic to V as a vector space,
with the action of a ∈ A corresponding to the action of θ(a) on V ).

Lemma 3.7. We have a canonical isomorphism ϑ∗LV ∼= LV θ .

Proof. Consider the composition of natural isomorphisms of local systems

π∗ϑ∗LV ∼= (ϑ ◦ π)∗LV = (π ◦ ϑ̇)∗LV ∼= ϑ̇∗π∗LV ∼= ϑ̇∗VX ∼= VX.

Using the fact that ϑ̇ ◦a = θ(a)◦ϑ̇ , it is easily checked that ϕa : π∗ϑ∗LV
∼
−→ a∗π∗ϑ∗LV

corresponds, under this composition, to the isomorphism VX
∼
−→ a∗VX whose composi-

tion with the canonical isomorphism a∗VX
∼= VX is the automorphism of VX induced by

the action of θ(a) on V . Hence we have defined a canonical isomorphism ofA-equivariant
local systems π∗ϑ∗LV ∼= (V θ )X, and the lemma follows. ut

Finally, we will need the following easy result.

Lemma 3.8. Let M be a local system on Y such that π∗M is absolutely irreducible.
Then the functor V 7→M⊗LV induces an equivalence of categories between Rep(A, k)
and the full subcategory of Loc(Y,k)whose objects are the local systems L such that π∗L
is isomorphic to a direct sum of copies of π∗M.

Proof. One can construct a functor in the reverse direction as follows: if L is an object
of Loc(Y,k) such that π∗L is isomorphic to a direct sum of copies of π∗M then one can
consider the vector space Hom(π∗M, π∗L), endowed with the natural A-action induced
by theA-equivariant structures on π∗L and π∗M. Using the fact that Hom(π∗M, π∗M)

= k (since π∗M is absolutely irreducible), one can easily check that this provides an
inverse to the functor of the lemma. ut

3.3. Preliminary results

We will need the following analogues in the Lie algebra setting of results stated in the
group setting in [Lu1] or [Bo1].

Lemma 3.9. Let P ⊂ G be a parabolic subgroup with Levi factor L. Let x ∈ l and
y ∈ g. Then

dim{gP | g−1
· y ∈ (L · x)+ uP } ≤

1
2 (dimGy − dimLx).

Proof. The proof is entirely analogous to that of [Lu1, (1.3.1)]. ut

Lemma 3.10. Let P ⊂ G be a parabolic subgroup with Levi factor L. Let x ∈ O and
y ∈ uP be such that x + y ∈ IndGL (O). Then:

(1) G◦x+y ⊂ P , and hence the natural morphism AP (x + y)→ AG(x + y) is injective;
(2) the natural morphism AP (x + y)→ AL(x) is surjective.
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Proof. The proof is analogous to that of [Lu1, Corollary 7.3(d)]. Since P acts transitively
on IndGL (O)∩(O+uP ) and dim IndGL (O) = dim O+2 dim uP (see [CM, Theorem 7.1.1]),
we have

dimPx+y = dimP − dim(O + uP ) = dimG− dim IndGL (O) = dimGx+y,

proving (1). Now LxUP acts transitively on IndGL (O) ∩ (x + uP ), which is irreducible
(being dense in x+uP ), implying that L◦xUP also acts transitively on it. Hence if g ∈ Lx ,
there exist h ∈ L◦x and u ∈ UP such that g ·(x+y) = hu·(x+y). Then u−1h−1g ∈ Px+y ,
and its image in AL(x) is gL◦x , which proves (2). ut

The following lemma will not in fact be used until later sections, but we place it here to
highlight the connection with Lemma 3.10(1).

Lemma 3.11. Let P ⊂ G be a parabolic subgroup with Levi factor L. Let x ∈ O
and y ∈ uP be such that x + y ∈ IndGL (O). If O is a distinguished orbit in NL, then
Gx+y ⊂ P , and hence AP (x + y) = AG(x + y).

Proof. The proof is analogous to that of [Bo1, Theorem (3)]. By [CM, Theorem 8.2.6
and Corollary 7.1.7] there exists a distinguished parabolic subgroup Q ⊂ L, with Levi
factor M , such that x ∈ uQ and O is the Richardson orbit of Q, i.e. O = IndLM({0}).
ThenQ′ := QUP is a parabolic subgroup ofG, which is distinguished by [Bo1, Proposi-
tion 2.3], and x+y ∈ uQ′ belongs to the Richardson orbit ofQ′ since IndGL (IndLM({0})) =
IndGM({0}) (see [CM, Proposition 7.1.4(ii)]). By [Bo1, Theorem 2.2(e)] we deduce that
Gx+y ⊂ Q

′
⊂ P . ut

3.4. Geometry

Following [Lu3, 6.11], we define

T(L,O) :=
⋃
L′⊃L

Y
(L′,IndL

′

L (O))
,

where the union is over Levi subgroups L′ of G containing L, and IndL
′

L (O) denotes the
nilpotent orbit in NL′ induced by O .

Lemma 3.12. T(L,O) is an open subvariety of X(L,O).

Proof. This is proved in [Lu3, Proposition 6.12] under the assumption that O supports
a cuspidal pair in characteristic 0, but in fact the only step of the proof that uses that
assumption can be easily seen to hold in general. (Namely, to show the equality la-
belled (c), instead of invoking [Lu3, Lemma 6.10], simply observe that both sides equal
codimLie(L′) C

′.) ut

Clearly, the subvariety T(L,O) is G-stable. It contains Y(L,O) as an open subset and con-
tains Y(G,IndGL (O))

= zG + IndGL (O) as a closed subset (closed by [Lu3, Proposition 6.5]).
Note that for every element y of T(L,O) we have

dimGy = dimL− dim O, (3.9)

since if y ∈ x + z◦
L′

for x ∈ IndL
′

L (O), then G◦y = (L
′
x)
◦.
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Remark 3.13. In the setting of the group G rather than the Lie algebra g, the variety
analogous to T(L,O) is the one denoted Xmin by Bonnafé (see [Bo2, Remark 2.4] for the
description of Xmin analogous to the above definition of T(L,O)).

Now we fix a parabolic subgroup P ⊂ G having L as a Levi factor. Recall that

X(L,O) = G · (O + zL + uP ).

As in [AHJR2, §2.6], we also consider the variety

X̃(L,O) := G×
P (O + zL + uP ).

Recall from [AHJR2, (2.12)] that we have a cartesian square

Ỹ(L,O)
� � //

$(L,O)

��

X̃(L,O)

π(L,O)

��
Y(L,O)

� � // X(L,O)

(3.10)

where the horizontal morphisms are open embeddings. The image of the top embedding
is G×P (O + z◦L + uP ) (see [Le, Lemma 5.1.27]). We set

T̃(L,O) := π
−1
(L,O)(T(L,O)),

and denote by τ(L,O) : T̃(L,O) → T(L,O) the restriction of π(L,O). The following result is
adapted from [Bo2, Theorem 2.3(a)].

Proposition 3.14. The variety T̃(L,O) is the normalization of T(L,O) relative to the Galois
covering$(L,O). In particular, this variety is independent of the choice of P up to canon-
ical isomorphism, and it is endowed with a natural action of NG(L,O)/L commuting
with theG-action, such that τ(L,O) isG×NG(L,O)/L-equivariant (whereNG(L,O)/L
acts trivially on T(L,O)).

Proof. Consider the smooth open subvariety

X̃◦(L,O) := G×
P (O + zL + uP ) ⊂ X̃(L,O).

First, we claim that T̃(L,O) is included in X̃◦
(L,O) (and hence is smooth). Indeed, let x ∈ O ,

z ∈ zL, and y ∈ uP , and assume that x + z + y ∈ Y
(L′,IndL

′

L (O))
for some L′ ⊃ L.

Then dimGx+z+y = dimL − dim O by (3.9). But we have Gx+z+y ⊃ Px+z+y , and
P · (x + z+ y) ⊂ (L · x)+ z+ uP , which implies that

dimGx+z+y ≥ dimP − dim(P · (x + z+ y)) ≥ dimL− dim(L · x).

Hence we finally obtain dim(L · x) ≥ dim O , which implies that x ∈ O and finishes the
proof of the claim.
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Now we claim that τ(L,O) is finite. Since this morphism is projective, it suffices to
prove that it is quasi-finite. For y ∈ T(L,O), we have

τ−1
(L,O)(y)

∼= {gP ∈ G/P | g
−1
· y ∈ O + zL + uP }

by the first claim, and it suffices to prove that the set on the right-hand side is finite. But
the zL component of any element of (G · y)∩ (O + zL+ uP ) is the semisimple part of its
projection to l ∼= p/uP , and hence is conjugate to the semisimple part ys of y (by the Lie
algebra analogue of [Bo2, Lemma 1.6]). Since (G · ys) ∩ zL is finite, it suffices to show
that

{gP ∈ G/P | g−1
· y ∈ (L · x)+ uP }

is finite for any x ∈ O + zL, and this follows immediately from Lemma 3.9 and (3.9).
Finally, since we have a diagram

Ỹ(L,O)
� � //

$(L,O)

��

T̃(L,O)

τ(L,O)

��
Y(L,O)

� � // T(L,O)

(3.11)

where the horizontal arrows are open embeddings, T̃(L,O) is smooth, and τ(L,O) is finite,
we find that T̃(L,O) is the normalization of T(L,O) relative to $(L,O). The rest of the
statement follows from the functoriality of relative normalization. ut

The next statement is the analogue of [Lu3, 7.5(f)]. The proof follows that of [Bo2,
Lemma 2.5 and Corollary 2.6].

Lemma 3.15. Assume that (3.1) holds. Then the morphism τ(L,O) restricts to an iso-
morphism τ−1

(L,O)(IndGL (O))
∼
−→ IndGL (O). In particular, the action of NG(L,O)/L on

τ−1
(L,O)(IndGL (O)) is trivial.

Proof. Since the statement is independent of P , we can assume that P satisfies the condi-
tion in (3.1). It suffices to prove that for any y ∈ IndGL (O)∩ (O + uP ), the fibre τ−1

(L,O)(y)

is a single point. As in the proof of Proposition 3.14, we have

τ−1
(L,O)(y)

∼= {gP ∈ G/P | g
−1
· y ∈ O + uP }.

Since P acts transitively on IndGL (O) ∩ (O + uP ) (see [CM, Theorem 7.1.1]), the right-
hand side is GyP/P , which is a single point by our assumption. ut

Now choose x ∈ O and define Ỹ ′
(L,O) = G ×L (L/L◦x × z◦L). Let ν(L,O) : Ỹ ′(L,O) →

Ỹ(L,O) be the map induced by the covering L/L◦x → L/Lx ∼= O . Then ν(L,O) is a
Galois covering with group AL(x), and $(L,O) ◦ ν(L,O) is a Galois covering with group
ANG(L)(x) = NG(L)x/L

◦
x . Here n ∈ NG(L)x acts on Ỹ ′

(L,O) by

n · (g ∗ (mL◦x, z)) = gn
−1
∗ (nmn−1L◦x, n · z) for g ∈ G, m ∈ L, z ∈ z◦L,



1030 Pramod N. Achar et al.

and ν(L,O) is the quotient map for the action of the normal subgroup Lx (with the smaller
normal subgroup L◦x acting trivially).

Recall the parabolic subgroup P with Levi factor L. Following [Bo2, Remark 3.3] we
consider the P -action on L/L◦x × zL × uP in which lu ∈ LUP = P acts by

(lu) · (mL◦x, z, v) :=
(
lmL◦x, z, l · ((um · x −m · x)+ (u · z− z)+ u · v)

)
,

and the smooth variety

X̃◦′(L,O) := G×
P (L/L◦x × zL × uP ).

Then we have a Galois covering µ(L,O) with Galois group AL(x) and a diagram

Ỹ ′
(L,O)

ν(L,O)

��

� � // X̃◦′
(L,O)

µ(L,O)

��
Ỹ(L,O)

� � // T̃(L,O)
� � // X̃◦

(L,O)

We denote by T̃ ′
(L,O) the inverse image of T(L,O) in X̃◦′

(L,O), and by σ(L,O) : T̃ ′(L,O)→
T̃(L,O) the restriction of µ(L,O). By construction, this morphism is a Galois covering with
Galois group AL(x).

The following result follows from the same arguments as for Proposition 3.14.

Lemma 3.16. The variety T̃ ′
(L,O) is the normalization of T(L,O) relative to the Galois

covering $(L,O) ◦ ν(L,O). In particular, this variety is independent of the choice of P up
to canonical isomorphism, and is endowed with a natural action of ANG(L)(x) extend-
ing the action of AL(x) and commuting with the action of G, and such that σ(L,O) is
G × ANG(L)(x)-equivariant. (Here the group ANG(L)(x) acts on T̃(L,O) via its quotient
ANG(L)(x)/AL(x)

∼= NG(L,O)/L.)

We summarize our constructions in the following diagram:

Ỹ ′
(L,O)

ν(L,O)

��

� � // T̃ ′
(L,O)

σ(L,O)

��

� � // X̃◦′
(L,O)

µ(L,O)

��
Ỹ(L,O)

� � //

$(L,O)

��

T̃(L,O)

τ(L,O)

��

� � // X̃◦
(L,O)

� � // X̃(L,O)

π(L,O)

��
Y(L,O)

� � // T(L,O)
� � // X(L,O)

Note once again that the first two columns do not depend on the choice of the parabolic
subgroup P (but the varieties X̃◦′

(L,O), X̃
◦

(L,O) and X̃(L,O) do depend on P ).
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3.5. Local systems

We denote by E an irreducible L-equivariant local system on O . Choosing x ∈ O as
above, we obtain a corresponding irreducible representation V = Ex of AL(x). Note that,
up to isomorphism, E is the local system on O associated to V by the functor (3.7) for
the Galois covering L/L◦x → L/Lx ∼= O; in other words, the AL(x)-equivariant local
system obtained by pulling E back to L/L◦x is isomorphic to the constant sheaf VL/L◦x .

Recall that Ẽ is defined to be the unique G-equivariant local system on Ỹ(L,O) whose
pull-back toG×(O+z◦L) is kG�(E�kz◦L). Alternatively, Ẽ is the local system associated

to V by the functor (3.7) for the Galois covering ν(L,O) : Ỹ ′(L,O) → Ỹ(L,O). (To see this,

observe that (ν(L,O))∗Ẽ is a G × AL(x)-equivariant local system on Ỹ ′
(L,O) whose pull-

back to G× (L/L◦x × z◦L) is kG � (VL/L◦x
� kz◦L), hence (ν(L,O))∗Ẽ ∼= VỸ ′

(L,O)
.)

Given a parabolic subgroup P ⊂ G with L as Levi factor, we similarly define Ė to be
the uniqueG-equivariant local system on X̃◦

(L,O) whose pull-back to G× (O + zL+ uP )

is kG � (E � kzL � kuP ). By similar reasoning, Ė is the local system associated to V
by the functor (3.7) for the Galois covering µ(L,O) : X̃◦′(L,O) → X̃◦

(L,O). Clearly Ė is an

extension of Ẽ under the open embedding Ỹ(L,O) ↪→ X̃◦
(L,O).

Let Ê denote the restriction of Ė to T̃(L,O), which is therefore also an extension of Ẽ .
Alternatively, Ê is the local system associated to V by the functor (3.7) for the Galois
covering σ(L,O) : T̃ ′(L,O) → T̃(L,O). Since this covering is independent of P (see Propo-

sition 3.14 and Lemma 3.16), the local system Ê is independent of P .
Now let F denote the G-equivariant local system on τ−1

(L,O)(IndGL (O)) obtained by

restricting Ê . We have the following analogue of part of [Lu3, Lemma 7.10(a)]:

Lemma 3.17. Assume that (3.1) and (3.2) hold. Then the local system F is absolutely
irreducible.

Proof. Since the statement is independent of P , we can assume that P satisfies the
condition in (3.1). In addition to choosing x ∈ O as above, let y ∈ uP be such that
x + y ∈ IndGL (O). Then Gx+y ⊂ P . Recall from Lemma 3.15 that τ−1

(L,O)(IndGL (O)) is
the G-orbit of 1 ∗ (x + y), whose stabilizer in G is Gx+y . Since F is G-equivariant, it
corresponds to some representation V ′ ofAG(x+y) = AP (x+y). We must show that the
representation V ′ is absolutely irreducible. However, by construction, the representation
V ′ is obtained by pulling back the representation V through the natural homomorphism
AP (x + y) → AL(x) (compare [Lu1, Corollary 7.4]; we have no induction of repre-
sentations here, since AP (x + y) = AG(x + y)). This homomorphism is surjective by
Lemma 3.10(2), and V is absolutely irreducible by assumption (3.2), so the claim fol-
lows. ut

Recall that the action of (NG(L,O)/L) on Ỹ(L,O) extends to T̃(L,O) (see Proposi-
tion 3.14). Hence for any n ∈ NG(L,O)/Lwe have a local system n∗Ê on T̃(L,O). If (3.1)
holds, from Lemma 3.15 we know thatNG(L,O)/L acts trivially on τ−1

(L,O)(IndGL (O)), so
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the restriction of this local system to τ−1
(L,O)(IndGL (O)) is F . We then have the following

analogue of [Lu3, Lemma 7.10(b)(c)].

Proposition 3.18. Assume that (3.1)–(3.3) hold. Then for any n ∈ NG(L,O)/L there is
a unique isomorphism

ϕn : Ê
∼
−→ n∗Ê

such that the induced automorphism of F is the identity. Moreover,

ϕmn = n
∗(ϕm) ◦ ϕn

for all m, n ∈ NG(L,O)/L; in other words, the collection of isomorphisms ϕn constitute
an (NG(L,O)/L)-equivariant structure on Ê .

Proof. Choose some ṅ in ANG(L)(x) whose image in NG(L,O)/L is n. Then we can
apply Lemma 3.7 to the automorphism of T̃ ′

(L,O), resp. T̃(L,O), resp. AL(x), induced by
the action of ṅ, resp. the action of n, resp. the conjugation by ṅ, to obtain an isomorphism
between n∗Ê and the local system associated to the twist V ṅ of V by the conjugation
action of ṅ on AL(x). From assumption (3.3) we deduce that V ṅ is isomorphic to V , so
there exists an isomorphism ϕn : Ê

∼
−→ n∗Ê .

By assumption (3.2), the representation V is absolutely irreducible, and hence so is Ê .
So for each n ∈ NG(L,O)/L, the isomorphism ϕn is unique up to scalar. In partic-
ular, n∗(ϕm) ◦ ϕn must be a scalar multiple of ϕmn for all m, n ∈ NG(L,O)/L. By
the remark before the statement of the proposition, ϕn induces an automorphism of F ;
by Lemma 3.17, this induced automorphism must be a scalar multiplication, so we can
uniquely normalize ϕn to make it the identity. With this normalization, the equation
ϕmn = n

∗(ϕm) ◦ ϕn is clear. ut

For the remainder of this section, we continue to assume that (3.1)–(3.3) all hold. Re-
stricting the isomorphisms ϕn of Proposition 3.18 to Ỹ(L,O), we obtain a collection of
isomorphisms

ψn : Ẽ
∼
−→ n∗Ẽ

for all n ∈ NG(L,O)/L, satisfying the rule

ψmn = n
∗(ψm) ◦ ψn.

In other words, by considering the extension Ê to the larger variety T̃(L,O), we have de-
fined a canonical (NG(L,O)/L)-equivariant structure on Ẽ .

By the equivalence (3.5), this (NG(L,O)/L)-equivariant structure on Ẽ gives rise to
a local system E on Y(L,O) equipped with a canonical isomorphism

($(L,O))
∗E ∼= Ẽ . (3.12)

Since Ẽ is absolutely irreducible by (3.2), we can apply Lemma 3.8 with M = E .
Using the projection formula, from (3.12) we deduce a canonical isomorphism

($(L,O))∗Ẽ ∼= E ⊗ ($(L,O))∗kỸ(L,O)
. (3.13)
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The canonical (NG(L,O)/L)-equivariant structure on Ẽ defines a canonical action of
NG(L,O)/L on ($(L,O))∗Ẽ . Under isomorphism (3.13), this action is induced by the
canonical action on ($(L,O))∗kỸ(L,O)

(see Lemma 3.6 and the subsequent comments).
From (3.8) and Lemma 3.8 we deduce the algebra isomorphism

k[NG(L,O)/L]
∼
−→ End

(
($(L,O))∗Ẽ

)
. (3.14)

This is the analogue of [Lu3, Proposition 7.14]. (Note that, in isolation, (3.14) is a less
conclusive statement in the modular case, since ($(L,O))∗Ẽ is not semisimple.)

Lemma 3.19. If E = kO , then E = kY(L,O)
.

Proof. In this case Ê = kT̃(L,O)
and the isomorphism ϕn defined in Proposition 3.18

is clearly the canonical one. Hence Ẽ = kỸ(L,O)
as an (NG(L,O)/L)-equivariant local

system, so E = kY(L,O)
. ut

Remark 3.20. When E is nontrivial, it is a challenging problem to describe concretely
the local system E on Y(L,O) (for example, by specifying explicitly the corresponding
representation V ofANG(L)(x)—see Remark 3.3). Even in Lusztig’s setting where (O, E)
is a characteristic-0 cuspidal pair, this problem is unsolved in general, although some
cases were settled by Bonnafé [Bo2, Bo3].

3.6. Proof of Theorem 3.1

Finally we are in a position to prove Theorem 3.1. We continue to assume (3.1)–(3.3).
Using (3.13), from Lemma 3.8 we deduce properties (1) and (4) of Theorem 3.1 for

the above local system E . Properties (2) and (3) already emerged from the above dis-
cussion (see (3.12)–(3.14)). Hence what remains to be proved is that ($(L,O))∗Ẽ has a
unique direct summand whose IC-extension has a nonzero restriction to IndGL (O), ap-
pearing with multiplicity one, and that E is the head of this direct summand.

First, from (3) and Lemma 3.8 we deduce that the indecomposable direct summands
of ($(L,O))∗Ẽ are of the form E ⊗ LQ for Q an indecomposable direct summand of
k[NG(L,O)/L], i.e. an indecomposable projective k[NG(L,O)/L]-module. Now, let
j : Y(L,O) → T(L,O) be the inclusion, and let d := dim(Y(L,O)). Then the restriction of
the perverse sheaf IC(Y(L,O), ($(L,O))∗Ẽ) to the induced orbit IndGL (O) is the same as
that of j!∗(($(L,O))∗Ẽ[d]). Moreover, since τ(L,O) is finite and T̃(L,O) is smooth, and Ê
extends Ẽ , there is a canonical isomorphism of perverse sheaves

j!∗
(
($(L,O))∗Ẽ[d]

)
∼= (τ(L,O))∗Ê[d].

By definition, the restriction of the right-hand side to IndGL (O) is F[d], which is indecom-
posable by Lemma 3.17. (Here we abuse notation by denoting also by F the local system
on IndGL (O) corresponding to the previous F on the isomorphic variety τ−1

(L,O)(IndGL (O)).)
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This implies that there exists a unique direct summand G of ($(L,O))∗Ẽ whose IC-exten-
sion has a nonzero restriction to IndGL (O) (appearing with multiplicity one), and that the
restriction of G to IndGL (O) is F[d].

Let Q be the corresponding indecomposable projective k[NG(L,O)/L]-module, so
that G ∼= E ⊗LQ, and consider the vector space Hom(($(L,O))∗Ẽ,G). This vector space
has a canonical action of NG(L,O)/L induced by the action on ($(L,O))∗Ẽ , and using
Lemma 3.8 it is easily checked that this k[NG(L,O)/L]-module is isomorphic to Q.
Now consider the following morphism:

Hom
(
($(L,O))∗Ẽ,G

) j!∗(·[d])
−−−−→ Hom

(
(τ(L,O))∗Ê[d], j!∗(G[d])

)
→ End(F[d]) ∼= k,

where the second arrow is induced by restriction to IndGL (O). Then by construction this
morphism is nonzero, and (NG(L,O)/L)-equivariant if NG(L,O)/L acts trivially on
the right-hand side. It follows that Q is the projective cover of the trivial representation,
which concludes the proof.

4. Induction and restriction

Consider a chain of Levi subgroups L ⊂ M ⊂ G. Let P ⊂ Q be parabolic subgroups
of G whose Levi factors are L and M , respectively. Also, let R = P ∩M .

Fix a pair (O, E) ∈ NL,k satisfying the following conditions:

(1) for any y ∈ IndML (O) ∩ (O + uR), My ⊂ R;
(2) for any y ∈ IndGL (O) ∩ (O + uP ), Gy ⊂ P ;
(3) E is absolutely irreducible;
(4) the isomorphism class of E is fixed by NG(L,O).

The last condition implies, of course, that the isomorphism class of E is also fixed by
the smaller group NM(L,O). These conditions say that (L,O) satisfies (3.1)–(3.3) with
respect to both M and G, so we can invoke Theorem 3.1 in both settings. Notice that
if O is a distinguished nilpotent orbit for L, then conditions (1) and (2) follow from
Lemma 3.11.

In this section we prove that the resulting objects (local systems, equivariant struc-
tures, group actions) are compatible with induction from M to G (see Theorems 4.2, 4.4
and 4.5). This culminates in Theorem 4.7, a modular version of Lusztig’s restriction the-
orem [Lu1, Theorem 8.3], which one would expect to need in order to determine the
modular generalized Springer correspondence. In the present paper, the only application
of these results is in Section 9, where Theorem 4.5 is used; in particular, they are not
needed for the proof of Theorem 1.1.

4.1. Notation

We will need notation for several versions of the varieties Y(L,O), Ỹ(L,O), etc. Define

z•L := {z ∈ zL | M
◦
z = L},
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an open subset of zL containing z◦L. Recalling that Y(L,O) = G · (O + z◦L), we define

YM(L,O) := M · (O + z•L) and Y
M;G

(L,O) := M · (O + z◦L).

Likewise, ỸM
(L,O), T

M
(L,O), etc., are defined in the same way as Ỹ(L,O), T(L,O), etc., but

with the roles of P , G, and z◦L replaced by R, M , and z•L. The subset ỸM;G
(L,O) ⊂ Ỹ

M
(L,O) is

defined similarly, except that we retain z◦L. Note that ỸM;G
(L,O) is an (NM(L,O)/L)-stable

dense open subset of ỸM
(L,O), and hence YM;G

(L,O) is a dense open subset of YM
(L,O), the image

of ỸM;G
(L,O) under the Galois covering $M

(L,O) : Ỹ
M
(L,O) → YM

(L,O). Let $M;G

(L,O) : Ỹ
M;G

(L,O) →

Y
M;G

(L,O) denote the restriction of $M
(L,O).

Consider the varieties

Y̆(L,O) := G×
M (M · (O + z◦L)) = G×

M Y
M;G

(L,O),

X̆(L,O) := G×
Q (Q · (O + zL + uP )) = G×

Q (XM(L,O) + uQ).

Here, the last equality comes from the fact that uP = uR + uQ, so

Q · (O + zL + uP ) = M · (O + zL + uR)+ uQ.

We have a diagram of cartesian squares analogous to that in [Lu1, §8.4]:

Ỹ(L,O)

ψ

��

� � //

$(L,O)

  

X̃(L,O)

χ

��
π(L,O)

~~

Y̆(L,O)

ϕ

��

� � // X̆(L,O)

υ

��
Y(L,O)

� � // X(L,O)

(4.1)

The outer square is (3.10). The map ψ : Ỹ(L,O) → Y̆(L,O) is induced by $M;G

(L,O), using

the obvious identification Ỹ(L,O) = G ×M Ỹ
M;G

(L,O). The maps ϕ, χ and υ are the natural
ones, and the middle open embedding is provided by the following result. It is trivial that
the diagram commutes, and the top and bottom squares are cartesian because the outer
square (3.10) is cartesian and χ is surjective.

Lemma 4.1. The natural map G×M m→ G×Q q induces an isomorphism

Y̆(L,O) = G×
M Y

M;G

(L,O)
∼
−→ G×Q (Y

M;G

(L,O) + uQ).

Proof. In the M = L case this is [Le, Lemma 5.1.27], and the proof in general is similar.
One need only check that no nontrivial element of UQ belongs to the stabilizer of an
element of YM;G

(L,O); but the identity component of this stabilizer is contained in M by the
definition of z◦L. ut
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4.2. Compatibility of actions and equivariant structures

Recall that the map $(L,O) is a Galois covering, the quotient of a free (NG(L,O)/L)-
action on Ỹ(L,O). Under the identification Ỹ(L,O) = G ×M Ỹ

M;G

(L,O), the (NM(L,O)/L)-
action on Ỹ(L,O) obtained by restricting this (NG(L,O)/L)-action corresponds to the
(NM(L,O)/L)-action on G ×M Ỹ

M;G

(L,O) induced by that on ỸM;G
(L,O). Hence the map ψ is

the quotient map for the (NM(L,O)/L)-action on Ỹ(L,O), and it is a Galois covering with
group NM(L,O)/L. The map ϕ is étale but not Galois in general, since NM(L,O)/L is
not necessarily normal in NG(L,O)/L.

Theorem 3.1 applied to L ⊂ G gives us a canonical local system E on Y(L,O) and
a corresponding canonical (NG(L,O)/L)-equivariant structure on the local system Ẽ on
Ỹ(L,O) (see the arguments following Proposition 3.18). Applied to L ⊂ M , the same

theorem gives us a local system EM on YM
(L,O), and a corresponding (NM(L,O)/L)-

equivariant structure on the local system ẼM on ỸM
(L,O). Restricting to open subsets, we

obtain a local system EM;G on YM;G
(L,O), and a corresponding (NM(L,O)/L)-equivariant

structure on the restriction ẼM;G of ẼM to ỸM;G
(L,O). Let G ×M EM;G denote the unique

G-equivariant local system on Y̆(L,O) whose pull-back to G × YM;G
(L,O) is kG � EM;G. To

this corresponds an (NM(L,O)/L)-equivariant structure on the analogously defined local
system G ×M ẼM;G on G ×M Ỹ

M;G

(L,O). Under the identification G ×M Ỹ
M;G

(L,O) = Ỹ(L,O),

the local system G×M ẼM;G is identified with Ẽ , so we end up with an (NM(L,O)/L)-
equivariant structure on Ẽ .

Our first goal is to prove:

Theorem 4.2. The (NM(L,O)/L)-equivariant structure on Ẽ obtained as above, via
the identification of Ỹ(L,O) with G ×M Ỹ

M;G

(L,O), is the restriction of the canonical
(NG(L,O)/L)-equivariant structure. Consequently, we have an isomorphism

G×M EM;G ∼= ϕ∗E

of local systems on Y̆(L,O).

4.3. Further geometry

Since the canonical (NG(L,O)/L)-equivariant structure on Ẽ is defined using the ex-
tension Ê of Ẽ to T̃(L,O) (see Proposition 3.18), to prove Theorem 4.2 we need to relate
T(L,O), T̃(L,O) to the corresponding varieties TM

(L,O), T̃
M
(L,O). Hence we introduce

T̆(L,O) := υ
−1(T(L,O)) = G×

Q
(
(XM(L,O) + uQ) ∩ T(L,O)

)
.

Lemma 4.3. We have an inclusion

T̆(L,O) ⊂ G×
Q (TM(L,O) + uQ)

of open subsets of X̆(L,O).
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Proof. The M = L case is the statement that T̃(L,O) ⊂ X̃◦(L,O), which was the first step
of the proof of Proposition 3.14. The general case is proved similarly. ut

Now the preimage χ−1(T̆(L,O)) of T̆(L,O) in X̃(L,O) is by definition T̃(L,O). We need to
describe the larger subset χ−1(G×Q (TM

(L,O)+ uQ)). Note that we have obvious isomor-
phisms

Q×P p ∼= M ×R p ∼= (M ×R r)× uQ,

coming respectively from Q = MUQ, P = RUQ and from p = r+ uQ (and the fact that
the R-action on uQ extends to M). We use these isomorphisms to define a Q-action on
(M ×R r)× uQ: the Levi factorM ⊂ Q acts in the obvious diagonal way, and an element
u ∈ UQ acts by the rule

u · (m ∗ x, y) = (m ∗ x, u · (m · x)−m · x+u · y) for m ∈ M, x ∈ r, y ∈ uQ. (4.2)

In particular, we can identifyQ×P (O + zL+ uP ) with X̃M
(L,O)× uQ, and hence identify

X̃(L,O) = G×
P (O+zL+uP ) = G×Q (Q×P (O+zL+uP ))withG×Q (X̃M

(L,O)×uQ).
Under this identification, the map χ becomes the map G ×Q (X̃M

(L,O) × uQ) →

G ×Q (XM
(L,O) + uQ) induced by πM

(L,O) : X̃
M
(L,O) → XM

(L,O). Hence the preimage
χ−1(G×Q (TM

(L,O) + uQ)) is identified with G×Q (T̃M
(L,O)× uQ), in such a way that the

restriction σ of χ to this preimage is the map induced by τM
(L,O) : T̃

M
(L,O)→ TM

(L,O).
To sum up, we have expanded (4.1) into a diagram of cartesian squares in which all

the horizontal maps are open embeddings:

Ỹ(L,O)
� � //

ψ

��
$(L,O)

��

T̃(L,O)
� � //

ρ

��

τ(L,O)

��

G×Q (T̃M
(L,O) × uQ)

� � //

σ

��

X̃(L,O)

χ

��
π(L,O)

��

Y̆(L,O)
� � //

ϕ

��

T̆(L,O)
� � //

µ

��

G×Q (TM
(L,O) + uQ)

� � // X̆(L,O)

υ

��
Y(L,O)

� � // T(L,O)
� � // X(L,O)

(4.3)

All the vertical maps here are finite except for those on the right-hand side (that is, except
for χ , υ and π(L,O)).

4.4. Proof of Theorem 4.2

Since UQ acts trivially on the M ×R r component in the action (4.2), the local system
ÊM � kuQ on T̃M

(L,O) × uQ is not just M-equivariant but Q-equivariant, and we have a

well-defined local system G×Q (ÊM � kuQ) on G×Q (T̃M
(L,O) × uQ), whose restriction

to T̃(L,O) is easily seen to be Ê .
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The (NM(L,O)/L)-action on T̃M
(L,O) defined by Proposition 3.14 commutes with the

action of M and preserves each fibre of the map τM
(L,O). So the induced (NM(L,O)/L)-

action on T̃M
(L,O) × uQ (with trivial action on the second factor) commutes both with the

M-action and with the UQ-action defined by (4.2); that is, it commutes with the whole
Q-action. Hence it induces an (NM(L,O)/L)-action on G ×Q (T̃M

(L,O) × uQ) which
commutes with theG-action and preserves each fibre of the map σ . This in turn induces an
(NM(L,O)/L)-action on the subset T̃(L,O) (which is a union of fibres of σ ). By definition
of the horizontal embeddings, this action extends the (NM(L,O)/L)-action on Ỹ(L,O)
viewed asG×M ỸM;G

(L,O). Therefore it coincides with the restriction of the (NG(L,O)/L)-
action on T̃(L,O) defined by Proposition 3.14, since the same compatibility holds for the
actions on the dense subset Ỹ(L,O).

To prove Theorem 4.2 it suffices to prove that two (NM(L,O)/L)-equivariant struc-
tures on Ê are the same. The first is induced by the (NM(L,O)/L)-equivariant structure
onG×Q(ÊM�kuQ), which in turn is induced by the (NM(L,O)/L)-equivariant structure
on ÊM defined by Proposition 3.18. The second is the restriction of the (NG(L,O)/L)-
equivariant structure on Ê defined by Proposition 3.18. Hence it suffices to prove that the
first (NM(L,O)/L)-equivariant structure induces the trivial (NM(L,O)/L)-equivariant
structure on the restriction of Ê to τ−1

(L,O)(IndGL (O)), and for this it suffices to prove the
following statement:

the embedding T̃(L,O) ↪→ G×Q (T̃M(L,O) × uQ)

maps τ−1
(L,O)(IndGL (O)) into G×Q ((τM(L,O))

−1(IndML (O))× uQ).

Then from (4.3) we see that it suffices to prove that the embedding T̆(L,O) ↪→ G ×Q

(TM
(L,O) + uQ) maps µ−1(IndGL (O)) into G×Q (IndML (O)+ uQ), or in other words that

(XM(L,O) + uQ) ∩ IndGL (O) ⊂ IndML (O)+ uQ. (4.4)

But this is easy. The left-hand side of (4.4) is unchanged if XM
(L,O) is replaced by its

intersection with NM , namely IndML (O). For any M-orbit O ′ in IndML (O) \ IndML (O),
O ′ + uQ is contained in the closure of the orbit IndGM(O

′) whose codimension in NG

is dim NM − dim O ′, strictly greater than the codimension dim NM − dim IndML (O) of
IndGM(IndML (O)) = IndGL (O). Hence O ′ + uQ does not intersect IndGL (O), proving (4.4).

4.5. Induction isomorphisms

By [AHJR2, Proposition 2.17], there is a canonical isomorphism

IGL⊂P
(
IC(O + zL, E � kzL)

)
∼= IC

(
Y(L,O), ($(L,O))∗Ẽ

)
. (4.5)

The same result applied to M instead of G gives us a canonical isomorphism

IML⊂R
(
IC(O + zL, E � kzL)

)
∼= IC

(
YM(L,O), ($

M
(L,O))∗Ẽ

M
)
. (4.6)
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There is also a natural isomorphism of functors expressing the transitivity of induction:

IGL⊂P ∼= IGM⊂Q ◦ IML⊂R : D
b
L(l,k)→ DbG(g,k). (4.7)

This isomorphism is defined by a standard diagram, exactly analogous to [AHR, (7.6)]
but with the groups T ,C,B,L, P replaced respectively by L,R, P,M,Q, and nilpotent
cones replaced by Lie algebras throughout.

Combining (4.5)–(4.7), we obtain a canonical isomorphism

IGM⊂Q
(
IC(YM(L,O), ($

M
(L,O))∗Ẽ

M)
)
∼= IC

(
Y(L,O), ($(L,O))∗Ẽ

)
. (4.8)

On the left-hand side of (4.8) we have an action of NM(L,O)/L, induced functorially by
the action on ($M

(L,O))∗Ẽ
M derived from the canonical (NM(L,O)/L)-equivariant struc-

ture on ẼM . On the right-hand side of (4.8), likewise, we have an action of NG(L,O)/L.
The following crucial result says that these actions are compatible. (A special case of
Theorem 4.4 was used in determining the modular generalized Springer correspondence
for GL(n); see [AHJR2, proof of Lemma 3.11]. That case was relatively easy because the
local system E was trivial and the groupsNM(L,O)/L andNG(L,O)/Lwere the same.)

Theorem 4.4. The isomorphism (4.8) is (NM(L,O)/L)-equivariant, in the sense that
the action of (NM(L,O)/L) on the left-hand side corresponds to the restriction of the
action of (NG(L,O)/L) on the right-hand side.

Proof. The special case of this result where L is a maximal torus T (and thus, necessarily,
O = {0} and E = k{0}) was proved in [AHR, §7.6]. The proof of the general case is
similar, with the additional complication of nontrivial local systems.

Let j : Y(L,O) ↪→ g be the inclusion. Since j∗ : End(IC(Y(L,O), ($(L,O))∗Ẽ)) →
End(($(L,O))∗Ẽ[dimY(L,O)]) is an isomorphism, to prove the theorem it suffices to prove
that the following isomorphism of shifted local systems on Y(L,O), induced by (4.8), is
(NM(L,O)/L)-equivariant:

j∗IGM⊂Q
(
IC(YM(L,O), ($

M
(L,O))∗Ẽ

M)
)
∼= ($(L,O))∗Ẽ[dimY(L,O)]. (4.9)

Our aim now is to give another construction of the isomorphism (4.9), one which can be
seen to be (NM(L,O)/L)-equivariant using Theorem 4.2.

By using [AHJR2, Lemma 2.14], the left-hand side of (4.9) can be rewritten as

j∗(πM⊂Q)!Ind
G
Q

(
IC(YM(L,O) + uQ, ($

M
(L,O))∗Ẽ

M � kuQ)
)
[dim uQ], (4.10)

where πM⊂Q : G ×Q q → g is the usual proper map and IndGQ : D
b
Q(q,k)

∼
−→

DbG(G ×
Q q,k) is the standard equivalence of equivariant derived categories. Now the

cartesianness of the bottom square in (4.1), together with Lemma 4.1, says that

(XM(L,O) + uQ) ∩ Y(L,O) = Y
M;G

(L,O) + uQ.

So the support of (4.10) is contained inG · (YM;G
(L,O)+uQ), and this object can be rewritten

as
(π ′M⊂Q)!Ind

G
Q

(
($

M;G

(L,O))∗Ẽ
M;G � kuQ

)
[dimY(L,O)], (4.11)
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where π ′M⊂Q : G×
Q (Y

M;G

(L,O)+uQ)→ Y(L,O) is the restriction of πM⊂Q. (In calculating
the shift, we have used the formula dimY(L,O) = dimG−dimL+dim O and its analogue
for YM

(L,O).) Under the isomorphism of Lemma 4.1, the map π ′M⊂Q corresponds to the
étale map ϕ, and thus (4.11) can be rewritten as

ϕ∗Ind
G
M

(
($

M;G

(L,O))∗Ẽ
M;G

)
[dimY(L,O)], (4.12)

which in turn is isomorphic to

ϕ∗ψ∗Ind
G
M(Ẽ

M;G)[dimY(L,O)]
∼= ($(L,O))∗Ẽ[dimY(L,O)], (4.13)

as required.
The verification that the isomorphism (4.9) equals the isomorphism obtained by the

preceding argument (i.e. the composition (4.10)∼=(4.11)∼=(4.12)∼=(4.13)) will be omit-
ted: it is routine diagram-chasing, no harder than the L = T case proved in [AHR,
Lemmas 7.8 and 7.9]. The (NM(L,O)/L)-equivariance of (4.9) now boils down to the
(NM(L,O)/L)-equivariance of (4.13), following immediately from Theorem 4.2. ut

Recall from Theorem 3.1 and its proof in §3.6 that the indecomposable direct summands
of ($(L,O))∗Ẽ are of the form E ⊗ LPV where PV is the projective cover of an irre-
ducible k[NG(L,O)/L]-module V . Since IC is fully faithful and additive, it follows
that the indecomposable direct summands of IC(Y(L,O), ($(L,O))∗Ẽ) are of the form
IC(Y(L,O), E ⊗ LPV ). Then (4.8) has the following refinement:

Theorem 4.5. For any irreducible k[NM(L,O)/L]-module U , we have

IGM⊂Q
(
IC(YM(L,O), E

M
⊗ LMPU )

)
∼=

⊕
V∈Irr([k[NG(L,O)/L])

IC(Y(L,O), E ⊗ LPV )
⊕mV,U ,

where mV,U denotes the multiplicity of PV as a summand of the induced representation
IndNG(L,O)/L

NM (L,O)/L
(PU ).

Proof. Since the left-hand side is a direct summand of the left-hand side of (4.8), we
know it has the form stated on the right-hand side with some multiplicities. We can deter-
mine these multiplicities by applying the functor j∗ of restriction to Y(L,O). By the same
argument as in the proof of Theorem 4.4,

j∗IGM⊂Q
(
IC(YM(L,O), E

M
⊗ LMPU )

)
∼= ϕ∗Ind

G
M(E

M;G
⊗ LM;GPU

)[dimY(L,O)],

where LM;GPU
is the local system on YM;G

(L,O) corresponding to the representation PU via the

Galois covering $M;G

(L,O). On applying Theorem 4.2, this becomes

ϕ∗(ϕ
∗E ⊗ L̆PU )[dimY(L,O)],

where L̆PU is the local system on Y̆(L,O) corresponding to the representation PU via the
Galois covering ψ . By the projection formula, this in turn becomes E ⊗ LI [dimY(L,O)],
where I denotes the induced representation IndNG(L,O)/L

NM (L,O)/L
(PU ). The result follows. ut
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4.6. A restriction theorem

For the remainder of this section, let (OL, EL) denote a cuspidal pair in N
cusp
L,k satisfying

the conditions introduced at the the beginning of the section (p. 1034):

(3) EL is absolutely irreducible;
(4) the isomorphism class of EL is fixed by NG(L).

Recall from Proposition 2.6 and Lemma 2.9 thatNG(L,OL) = NG(L) for cuspidal pairs,
and from Lemma 3.11 that conditions (1) and (2) are automatically satisfied.

As mentioned in §2.2, there is another pair (O ′L, E
′

L) ∈ N
cusp
L,k (frequently, and possibly

always, equal to (OL, EL)) such that

Tl(IC(OL, EL)) ∼= IC(O ′L + zL, E ′L � kzL).

Since Fourier transform is compatible with field extensions and with the adjoint action
of G, conditions (3) and (4) also hold for (O ′L, E

′

L). Hence we can apply the results of
this section and the previous one with (O, E) = (O ′L, E

′

L).
Combining Lemma 2.1 and Theorem 3.1, we have a canonical bijection

Irr(k[NG(L)/L])↔ N
(L,OL,EL)
G,k , (4.14)

in which V ∈ Irr(k[NG(L)/L]) corresponds to the unique pair (OV , EV ) ∈ NG,k such
that

Tg(IC(OV , EV )) ∼= IC(Y(L,O ′L), E
′

L ⊗ LV ).

We now show that the bijection (4.14) between simple objects is implemented by a functor
between abelian categories.

Recall the isomorphism (2.2). Since Tg is an equivalence, the (NG(L)/L)-action on
IC(Y(L,O ′L), ($(L,O ′L))∗Ẽ

′

L) induces an (NG(L)/L)-action on IGL⊂P (IC(OL, EL)). Hence
we have a functor

S(L,OL,EL)G = Hom
(
IGL⊂P (IC(OL, EL)),−

)
: PervG(NG,k)→ Rep(NG(L)/L,k).

In the special case where L = T is a maximal torus (and hence (OL, EL) = ({0},k)), this
is the Springer functor SG : PervG(NG,k)→ Rep(NG(T )/T ,k), as defined in [AHJR1,
Section 5]. So S(L,OL,EL)G is a ‘generalized Springer functor’.

Proposition 4.6. Let (O, E) ∈ NG,k.

(1) If (O, E) ∈ N
(L,OL,EL)
G,k , then S(L,OL,EL)G (IC(O, E)) is the irreducible representation

of NG(L)/L corresponding to (O, E) under (4.14).

(2) If (O, E) ∈ N
(L1,OL1 ,EL1 )

G,k for some other triple (L1,OL1 , EL1) such that Y(L,O ′L) 6⊂

X(L1,O ′L1
), then S(L,OL,EL)G (IC(O, E)) = 0.
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Proof. By definition, we have an isomorphism

S(L,OL,EL)G (IC(O, E)) ∼= Hom
(
IC(Y(L,O ′L), ($(L,O ′L))∗Ẽ

′

L),Tg(IC(O, E))
)
. (4.15)

In case (1), if (O, E) = (OV , EV ) for V ∈ Irr(k[NG(L)/L]), then the right-hand side
of (4.15) is

Hom
(
IC(Y(L,O ′L),($(L,O ′L))∗Ẽ

′

L), IC(Y(L,O ′L), E
′

L ⊗ LV )
)

∼= HomLoc(Y(L,O′
L
),k)(E

′

L ⊗ Lk[NG(L)/L], E ′L ⊗ LV )

∼= HomRep(NG(L)/L,k)(k[NG(L)/L], V ) ∼= V.

(Here, the second isomorphism uses Lemma 3.8.) In case (2), the right-hand side of (4.15)
vanishes because Tg(IC(O, E)) is a simple perverse sheaf supported in X(L1,O ′L1

), which
by [Lu3, Proposition 6.5] either does not intersect X(L,O ′L) or intersects it only in the
boundary of Y(L,O ′L). ut

The following result says that generalized Springer functors are compatible with restric-
tion to Levi subgroups. In the L = T case (i.e., the case of Springer functors), this was
shown in [AHR, Section 7].

Theorem 4.7. We have an isomorphism of functors

ResNG(L)/LNM (L)/L
◦ S(L,OL,EL)G

∼= S(L,OL,EL)M ◦ RGM⊂Q.

In particular, if (O, E) ∈ N
(L,OL,EL)
G,k corresponds to V ∈ Irr(k[NG(L)/L]) under the

bijection (4.14), then

ResNG(L)/LNM (L)/L
(V ) ∼= S(L,OL,EL)M

(
RGM⊂Q(IC(O, E))

)
.

Proof. Applying Fourier transform to the isomorphism (4.8), and using (2.2) for G and
for M , we obtain exactly the isomorphism

IGM⊂Q
(
IML⊂R(IC(OL, EL))

)
∼= IGL⊂P (IC(OL, EL)) (4.16)

derived from the transitivity isomorphism IGM⊂Q ◦ IML⊂R ∼= IGL⊂P (see [AHJR2, Lemma
2.6]). Theorem 4.4 implies that the isomorphism (4.16) is (NM(L)/L)-equivariant, where
the (NM(L)/L)-action on the left-hand side is obtained from that on IML⊂R(IC(OL, EL))
and the (NM(L)/L)-action on the right-hand side is obtained by restricting the action of
NG(L)/L. So for F ∈ PervG(NG,k) we have

ResNG(L)/LNM (L)/L
(S(L,OL,EL)G (F)) ∼= Hom

(
IGM⊂Q

(
IML⊂R(IC(OL, EL))

)
,F
)

∼= Hom
(
IML⊂R(IC(OL, EL)),RGM⊂Q(F)

)
∼= S(L,OL,EL)M (RGM⊂Q(F)),

which proves the claim. (Here the first isomorphism follows from (4.16), and the second
one from adjunction.) ut
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5. Strategy of the proof of Theorem 1.1

We continue to let G be a connected reductive group over C. In this section we will
introduce some hypotheses on G and k which imply the modular generalized Springer
correspondence for G, and explain how to reduce Theorem 1.1 to case-by-case checking.

5.1. Central characters

Let L be a Levi subgroup of G, and (OL, EL) ∈ NL,k. Recall that EL corresponds to an
irreducible representation V over k of the finite group AL(x) := Lx/L◦x , where x ∈ OL.
The inclusion Z(L) ⊂ Lx induces a homomorphism Z(L)/Z(L)◦ → AL(x) whose
image is a central subgroup. If χ : Z(L)/Z(L)◦ → k× is a homomorphism, we say that
EL has central character χ ifZ(L)/Z(L)◦ acts on V via χ . If EL is absolutely irreducible,
it is guaranteed to have some central character by Schur’s Lemma.

Lemma 5.1. Let (OL, EL) ∈ N
cusp
L,k , and suppose EL has central character χ . For any

pair (O, E) ∈ N
(L,OL,EL)
G,k , E has central character χ ◦ % where % denotes the natural

homomorphism Z(G)/Z(G)◦→ Z(L)/Z(L)◦.

Proof. This follows easily from the definition of IGL⊂P (IC(OL, EL)), as in the setting of
Q`-sheaves [Lu1, §3.2]. ut

We will sometimes refer to χ ◦ %, rather than to χ , as the central character of EL. This
does no harm because the homomorphism % is well known to be surjective.

Lemma 5.2. Let (OL, EL) ∈ N
cusp
L,k , and define (O ′L, E

′

L) ∈ N
cusp
L,k by Fourier transform

as in §2.2. If EL has central character χ , then so does E ′L.

Proof. This follows easily from the definition of the Fourier transform, as in the setting
of Q`-sheaves [Lu2, Section 9]. ut

Lemma 5.3. Let (OL, EL) ∈ NL,k, and assume EL has central character χ . Then for
any n ∈ NG(L,OL), the local system n∗EL on OL has central character χ .

Proof. This follows from the observation that the action of NG(L) on Z(L)/Z(L)◦ is
trivial, since the surjective morphism % of Lemma 5.1 is NG(L)-equivariant, and NG(L)
acts trivially on Z(G). ut

5.2. The two key statements

Consider the following statements about a connected reductive group H and the field k.

Statement 5.4. For any (O, E) ∈ N
cusp
H,k , the local system E is absolutely irreducible.

Statement 5.5. For a fixed nilpotent orbit O ⊂ NH , if one considers all the H -equiva-
riant local systems E on O such that (O, E) ∈ N

cusp
H,k , then these local systems all have a

central character, and these central characters are distinct.
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Notice that, for a fixed H , one can always enlarge k to ensure that Statement 5.4 holds,
and then the existence of the central characters referred to in Statement 5.5 follows auto-
matically, but not the distinctness.

Remark 5.6. A remarkable feature of Lusztig’s generalized Springer correspondence for
Q`-sheaves is that the distinctness of central characters of cuspidal pairs holds even with-
out fixing the orbit O (see [Lu1, Introduction]). In Section 7 we will see that when k has
characteristic 2, there are several cuspidal pairs for Sp(2n) with the same (trivial) central
character, supported on different distinguished orbits. Thus, Statement 5.5 appears to be
the best we can hope for in the modular case.

Let L denote a set of representatives of G-conjugacy classes of Levi subgroups of G. We
can now prove the following conditional version of Theorem 1.1 (without any assumption
that G is classical).

Theorem 5.7. Suppose that Statements 5.4 and 5.5 hold with H = L for all proper Levi
subgroups L ( G. Then

NG,k =
⊔
L∈L

⊔
(OL,EL)∈Ncusp

L,k

N
(L,OL,EL)
G,k , (5.1)

and for any L ∈ L and (OL, EL) ∈ N
cusp
L,k , we have a canonical bijection

N
(L,OL,EL)
G,k ↔ Irr(k[NG(L)/L]). (5.2)

In particular,
|NG,k| =

∑
L∈L

∑
(OL,EL)∈Ncusp

L,k

|Irr(k[NG(L)/L])|. (5.3)

Proof. It is clear from what was said in §2.2 that

NG,k =
⋃
L∈L

⋃
(OL,EL)∈Ncusp

L,k

N
(L,OL,EL)
G,k .

By Corollary 2.2, the union over L is disjoint; so to prove (5.1) we need only prove the
disjointness of the union over Ncusp

L,k for each L ∈ L. When L = G, the union over Ncusp
G,k

is disjoint by definition. Suppose for a contradiction that for some L ∈ L with L ( G,

there are distinct cuspidal pairs (O(1)
L , E (1)L ), (O(2)

L , E (2)L ) ∈ N
cusp
L,k such that N

(L,O(1)
L ,E (1)L )

G,k

and N
(L,O(2)

L ,E (2)L )

G,k are not disjoint. Let ((O(i)
L )
′, (E (i)L )

′) denote the cuspidal pair obtained

from (O(i)
L , E

(i)
L ) by Fourier transform as in (2.1), for i ∈ {1, 2}. Then by Corollary 2.2

again, (L, (O(1)
L )′) and (L, (O(2)

L )′) must be G-conjugate, or in other words (O(1)
L )′ and

(O(2)
L )′ are NG(L)-conjugate. However, (O(1)

L )′ and (O(2)
L )′ are distinguished L-orbits

by Proposition 2.6, so Lemma 2.9 forces (O(1)
L )′ = (O(2)

L )′. Since Fourier transform is
invertible, we must have (E (1)L )′ 6= (E (2)L )′. Statement 5.5 for H = L implies that (E (1)L )′
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and (E (2)L )′ have different central characters. By Lemma 5.2, we conclude that E (1)L and

E (2)L have different central characters. But then Lemma 5.1 implies that N
(L,O(1)

L ,E (1)L )

G,k and

N
(L,O(2)

L ,E (2)L )

G,k are disjoint, contradicting our assumption. So (5.1) is proved.
The bijection (5.2) is trivial if L = G (both sides have one element). If L 6= G, the

canonical bijection (5.2) is provided by the combination of Lemma 2.1 and Theorem 3.1
applied with (O, E) = (O ′L, E

′

L). (Here we use Lemma 2.9 to replace NG(L,O ′L)/L
with NG(L)/L.) So we need only verify the three assumptions of Theorem 3.1. Assump-
tion (3.1) follows from Lemma 3.11; assumption (3.2) is guaranteed by Statement 5.4 for
H = L; and assumption (3.3) follows from Statement 5.5 forH = L, since local systems
with different central characters cannot be in the same NG(L)-orbit, by Lemma 5.3. ut

Theorem 5.7 suggests an inductive approach that, if successful, proves the modular gener-
alized Springer correspondence for G at the same time as determining its cuspidal pairs.
Assuming by induction that the cuspidal pairs for every proper Levi subgroup L of G
have been determined, one may hope that Statements 5.4 and 5.5 hold for all such L (in
the case of Statement 5.4, this is not so much a hope as a specification of how large k
needs to be to allow this approach). If so, then Theorem 5.7 applies and one has the mod-
ular generalized Springer correspondence for G. Moreover, from (5.3) one can work out
the number of cuspidal pairs forG. In combination with other information such as Propo-
sition 2.6 and [AHJR2, Proposition 2.22], this may be enough to determine the cuspidal
pairs for G, completing the inductive step.

In Sections 6–8 we will see that this approach succeeds when G is classical, and thus
prove Theorem 1.1. We will consider the various Lie types in turn, taking G = SL(n) in
Section 6 (type A), G = Sp(2n) in Section 7 (type C), and G = Spin(n) in Section 8
(types B and D).

5.3. Some reductions

We need some general reduction principles, to explain why proving Theorem 1.1 for the
cases where G is simply connected and quasi-simple is enough to prove it for general
classical groups. These principles are also required in the inductive proof for each simply
connected quasi-simple G, because of course Levi subgroups of such G are not them-
selves quasi-simple.

First, let us consider the relationship betweenG and its maximal semisimple quotient
G/Z(G)◦. The nilpotent cone of G/Z(G)◦ is the same as NG (on which Z(G)◦ acts
trivially). The forgetful functor

PervG/Z(G)◦(NG,k)→ PervG(NG,k)

associated with the quotient morphism G � G/Z(G)◦ is exact and fully faithful,
since the forgetful functors from both categories to the category of all perverse sheaves
on NG are fully faithful. Since the natural homomorphism AG(x) → AG/Z(G)◦(x)

is an isomorphism for all x ∈ NG, the sets NG,k and NG/Z(G)◦,k can be identi-
fied. The notion of cuspidal pair is the same whether one considers G or G/Z(G)◦,
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so N
cusp
G,k and N

cusp
G/Z(G)◦,k can also be identified. The Levi subgroups of G/Z(G)◦ are

the subgroups of the form L/Z(G)◦ where L is a Levi subgroup of G. Note that
NG(L)/L ∼= NG/Z(G)◦(L/Z(G)

◦)/(L/Z(G)◦). The above comments also apply to the
relationship between L and L/Z(G)◦, and in particular N

cusp
L,k = N

cusp
L/Z(G)◦,k. Finally,

the induction series associated to a given element of Ncusp
L,k is the same for G/Z(G)◦ as

for G. We deduce that, in proving Theorem 1.1, we can replace G by the semisimple
group G/Z(G)◦.

Now assume G is semisimple, and let G̃ be a simply connected cover of G. Then G̃
is a direct product of simply connected quasi-simple groups. We claim that, in proving
Theorem 1.1, we can replace G by G̃; granting this, it is then clear that we can reduce
to the simply connected quasi-simple case, because all the relevant concepts behave well
with respect to direct products. To show the claim, we need to relate cuspidal pairs and
induction series for G and for G̃.

LetK = ker(G̃→ G), a subgroup of the finite centre Z(G̃). The nilpotent cone of G̃
is the same as NG (and K acts trivially on it). Again the forgetful functor

PervG(NG,k)→ PervG̃(NG,k)

is exact and fully faithful. Since the natural homomorphism AG̃(x) → AG(x) is surjec-
tive for all x ∈ NG, we can identify NG,k with a subset of NG̃,k, characterized by the
condition thatK acts trivially on the local system. A pair in NG,k is cuspidal forG if and
only if it is cuspidal for G̃, so N

cusp
G,k = N

cusp
G̃,k ∩ NG,k. The Levi subgroups of G̃ are all

of the form L̃ where L̃ denotes the inverse image of a Levi subgroup L of G. Note that
NG̃(L̃)/L̃

∼= NG(L)/L. The above comments also apply to the relationship between L
and L̃, and in particular Ncusp

L,k = N
cusp
L̃,k ∩NL,k. Clearly, the induction series associated to

a given element of Ncusp
L,k is the same for G̃ as forG. Since disjointness of induction series

is the only point at issue in (1.1) (see the proof of Theorem 5.7), knowing Theorem 1.1
for G̃ implies it for G.

5.4. Combinatorial notation

As in [AHJR2], we let N∞ denote the set of sequences of nonnegative integers with
finitely many nonzero terms. (Here the sequences will be parametrized by positive inte-
gers). Elements of N∞ are sometimes called compositions. For a = (a1, a2, . . .) ∈ N∞,
let ‖a‖ =

∑
∞

i=1 ai . Given a, b ∈ N∞ and k ∈ N, we can form the sum a + b and the
product ka.

For m ∈ N, let Part(m) denote the set of partitions of m. We identify Part(m) with
the subset of N∞ consisting of decreasing sequences λ with ‖λ‖ = m. For λ ∈ Part(m),
µ ∈ Part(m′) and k ∈ N, the sum λ+ µ and the product kλ are defined as above, via this
identification. For λ ∈ Part(m), let m(λ) = (m1(λ),m2(λ), . . .) be the composition in
which mi(λ) is the multiplicity of i in λ. We write λt for the transpose partition, defined
by the property that λt

i − λ
t
i+1 = mi(λ) for all i. For λ ∈ Part(m) and µ ∈ Part(m′), we

define λ ∪ µ ∈ Part(m + m′) to be the partition whose parts are the union of those of λ
and those of µ; thus, (λ ∪ µ)t = λt

+ µt.
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Let Part`(m) ⊂ Part(m) be the set of `-regular partitions, i.e., partitions in which
mi(λ) < ` for all i. On the other hand, let Part(m, `) ⊂ Part(m) be the set of partitions
all of whose parts are powers of `; that is, mi(λ) = 0 unless i = `j for some j ≥ 0. For
a ∈ N∞, we define

Part(a) =
∏
i≥1

Part(ai) and Part`(a) =
∏
i≥1

Part`(ai).

We write an element of Part(a) as λ = (λ(1), λ(2), . . . ) where λ(i) ∈ Part(ai). Recall that
Part`(m) is in bijection with Irr(k[Sm]), where k has characteristic ` and Sm denotes the
symmetric group; hence Part`(a) is in bijection with Irr(k[Sa]), where Sa =

∏
i≥1 Sai .

Form ∈ N, we let Bipart(m) denote the set of bipartitions ofm. For a ∈ N∞ we define
Bipart(a) in the obvious way. When ` 6= 2, we also let Bipart`(m) ⊂ Bipart(m) denote
the subset consisting of `-regular bipartitions (i.e. pairs (λ1, λ2) where both λ1 and λ2 are
`-regular), and for a ∈ N∞, we define Bipart

`
(a) correspondingly. Recall that when k has

characteristic ` 6= 2, Bipart`(m) is in bijection with Irr(k[(Z/2Z) oSm]), where o denotes
the wreath product; hence Bipart

`
(a) is in bijection with Irr(k[(Z/2Z) oSa]).

If n ≥ 1 and ` is a prime number, n`′ denotes n/`a where `a is the largest power of `
that divides n.

6. The special linear group

In this section we fix n ≥ 1 and a prime number `, and we consider the case where
G = SL(n) and k is a field of characteristic ` containing all the n-th roots of unity (or
equivalently all the n`′ -th roots of unity). The main result appears in Theorem 6.3.

6.1. Preliminaries

We identify the centre Z(G) with the group µn of complex n-th roots of unity. Let µ̂n
be the set of group homomorphisms χ : µn → k×. Note that µ̂n is a cyclic group of
order n`′ under pointwise multiplication. For χ ∈ µ̂n, let e(χ) denote the order of χ . We
now explain how to use the elements of µ̂n to parametrize the local systems of interest
to us.

Recall that theG-orbits in NG are in bijection with Part(n): for λ ∈ Part(n), the corre-
sponding orbit Oλ consists of nilpotent matrices with Jordan blocks of sizes λ1, λ2, . . . .

For any x ∈ Oλ, the natural homomorphism Z(G) → AG(x) is surjective with ker-
nel µn/gcd(λ) where gcd(λ) denotes gcd(λ1, λ2, . . .). Hence the irreducible G-equivariant
k-local systems on Oλ all have rank one, and they are distinguished by their central char-
acters, which range over those χ ∈ µ̂n such that e(χ) | gcd(λ)`′ . We will write these local
systems as Eλ,χ accordingly. Thus

NG,k = {(Oλ, Eλ,χ ) | (λ, χ) ∈ Part(n)′},

where
Part(n)′ := {(λ, χ) ∈ Part(n)× µ̂n | e(χ) | gcd(λ)`′}.
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The unique distinguished orbit in NG is the regular orbit O(n), consisting of nilpotent ma-
trices with a single Jordan block. The irreducible G-equivariant k-local systems on O(n)
are the E(n),χ where χ runs over µ̂n.

The set of G-conjugacy classes of Levi subgroups of G is also in bijection with
Part(n): for ν = (ν1, . . . , νs) ∈ Part(n) (where s = `(ν)), one can set

Lν = S(GL(ν1)× · · · × GL(νs)),

and choose L := {Lν | ν ∈ Part(n)}. The relative Weyl group NG(Lν)/Lν is isomorphic
to Sm(ν), so Irr(k[NG(Lν)/Lν]) is in bijection with Part`(m(ν)).

Note that we have isomorphisms

Z(Lν) ∼=

{
(z1, . . . , zs) ∈ (C×)s

∣∣∣ s∏
i=1

z
νi
i = 1

}
,

Z(Lν)
◦ ∼=

{
(z1, . . . , zs) ∈ (C×)s

∣∣∣ s∏
i=1

z
νi/gcd(ν)
i = 1

}
,

Lν/Z(Lν)
◦ ∼=

SL(ν1)× · · · × SL(νs)

{(ζ1, . . . , ζs) ∈ µν1 × · · · × µνs |
∏s
i=1 ζ

νi/gcd(ν)
i = 1}

.

(6.1)

The natural surjective homomorphism Z(G) → Z(Lν)/Z(Lν)
◦ has kernel µn/gcd(ν).

Hence the group homomorphisms Z(Lν)/Z(Lν)◦ → k× are in bijection with those χ ∈
µ̂n such that e(χ) | gcd(ν)`′ .

We can identify the nilpotent cone NLν with the product NSL(ν1) × · · · × NSL(νs ).
We let OLν

[ν] denote the regular Lν-orbit in NLν , i.e. OLν
[ν] = O(ν1) × · · · × O(νs ). For

x ∈ OLν
[ν] , the natural homomorphism Z(Lν)/Z(Lν)

◦
→ ALν (x) is an isomorphism.

Hence the irreducible Lν-equivariant k-local systems on OLν
[ν] all have rank one, and they

are distinguished by their central characters; we will write them as ELνχ where χ ∈ µ̂n is
such that e(χ) | gcd(ν)`′ . We can use the third isomorphism in (6.1) to regard ELνχ as an
(SL(ν1)× · · · × SL(νs))-equivariant local system; we then have

ELνχ = ESL(ν1)
(ν1),χ1

� · · · � ESL(νs )
(νs ),χs

, (6.2)

where χi ∈ µ̂νi is defined uniquely by the rule that χi(ζi) = χ(ζ ) whenever ζ ∈ µn
and ζi ∈ µνi satisfy ζ n/gcd(ν)

= ζ
νi/gcd(ν)
i . Here, the notation ESL(νi )

(νi ),χi
is the analogue for

SL(νi) of the notation E(n),χ for G = SL(n), i.e., it denotes the SL(νi)-equivariant local
system on O(νi ) associated to χi ∈ µ̂νi .

For the purposes of modular reduction arguments, we let K be the extension of Q`
obtained by adjoining all n-th roots of unity, O be its ring of integers, and F be the residue
field of O. Then F is isomorphic to the extension of F` obtained by adjoining all n-th roots
of unity, and k is an extension of F.

6.2. The two statements and the classification of cuspidal pairs

By Proposition 2.6, every cuspidal pair forGmust be supported on the regular orbit O(n).
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Lemma 6.1. If χ ∈ µ̂n satisfies e(χ) = n`′ , then the pair (O(n), E(n),χ ) is cuspidal.

Proof. This proof is similar to the proof of [AHJR2, Proposition 2.25]. In fact, it is
enough to prove the proposition in case k = F. In this case, there exists an O-free local
system EO on O(n) such that EK

:= K⊗O EO is a rank-one local system associated with
a generator of the group of homomorphisms µn→ K×, and such that F⊗O EO ∼= E(n),χ .
Then (O(n), EK) is a cuspidal pair by [Lu1, (10.3.2)], and IC(O(n), E(n),χ ) occurs in
the modular reduction of IC(O(n), EK). By [AHJR2, Proposition 2.22] this implies that
(O(n), E(n),χ ) is cuspidal. ut

Remark 6.2. The preceding proof involved the observation that IC(O(n), E(n),χ ) occurs
in the modular reduction of IC(O(n), EK). In fact, since the only distinguished orbit in
NSL(n) is O(n), the modular reduction of IC(O(n), EK) is equal to IC(O(n), E(n),χ ).

Theorem 6.3. Let k be a field containing all n-th roots of unity. Then Theorem 1.1 and
Statements 5.4 and 5.5 hold for G = SL(n). The only cuspidal pairs are those described
in Lemma 6.1, so the number of cuspidal pairs is φ(n`′).

Proof. We prove this by induction on n, the n = 1 case being trivial.
Let ν ∈ Part(n) with ν 6= (n), so that the corresponding Levi subgroup Lν is a proper

subgroup ofG. As explained in §5.3, the cuspidal pairs for Lν can be identified with those
for Lν/Z(Lν)◦, which can in turn be identified with a subset of the cuspidal pairs for the
simply-connected cover SL(ν1)× · · · × SL(νs) (see (6.1)).

After possibly replacing k by a larger field k′ containing additional roots of unity,
the inductive hypothesis applies to each factor SL(νi), and tells us the classification of
cuspidal pairs for SL(ν1)× · · · × SL(νs) over k′: they have the form

(O(ν1) × · · · × O(νs ), E
SL(ν1)
(ν1),χ1

� · · · � ESL(νs )
(νs ),χs

),

where each χi ∈ µ̂νi satisfies e(χi) = (νi)`′ . However, the discussion preceding (6.2)
shows that among these, the Lν-equivariant local systems are already defined over k.
Thus every cuspidal pair for Lν (over k) is supported on the regular orbit OLν

[ν] ; moreover,

applying (6.2), we see that (OLν
[ν] , E

Lν
χ ) is cuspidal if and only if e(χ) = (νi)`′ for every i.

We conclude that Lν has cuspidal pairs if and only if ν has the form dρ where d | n`′
and ρ ∈ Part(n/d, `), and in this case the cuspidal pairs are (O

Ldρ
[dρ], E

Ldρ
χ ) where χ ∈ µ̂n

satisfies e(χ) = d . In particular, the number of cuspidal pairs for Ldρ is φ(d), and they
are distinguished by their central characters.

We have established Statements 5.4 and 5.5 for all proper Levi subgroups ofG, so we
can invoke Theorem 5.7 and conclude that Theorem 1.1 holds for G.

For the cuspidal pairs described in Lemma 6.1, it is clear that Statements 5.4 and 5.5
hold. Thus, to complete the inductive step, it remains to show that those φ(n`′) pairs are
the only cuspidal pairs forG = L(n). It suffices to show that this number of cuspidal pairs
makes the equality (5.3) hold, which follows immediately from Lemma 6.5 below (using
the obvious bijection between Part`(m(dρ)) and Part`(m(ρ))). ut

Recall the combinatorial bijection that was used in [AHJR2] to describe the modular
generalized Springer correspondence for GL(n):
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Lemma 6.4 ([AHJR2, Lemma 3.9]). The following map is a bijection:

9co
=

⊔
ν∈Part(n,`)

ψco
ν :

⊔
ν∈Part(n,`)

Part`(m(ν))→ Part(n),

where
ψco
ν : Part`(m(ν))→ Part(n) : λ 7→

∑
i≥0

`i(λ(`
i ))t.

The analogous fact needed to complete the proof of Theorem 6.3 is:

Lemma 6.5. The following map is a bijection:

4co
=

⊔
χ∈µ̂n

ρ∈Part(n/e(χ),`)

ξ co
χ,ρ :

⊔
χ∈µ̂n

ρ∈Part(n/e(χ),`)

Part`(m(ρ))→ Part(n)′,

where
ξ co
χ,ρ : Part`(m(ρ))→ Part(n)′ : λ 7→

(∑
i≥0

e(χ)`i(λ(`
i ))t, χ

)
.

Proof. For fixed χ ∈ µ̂n, the partitions σ ∈ Part(n) for which (σ, χ) ∈ Part(n)′ are ex-
actly those of the form e(χ)τ for τ ∈ Part(n/e(χ)). So the result follows from Lemma 6.4
applied with n/e(χ) in place of n. ut

Note the following consequence of Theorem 6.3 and its proof:

Corollary 6.6. For SL(n), cuspidal perverse sheaves are invariant under Fourier trans-
form. In other words, for any Levi L ⊂ SL(n) and any (OL, EL) ∈ N

cusp
L,k , we have

(O ′L, E
′

L) = (OL, EL).
Proof. This follows from Lemma 5.2, since the cuspidal pairs for SL(n), classified in
Theorem 6.3, have distinct central characters. ut

Remark 6.7. Consider the group PGL(n) = SL(n)/µn. As explained in §5.3, the cusp-
idal pairs for PGL(n) can be identified with the cuspidal pairs for SL(n) that have trivial
central character. By Theorem 6.3, there is a unique such cuspidal pair (namely (O(n),k))
if n is a power of `, and none otherwise; thus we recover the classification of cuspidal
pairs for GL(n) given in [AHJR2, Theorem 3.1].

7. The symplectic group

In this section we fix n ≥ 1 and takeG = Sp(2n). Since all the groupsAG(x) for x ∈ NG

are 2-groups, the behaviour is markedly different in the ` = 2 and ` 6= 2 cases.
Recall that theG-orbits in NG are classified by Jordan form: they are in bijection with

the set
PartSp(2n) = {λ ∈ Part(2n) |m2i+1(λ) is even for all i}.

By [CM, Theorem 8.2.14], the distinguished orbits are the orbits Oλ where λ belongs to
the set Part2,Sp(2n) of partitions of 2n into distinct even parts.
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7.1. The ` = 2 case

Since the only irreducible representation of a 2-group in characteristic 2 is the trivial
representation, the only simple G-equivariant local system on a nilpotent orbit in the
` = 2 case is the constant sheaf.

Theorem 7.1. Let k be any field of characteristic 2. Then Theorem 1.1 and Statements 5.4
and 5.5 hold for G = Sp(2n). Every pair (Oλ,k) for λ ∈ Part2,Sp(2n) is cuspidal, so the
number of cuspidal pairs is |Part2,Sp(2n)| = |Part2(n)|.

Proof. We prove this by induction on n, the n = 1 case being part of Theorem 6.3. The
set of G-conjugacy classes of Levi subgroups of G is in bijection with

⊔
0≤m≤n Part(m):

for ν = (ν1, . . . , νs) ∈ Part(m) (where s = `(ν)), a corresponding Levi subgroup has the
form

Lν ∼= GL(ν1)× · · · × GL(νs)× Sp(2(n−m)),

where we omit the last factor if m = n. The only irreducible Lν-equivariant local system
on any orbit in NLν is the trivial one (as we noted above in the case Lν = G), so it is
clear that Statements 5.4 and 5.5 hold for all Levi subgroups of G, including G itself. By
Theorem 5.7, Theorem 1.1 holds for G.

It remains to classify the cuspidal pairs for G. For a proper Levi subgroup Lν ⊂ G,
the inductive hypothesis gives the classification of cuspidal pairs for the Sp(2(n − m))
factor, and [AHJR2, Theorem 3.1] yields the classification of cuspidal pairs for the GL(νi)
factors. We conclude that Lν has cuspidal pairs if and only if ν ∈ Part(m, 2), and in that
case the cuspidal pairs have the form (O(ν1) × · · · × O(νs ) × Oµ,k) where µ runs over
Part2,Sp(2(n−m)).

We have NG(Lν)/Lν ∼= (Z/2Z) oSm(ν). Note that

|Irr(k[(Z/2Z) oSm(ν)])| = |Irr(k[Sm(ν)])| = |Part2(m(ν))|.

We wish to show that every pair (Oλ,k) for λ ∈ Part2,Sp(2n) is cuspidal. By Proposi-
tion 2.6, (5.3) and the preceding observations, it suffices to show that

|PartSp(2n)| =
∑

0≤m≤n

|Part2,Sp(2(n−m))|
∑

ν∈Part(m,2)

|Part2(m(ν))|. (7.1)

By Lemma 6.4, the right-hand side of (7.1) is equal to
∑

0≤m≤n |Part2,Sp(2(n − m))| ×
|Part(m)|. There is an obvious bijection

f :
⊔

0≤m≤n

Part2,Sp(2(n−m))× Part(m)
∼
−→ PartSp(2n) (7.2)

defined by f (µ, λ′) = µ ∪ λ′ ∪ λ′, so (7.1) holds. ut
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7.2. The ` 6= 2 case

Here we do have nontrivial local systems on our nilpotent orbits: for x ∈ Oλ with
λ ∈ PartSp(2n), the group AG(x) is isomorphic to (Z/2Z)|{i |m2i (λ)6=0}|, so the number
of isomorphism classes of simple G-equivariant local systems on Oλ is 2|{i |m2i (λ)6=0}|,
and all these local systems have rank one.

If n =
(
k+1

2

)
for some positive integer k, then by [Lu1, Corollary 12.4(b)] there is a

unique rank-one G-equivariant Q`-local system DQ`
k on the orbit O(2k,2(k−1),...,4,2) such

that (O(2k,2(k−1),...,4,2),DQ`
k ) is a cuspidal pair in Lusztig’s sense. This local system has

an obvious Z`-form DZ`
k , and we set Ek := k⊗Z` D

Z`
k . Then (O(2k,2(k−1),...,4,2), Ek) is a

cuspidal pair in our sense by [AHJR2, Proposition 2.22].

Theorem 7.2. Let k be a field of characteristic different from 2. Then Theorem 1.1 and
Statements 5.4 and 5.5 hold for G = Sp(2n). If n is not of the form

(
k+1

2

)
, there is no

cuspidal pair; if n =
(
k+1

2

)
, the unique cuspidal pair is (O(2k,2(k−1),...,4,2), Ek).

Proof. Again we prove this by induction on n, the n = 1 case being part of Theorem 6.3.
Recall the description of Levi subgroups from the proof of Theorem 7.1. By the inductive
hypothesis, we know that for ν ∈ Part(m), 1 ≤ m ≤ n, the corresponding Levi Lν has a
cuspidal pair if and only if ν ∈ Part(m, `) and n−m =

(
k+1

2

)
for some positive integer k,

and in that case the unique cuspidal pair is (O(ν1)×· · ·×O(νs )×O(2k,...,4,2),k�· · ·�k�Ek).
It is clear that Statement 5.4 holds for all Levi subgroups (including G), and that State-
ment 5.5 holds at least for proper Levi subgroups. By Theorem 5.7, Theorem 1.1 holds
for G.

Statement 5.5 forG itself will be immediate once we show that the number of cuspidal
pairs for G is 1 if n =

(
k+1

2

)
and 0 otherwise. By the equality (5.3) and the fact that

|Irr(k[(Z/2Z) oSm(ν)])| = |Bipart
`
(m(ν))| it suffices to show that∑

λ∈PartSp(2n)

2|{i |m2i (λ) 6=0}|
=

∑
m∈N, k∈Z>0
m+(k+1

2 )=n

∑
ν∈Part(m,`)

|Bipart
`
(m(ν))|. (7.3)

But a trivial modification of the bijection of Lemma 6.4 shows that∑
ν∈Part(m,`)

|Bipart
`
(m(ν))| = |Bipart(m)|, (7.4)

so (7.3) reduces to the identity [Lu1, (10.4.1)] that Lusztig used to classify cuspidal pairs
for Sp(2n) in the characteristic-0 case. ut

Remark 7.3. Consider the reductive group PSp(2n) = Sp(2n)/{±I }. The cuspidal pairs
for PSp(2n) can be identified with the cuspidal pairs for Sp(2n) on which the nontrivial
central element−I acts trivially. If ` = 2, all the cuspidal pairs described in Theorem 7.1
have this property. If ` 6= 2, then by the construction of Ek , we have the same rule as in the
characteristic-0 case (see [Lu1, Introduction]): the cuspidal pair (O(2k,2(k−1),...,4,2), Ek) of
Theorem 7.2 descends to PSp(2n) if and only if n is even, i.e. k ≡ 0 (mod 4) or k ≡ 3
(mod 4).
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8. The special orthogonal and spin groups

In this section we fix N ≥ 3, and set G = Spin(N) and G = SO(N). As usual, we
consider the cases N = 2n + 1 (type Bn) and N = 2n (type Dn) separately. As in the
symplectic group case, all the groups AG(x) for x ∈ NG are 2-groups, so we also have a
natural dichotomy according to whether ` = 2 or ` 6= 2.

8.1. The N = 2n+ 1, ` = 2 case

Recall that the G-orbits in NG, which are the same as the G-orbits, are classified by
Jordan form: they are in bijection with

PartSO(2n+ 1) = {λ ∈ Part(2n+ 1) |m2i(λ) is even for all i}.

By [CM, Theorem 8.2.14], the distinguished orbits are the orbits Oλ where λ belongs to
the set Part2,SO(2n+ 1) of partitions of 2n+ 1 into distinct odd parts.

In the ` = 2 case, there are no nonconstant simple G-equivariant local systems on
nilpotent orbits. Hence there is essentially no difference between the story for G and that
for G.

Theorem 8.1. Let k be any field of characteristic 2. Then Theorem 1.1 and Statements 5.4
and 5.5 hold for G = Spin(2n+ 1). Every pair (Oλ,k) for λ ∈ Part2,SO(2n+ 1) is cusp-
idal, so the number of cuspidal pairs is |Part2,SO(2n+ 1)|.

Proof. We prove this by induction on n, the n = 1 case being part of Theorem 6.3. It suf-
fices to considerG, for which the proof proceeds much like that of Theorem 7.1. The set of
G-conjugacy classes of Levi subgroups of G is again in bijection with

⊔
0≤m≤n Part(m):

for ν = (ν1, . . . , νs) ∈ Part(m), a corresponding Levi subgroup has the form

Lν ∼= GL(ν1)× · · · × GL(νs)× SO(2(n−m)+ 1),

where we omit the last factor if m = n. As in the setting of Theorem 7.1, the only
irreducible Lν-equivariant local system on any orbit in NLν is the trivial one. Once again,
it follows that Statements 5.4 and 5.5 hold for all Levi subgroups of G (including G
itself), and that Theorem 1.1 holds for G.

To finish the proof, it remains to classify the cuspidal pairs for G. The inductive
hypothesis and [AHJR2, Theorem 3.1] tell us that a proper Levi subgroup Lν ⊂ G has
cuspidal pairs if and only if ν ∈ Part(m, 2), and that in that case the cuspidal pairs have
the form (O(ν1) × · · · × O(νs ) × Oµ,k) where µ runs over Part2,SO(2(n − m) + 1). To
show that every pair (Oλ,k) for λ ∈ Part2,SO(2n+ 1) is cuspidal, we must show that

|PartSO(2n+ 1)| =
∑

0≤m≤n

|Part2,SO(2(n−m)+ 1)|
∑

ν∈Part(m,2)

|Part2(m(ν))|. (8.1)

But this can be proved in exactly the same way as (7.1). ut
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8.2. The N = 2n, ` = 2 case

Here the classification of G-orbits (= G-orbits) in NG is slightly different from the N =
2n + 1 case: for every partition λ ∈ PartSO(2n) we have a single O(2n)-orbit Oλ, which
on restriction to G either remains a single G-orbit or splits into two, the latter occurring
precisely when λ belongs to the set Partve(2n) of partitions λ ∈ PartSO(2n) satisfying
m2i+1(λ) = 0 for all i. (Of course, Partve(2n) is empty if n is odd.) By [CM, Theorem
8.2.14], the distinguished orbits are the orbits Oλ where λ belongs to the set Part2,SO(2n)
of partitions of 2n into distinct odd parts. (Recall that we are assuming thatN = 2n ≥ 4.)

Theorem 8.2. Let k be any field of characteristic 2. Then Theorem 1.1 and Statements 5.4
and 5.5 hold for G = Spin(2n). Every pair (Oλ,k) for λ ∈ Part2,SO(2n) is cuspidal, so
the number of cuspidal pairs is |Part2,SO(2n)|.

Proof. The proof is much the same as that of Theorem 8.1. The base case of the induction
is now the n = 2 case, which follows from Theorem 6.3. If n is odd, the set of G-
conjugacy classes of Levi subgroups of G is in bijection not with

⊔
0≤m≤n Part(m) but

rather with
⊔

0≤m≤n,m6=n−1 Part(m). (The exclusion of the m = n − 1 case is because a
Levi subgroup of the form GL(ν1) × · · · × GL(νs) × SO(2) is conjugate to one of the
form GL(ν1)× · · · × GL(νs)× GL(1)). So the equality required in place of (8.1) is

|PartSO(2n)| =
∑

0≤m≤n
m6=n−1

|Part2,SO(2(n−m))|
∑

ν∈Part(m,2)

|Part2(m(ν))|, (8.2)

which can also be proved in the same way as (7.1). (In fact, the exclusion of them = n−1
case makes no difference to (8.2), since Part2,SO(2) is empty.) Now suppose that n is
even. As seen above, |NG,k| is not |PartSO(2n)| but rather |PartSO(2n)| + |Partve(2n)|.
Correspondingly, the set of G-conjugacy classes of Levi subgroups of G is not quite in
bijection with

⊔
0≤m≤n,m6=n−1 Part(m): if m = n and all parts of ν ∈ Part(n) are even,

there are twoG-conjugacy classes of Levi subgroups of the form GL(ν1)×· · ·×GL(νs).
The equality we need to prove, therefore, is the sum of (8.2) and

|Partve(2n)| =
∑

ν∈Part(n,2)
m1(ν)=0

|Part2(m(ν))|. (8.3)

Note that the left-hand side of (8.3) is the same as the number of partitions of n into even
parts; under the bijection of Lemma 6.4 (for ` = 2), these correspond exactly to the terms
of the disjoint union labelled by ν ∈ Part(n, 2) where m1(ν) = 0, so (8.3) is proved. ut

8.3. Special orthogonal groups with ` 6= 2

Now, as a preliminary step, we treat the case of G = SO(N) when ` 6= 2. The situation
in this case is parallel to that of §7.2. For x ∈ Oλ with λ ∈ PartSO(N), we have AG(x) ∼=
(Z/2Z)a(λ) where

a(λ) =

{
0 if N is even and λ ∈ Partve(N),
|{i | m2i−1(λ) 6= 0}| − 1 otherwise.
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Thus, the number of isomorphism classes of simple G-equivariant local systems on Oλ
is 2a(λ), and all these local systems have rank one.

If N = k2 for some positive integer k, then by [Lu1, Corollary 13.4(b)] there is a
unique rank-one G-equivariant Q`-local system DQ`

k on the orbit O(2k−1,2k−3,...,3,1) such
that (O(2k−1,2k−3,...,3,1),DQ`

k ) is a cuspidal pair in Lusztig’s sense. This local system has
an obvious Z`-form DZ`

k , and we set Ek := k⊗Z` D
Z`
k . Then (O(2k−1,2k−3,...,3,1), Ek) is a

cuspidal pair in our sense by [AHJR2, Proposition 2.22].

Theorem 8.3. Let k be a field of characteristic different from 2. Then Theorem 1.1 and
Statements 5.4 and 5.5 hold for G = SO(N). If N is not of the form k2, there is no
cuspidal pair; if N = k2, the unique cuspidal pair is (O(2k−1,2k−3,...,3,1), Ek).

Proof. Since SO(3) is a quotient of SL(2), and SO(4) a quotient of SL(2) × SL(2),
the theorem above in these two cases is implied by Theorem 6.3, using the reductions
explained in §5.3.

For N ≥ 5, we proceed by induction. Recall the description of Levi subgroups from
the proofs of Theorems 8.1 and 8.2. From the description of AG(x) above, it is clear
that Statement 5.4 holds for all Levi subgroups of G, including G itself. By the inductive
hypothesis, we know that for ν ∈ Part(m), 1 ≤ m ≤ bN/2c (and m 6= N/2 − 1 when
N is even), the corresponding Levi Lν has a cuspidal pair if and only if ν ∈ Part(m, `)
and N − 2m = k2 for some positive integer k, and in that case the unique cuspidal pair
is (O(ν1) × · · · × O(νs ) × O(2k−1,...,3,1),k � · · · � k � Ek). Thus, Statement 5.5 holds for
proper Levi subgroups of G. By Theorem 5.7, Theorem 1.1 holds for G.

Statement 5.5 for G will be immediate once we show that the number of cuspidal
pairs for G is 1 if N = k2 and 0 otherwise. In order to treat the even and odd cases
simultaneously, let us adopt the convention that Partve(N) = ∅ if N is odd. Then

|NG,k| =
∑

λ∈PartSO(N)

2a(λ) + |Partve(N)|. (8.4)

Next, we must count the representations of the various NG(Lν)/Lν . We have

NG(Lν)/Lν =


(Z/2Z) oSm(ν) if 2m < N , or

if 2m = N and 2 | gcd(ν),
an index-2 subgroup

of (Z/2Z) oSm(ν) if 2m = N and 2 - gcd(ν).

(8.5)

In the first case, NG(Lν)/Lν is a product of Coxeter groups of type B, and its irreducible
representations are parametrized by Bipart

`
(m(ν)), just as in the proof of Theorem 7.2.

When 2m = N , on the other hand, the situation is analogous to the relationship
between irreducible representations of Coxeter groups of types B and D, via Clifford
theory. Let σ denote the action of Z/2Z on Bipart(k) which exchanges the two partitions
making up a bipartition. Then σ induces in an obvious way actions on Bipart`(k) and on
Bipart

`
(m(ν)). Let λ ∈ Bipart

`
(m(ν)). If σ(λ) 6= λ, then the corresponding irreducible
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representations Dλ and Dσ(λ) become isomorphic when restricted to NG(Lν)/Lν . But
if λ = σ(λ), then the restriction of Dλ to NG(Lν)/Lν breaks up as the sum of two
nonisomorphic irreducible representations. Thus,

|Irr(k[NG(Lν)/Lν])| =
|Bipart

`
(m(ν))| − |Bipart

`
(m(ν))σ |

2
+ 2|Bipart

`
(m(ν))σ |,

where Bipart
`
(m(ν))σ = {λ ∈ Bipart

`
(m(ν)) | σ(λ) = λ}. The set Bipart

`
(m(ν))σ is

empty unless all components of m(ν) are even. In that case, it makes sense to form the
composition 1

2m(ν), and there is an obvious bijection

Bipart
`
(m(ν))σ ∼= Part`

( 1
2m(ν)

)
.

By interpreting Part`(
1
2m(ν)) as the empty set when 1

2m(ν) is not defined, we obtain the
following formula, valid whenever 2‖ν‖ = m:

|Irr(k[NG(Lν)/Lν])| =
1
2 |Bipart

`
(m(ν))| + 3

2

∣∣Part`
( 1

2m(ν)
)∣∣.

We are now ready to count the total number of irreducible representations of all
NG(Lν)/Lν , as Lν ranges over Levi subgroups admitting a cuspidal pair. (In this compu-
tation, whenN = k2 we also count the cuspidal pair for the LeviG constructed before the
statement of the theorem.) Note that for such groups, we have ν ∈ Part(m, `) for somem.
Since ` 6= 2, gcd(ν) will never be divisible by 2. Thus, for our purposes, the cases in (8.5)
are distinguished simply by whether 2m < N or 2m = N . In the following computation,
all sums involving the condition 2m = N should be regarded as 0 if N is odd:∑
m,k∈N

2m+k2
=N

ν∈Part(m,`)

|Irr(k[NG(Lν)/Lν])|

=

∑
m∈N, k∈Z>0
2m+k2

=N
ν∈Part(m,`)

|Irr(k[NG(Lν)/Lν])| +
∑
m∈N

2m=N
ν∈Part(m,`)

|Irr(k[NG(Lν)/Lν])|

=

∑
m∈N, k∈Z>0
2m+k2

=N
ν∈Part(m,`)

|Bipart
`
(m(ν))| +

∑
m∈N

2m=N
ν∈Part(m,`)

( 1
2 |Bipart

`
(m(ν))| + 3

2

∣∣Part`
( 1

2m(ν)
)∣∣)

=

∑
m∈N, k∈Z>0
2m+k2

=N
ν∈Part(m,`)

|Bipart
`
(m(ν))| +

∑
m∈N

2m=N
ν∈Part(m,`)

1
2 |Bipart

`
(m(ν))| +

∑
m∈N

2m=N
ν∈Part(m,`)

all mi(ν) even

3
2

∣∣Part`
( 1

2m(ν)
)∣∣

=

∑
m∈N, k∈Z>0
2m+k2

=N

|Bipart(m)| +
∑
m∈N

2m=N

1
2 |Bipart(m)| +

∑
m∈N

2m=N

3
2 |Part(m/2)|.
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The last step in this computation is justified by (7.4) and by the following identity, which
is an easy consequence of Lemma 6.4:∑

ν∈Part(m,`)
all mi(ν) even

∣∣Part`
( 1

2m(ν)
)∣∣ = |Part(m/2)|.

By (5.3), to complete the proof of the theorem, we must show that the quantity above is
equal to the right-hand side of (8.4). That equality is none other than the identity [Lu1,
(10.6.3)] used by Lusztig to classify characteristic-0 cuspidal pairs. ut

8.4. Spin groups with ` 6= 2

We now turn our attention to G = Spin(N) when ` 6= 2. Let ε denote the nontrivial
element of the kernel of the map G → G. The groups AG(x) are no longer necessarily
just products of copies of Z/2Z, although they are still 2-groups. An explicit description
of these groups can be found in [Lu1, §14.3] (see also the remarks following [CM, Corol-
lary 6.1.7]). As explained further below, it follows from this description that if k contains
all fourth roots of unity of its algebraic closure, then every irreducible representation of
AG(x) over k is absolutely irreducible. Therefore, we assume in this subsection that k
contains the fourth roots of unity. Let K be the extension of Q` obtained by adjoining the
fourth roots of unity, O be its ring of integers, and F be the residue field of O. Then k is
an extension of F.

Given a pair (O, E) ∈ NG,k, one can consider the character χ : Z(G) → k× by
which Z(G) acts on E . If this character descends to a character of the quotient Z(G)—
that is, if χ(ε) = 1—then the pair (O, E) is actually G-equivariant, and its cuspidality
has been studied in Theorem 8.3. Thus, it now suffices to study the remaining characters.

Fix a character χ : Z(G)→ k× such that χ(ε) = −1. There is one such character if
N is odd, and two if N is even. Let χ̃ : Z(G)→ O× ⊂ K× be the unique lift of χ . Let
NG,k,χ ⊂ NG,k be the set of pairs (O, E) such that Z(G) acts on E by χ , and let NG,K,χ̃
be the corresponding set of characteristic-0 pairs.

By [Lu1, Proposition 14.4], NG,K,χ̃ is in bijection with the set

PartSpin,ε(N) = {λ ∈ PartSO(N) | m2i+1(λ) ≤ 1 for all i ≥ 0}.

Explicitly, the bijection works as follows. If λ ∈ PartSpin,ε(N) \ Partve(N), then the G-
orbit Oλ supports a unique irreducibleG-equivariant K-local system DK

λ,χ̃
of central char-

acter χ̃ . Lusztig explains in [Lu1, §14.3] that the quotient K[AG(xλ)]/(1 + ε) (for any
chosen xλ ∈ Oλ) is isomorphic to the even part of a Clifford algebra, and that DK

λ,χ̃
cor-

responds to the unique simple module for this algebra on which Z(G) acts by χ̃ . (Lusztig
works over Q`, but the quadratic form defining the Clifford algebra is defined and split
over O, so the results from [Bou, §9, no. 4] that he cites apply equally well over K as
over Q`.) The same arguments show that O[AG(xλ)]/(1+ ε) and k[AG(xλ)]/(1+ ε) are
also isomorphic to the even part of a similarly defined Clifford algebra, and the proofs
in [Bou, §9, no. 4] show that the relevant simple module over K is defined over O, and
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that its modular reduction to k is the unique simple module for k[AG(xλ)]/(1 + ε) on
which Z(G) acts by χ . Hence DK

λ,χ̃
has a natural O-form DO

λ,χ̃
, and the modular reduc-

tion Eλ,χ := k⊗O DO
λ,χ̃

is the unique irreducible G-equivariant k-local system on Oλ of
central character χ , and is absolutely irreducible.

If λ ∈ Partve(N) (forcing N ≡ 0 (mod 4)), then (again by [Lu1, §14.3]) one of
the two G-orbits in Oλ supports a rank-one K-local system DK

λ,χ̃
of central character χ̃ ,

and this is the unique irreducible G-equivariant K-local system of central character χ̃ on
either of the two orbits. In this case |AG(x)| = 2, so it is clear that DK

λ,χ̃
has a natural

O-form DO
λ,χ̃

, and that the modular reduction Eλ,χ := k⊗ODO
λ,χ̃

is the unique irreducible
G-equivariant k-local system of central character χ on either of the two orbits in Oλ. This
local system is of rank one, hence absolutely irreducible.

To summarize our discussion, every element of NG,k,χ is of the form (Oλ, Eλ,χ ) for
some λ ∈ PartSpin,ε(N) (where, if λ ∈ Partve(N), Oλ should be replaced by the ap-
propriate one of the two G-orbits it contains), and hence NG,k,χ is in bijection with
PartSpin,ε(N). In particular, we have

|NG,k,χ | = |PartSpin,ε(N)|. (8.6)

If N =
(
k+1

2

)
with k odd, then (O(2k−1,2k−5,...,5,1), E(2k−1,2k−5,...,5,1),χ ) is a cuspidal

pair, by [LS, Corollary 4.9] and [AHJR2, Proposition 2.22]. Similarly, if N =
(
k+1

2

)
with

k even, then (O(2k−1,2k−5,...,7,3), E(2k−1,2k−5,...,7,3),χ ) is a cuspidal pair.

Theorem 8.4. Let k be a field of characteristic different from 2 and containing all fourth
roots of unity. Then Theorem 1.1 and Statements 5.4 and 5.5 hold for G = Spin(N). If
N is not of the form

(
k+1

2

)
, there is no cuspidal pair in NG,k,χ . If N =

(
k+1

2

)
, the unique

cuspidal pair in NG,k,χ is{
(O(2k−1,2k−5,...,5,1), E(2k−1,2k−5,...,5,1),χ ) if k is odd,
(O(2k−1,2k−5,...,7,3), E(2k−1,2k−5,...,7,3),χ ) if k is even.

Proof. The groups Spin(3) ∼= SL(2) and Spin(4) ∼= SL(2) × SL(2) fall under Theo-
rem 6.3. For N ≥ 5, we proceed by induction.

We begin with a review of the Levi subgroups of G. Suppose 0 ≤ m ≤ bN/2c, and
m 6= N/2− 1 if N is even. Let ν ∈ Part(m). As in the preceding subsections, we denote
by Lν a Levi subgroup of G = SO(N) that is isomorphic to GL(ν1) × · · · × GL(νs) ×
SO(N − 2m). Consider the group

Mν = {(z, g1, . . . , gs) ∈ C× × GL(ν1)× · · · × GL(νs) | z2
= det(g1) · · · det(gs)}.

Note that Z(Mν)/Z(Mν)
◦ has order 2 if 2 | gcd(ν), and Z(Mν) is connected otherwise.

Let δν denote the element (−1, 1, . . . , 1) ∈ Mν . Let εN−2m ∈ Spin(N − 2m) be the
nontrivial element of the kernel of Spin(N − 2m)→ SO(N − 2m). Finally, let

Lν = Mν × Spin(N − 2m)/〈(δν, εN−2m)〉.
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This is a Levi subgroup of Spin(N), isomorphic to the preimage of Lν under Spin(N)→
SO(N). The element ε can be identified with (δν, 1) = (1, εN−2m) ∈ Lν .

Assume for now that m > 0, so that Lν is a proper Levi subgroup of G. Consider
two pairs (O, E) ∈ NMν ,k and (O ′, E ′) ∈ NSpin(N−2m),k. The pair (O × O ′, E � E ′) is
Lν-equivariant if and only if the scalar by which δν acts on E coincides with the scalar by
which εN−2m acts on E ′.

We are interested in the subset NLν ,k,χ ⊂ NLν ,k consisting of pairs on which Z(G)
acts by χ . There is a natural identification

NLν ,k,χ ↔

{
(O, E), (O ′, E ′) ∈

NMν ,k ×NSpin(N−2m),k

∣∣∣∣ δν acts on E by −1, and
Z(Spin(N − 2m))/Z(Spin(N − 2m))◦

acts on E ′ by χ

}
.

Let us now consider the conditions under which NLν ,k,χ contains a cuspidal element.
An obvious restriction is that 2 | gcd(ν): otherwise, Z(Mν) is connected, so δν cannot
act nontrivially, and NLν ,k,χ is empty. Suppose now that 2 | gcd(ν). Under the bijection
above, an element of NLν ,k,χ is cuspidal if and only if both (O, E) and (O ′, E ′) are
cuspidal. By induction, the latter can happen only if N − 2m =

(
k+1

2

)
for some k, and

in that case, there is a unique possibility for (O ′, E ′). On the other hand, for (O, E), the
reasoning is similar to that carried out in the proof of Theorem 6.3. If (O, E) is cuspidal,
then O must be the regular nilpotent orbit for Mν . Write (O, E) as

(O(ν1) × · · · × O(νs ), E1 � · · · � Es),

where each pair (O(νi ), Ei) lies in NSL(νi ),k. Each such pair must be cuspidal for SL(νi),
so by the classification of cuspidal pairs in Theorem 6.3, Z(Mν)/Z(Mν)

◦ must act on Ei
by a character of order (νi)`′ . Since we have already required δν to act by −1, such an Ei
exists only when every νi is of the form 2`n.

To summarize, NLν ,k,χ contains a unique cuspidal element if both of the following
conditions hold: N − 2m =

(
k+1

2

)
for some k, and ν = 2ν′ for some ν′ ∈ Part(m/2, `).

Otherwise, NLν ,k,χ contains no cuspidal element. The cuspidal elements of NLν ,k with
trivial central character were discussed in the proof of Theorem 8.3. Together, these ob-
servations show that Statement 5.5 holds for every proper Levi subgroup of G.

As explained above, our assumption on k implies that Statement 5.4 holds for all
the Mν , and hence for all Levi subgroups of G, including G itself. By Theorem 5.7,
Theorem 1.1 holds for G. It remains only to classify the cuspidal pairs for G, since that
classification will imply Statement 5.5 for G.

Note that NG(Lν)/Lν ∼= NG(Lν)/Lν . From (8.5), we see that this group is always
a product of Coxeter groups of type B, and that its irreducible k-representations are
parametrized by Bipart

`
(m(ν)) ∼= Bipart

`
(m(ν′)). (Here, we have used the observation

that the nonzero entries of m(ν) are the same as those of m(ν′).) We can now compute
the total number of irreducible representations of all the NG(Lν)/Lν as Lν ranges over
Levi subgroups admitting a cuspidal pair. (In the formulas below, when N =

(
k+1

2

)
we

also count the cuspidal pair for the Levi G constructed before the statement of the theo-
rem.) In the following calculation, the quantity m′ corresponds to m/2 in the preceding
discussion.
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m′∈N, k∈Z>0

4m′+(k+1
2 )=N

∑
ν′∈Part(m′,`)

|Irr(k[NG(Lν)/Lν])|

=

∑
m′∈N, k∈Z>0

4m′+(k+1
2 )=N

∑
ν′∈Part(m′,`)

|Bipart
`
(m(ν′))| =

∑
m′∈N, k∈Z>0

4m′+(k+1
2 )=N

|Bipart(m′)|. (8.7)

We wish to show that the number of cuspidal pairs in NG,k,χ is 1 if N =
(
k+1

2

)
and 0

otherwise. By (5.3), it suffices to show that the quantities in (8.6) and (8.7) are equal. That
is the content of [Lu1, Corollary 14.5], used by Lusztig in the characteristic-0 version of
the problem. ut

9. Computations in some cases

With Theorem 1.1 established for the classical groups, we may consider the question of
computing the bijection (1.3) combinatorially. In this section, we carry out this computa-
tion for SL(n) in arbitrary characteristic, and for SO(n) and Sp(2n) when ` = 2. (Recall
from Section 8 that when ` = 2, the bijection (1.3) for Spin(n) is essentially the same as
for SO(n).)

In these constructions, if (K,O,F) is an `-modular system, for λ ∈ Part(a) we denote
by Sλ

K the irreducible K-representation of Sa associated with λ, and by Sλ
O its standard

O-form. If λ ∈ Part`(a), we denote byDλ
F (or simplyDλ) the irreducible F-representation

of Sa associated with λ.

9.1. The special linear group

Let G = SL(n). The notation and conventions of Section 6 will be in force, especially
those from §6.1 involving Levi subgroups of G. As a consequence of Theorem 6.3 and
its proof, the set Ncusp

Lν ,k is empty unless ν ∈ Part(n) has the form dρ for d | n`′ and
ρ ∈ Part(n/d, `), in which case it is in bijection with {χ ∈ µ̂n | e(χ) = d}. So the
modular generalized Springer correspondence (1.3) for G = SL(n) is a bijection⊔

χ∈µ̂n
ρ∈Part(n/e(χ),`)

Irr(k[NG(Le(χ)ρ)/Le(χ)ρ])↔ NG,k.

Using our combinatorial parametrizations of Irr(k[NG(Le(χ)ρ)/Le(χ)ρ]) and NG,k, we
can reinterpret this as a bijection

4 :
⊔
χ∈µ̂n

ρ∈Part(n/e(χ),`)

Part`(m(ρ))
∼
−→ Part(n)′. (9.1)

It remains to determine the bijection 4 explicitly, which is achieved by the following
result.
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Theorem 9.1. The modular generalized Springer correspondence 4 for G = SL(n),
when interpreted as in (9.1), coincides with the combinatorial bijection 4co defined in
Lemma 6.5.

Write ξχ,ρ for the restriction of 4 to the subset of the domain indexed by χ and ρ.
We need to show that ξχ,ρ = ξ co

χ,ρ , where ξ co
χ,ρ is as in Lemma 6.5. Now by definition,

the image of ξχ,ρ consists of the combinatorial parameters for the pairs in the subset

N
(Le(χ)ρ ,O

Le(χ)ρ
[e(χ)ρ]

,E
Le(χ)ρ
χ )

G,k of NG,k. By Lemma 5.1, all such pairs have as their second com-
ponent a local system with central character χ . So every element of the image of ξχ,ρ has
the form (e(χ)τ, χ) for some τ ∈ Part(n/e(χ)).

Therefore, for each χ ∈ µ̂n there is some bijection

9χ =
⊔

ρ∈Part(n/e(χ),`)

ψχ,ρ :
⊔

ρ∈Part(n/e(χ),`)

Part`(m(ρ))
∼
−→ Part(n/e(χ))

such that
ξχ,ρ(λ) = (e(χ)ψχ,ρ(λ), χ) for all λ ∈ Part`(m(ρ)).

Theorem 9.1 reduces to the following result:

Theorem 9.2. For every χ ∈ µ̂n and ρ ∈ Part(n/e(χ), `) we have ψχ,ρ = ψco
ρ , where

ψco
ρ is defined as in Lemma 6.4.

The proof of Theorem 9.2 is similar to that of [AHJR2, Theorem 3.4]; in fact, when χ is
trivial, Theorem 9.2 is essentially equivalent to [AHJR2, Theorem 3.4], by the principles
of §5.3. However, the general case presents some additional complications.

Let e denote e(χ). We proceed by induction on n, the base case n = 1 being trivial.
Since we know that9χ and

⊔
ρ∈Part(n/e,`) ψ

co
ρ are bijections with the same (finite) domain

and codomain, it suffices to prove that

ψχ,ρ(λ) ≤ ψ
co
ρ (λ) for all λ ∈ Part`(m(ρ)), (9.2)

where≤ denotes the usual dominance partial order on Part(n/e). (However, the induction
hypothesis still has equality rather than ≤.)

The first step corresponds to [AHJR2, Lemma 3.10].

Lemma 9.3. Assume that n = me`i for some m ≥ 1 and i ≥ 0. Then (9.2) holds for the
partition

ρ = (`i, . . . , `i︸ ︷︷ ︸
m entries

).

Proof. Note that the composition m(ρ) contains a single nonzero entry, equal tom, so that
Part(m(ρ)) can be identified with Part(m) and Part`(m(ρ)) with Part`(m). The inequality
we need to prove is that

ψχ,ρ(λ) ≤ `
iλt for all λ ∈ Part`(m). (9.3)

Recall the `-modular system (K,O,F) defined in §6.1. We can and will assume that
k = F.
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As with [AHJR2, Lemma 3.10], we make use of the fact that the Levi subgroup
Leρ = S(GL(e`i) × · · · × GL(e`i)) has cuspidal pairs in characteristic 0, in which
setting the generalized Springer correspondence was determined in [LS]. Explicitly, let
χ̃ : µn → O× denote a character of order e`i whose modular reduction is χ ; since
gcd(eρ) = e`i , this character χ̃ factors through a faithful character of Z(Leρ)/Z(Leρ)◦.
Form the corresponding O-local system ELeρ

χ̃ ,O on O
Leρ
[eρ], and let ELeρ

χ̃ ,K = K⊗O ELeρ
χ̃ ,O. Then

(O
Leρ
[eρ], E

Leρ
χ̃ ,K) ∈ NLeρ ,K is a characteristic-0 cuspidal pair by [Lu1, (10.3.2)].

As part of the characteristic-0 generalized Springer correspondence (see [LS, Propo-
sition 5.2]), we have an injection

ψχ̃ ,ρ,K : Part(m)→ Part(n/e)

such that for any λ ∈ Part(m), the simple summand of IGLeρ⊂PeρIC(O
Leρ
[eρ], E

Leρ
χ̃ ,K) corre-

sponding to the irreducible K-representation SλK of the group Sm
∼= NG(Leρ)/Leρ is

IC(Oeψχ̃ ,ρ,K(λ), Eeψχ̃ ,ρ,K(λ),χ̃ ,K), where Eeψχ̃ ,ρ,K(λ),χ̃ ,K denotes the unique irreducible G-
equivariant K-local system of central character χ̃ on the orbit Oeψχ̃ ,ρ,K(λ). (Here, Peρ is
any parabolic subgroup of G having Leρ as Levi factor.) For consistency with our def-
initions in the modular case, we define the generalized Springer correspondence using
Fourier transform, i.e. via the characteristic-0 analogues of Lemma 2.1 and Theorem 3.1
(for the latter, see [AHJR2, Proposition 2.20]). That is, ψχ̃ ,ρ,K is specified by the rule

Tg

(
IC(Oeψχ̃ ,ρ,K(λ), Eeψχ̃ ,ρ,K(λ),χ̃ ,K)

)
∼= IC

(
Y
(Leρ ,O

Leρ
[eρ] )

,SλK ⊗ ELeρ
χ̃ ,K

)
, (9.4)

where SλK is the K-local system on Y
(Leρ ,O

Leρ
[eρ] )

corresponding to the representation

SλK of Sm via the usual Galois covering $
(Leρ ,O

Leρ
[eρ] )

, and ELeρ
χ̃ ,K is the unique irre-

ducible summand of ($
(Leρ ,O

Leρ
[eρ] )

)∗Ẽ
Leρ
χ̃ ,K whose IC-extension has a nonzero restriction

to IndGLeρ (O
Leρ
[eρ]) = O(n). Equivalently (see [Lu3, Section 7]), ELeρ

χ̃ ,K corresponds to the

Sm-equivariant structure on ẼLeρ
χ̃ ,K defined by restricting an Sm-equivariant structure on

the local system ÊLeρ
χ̃ ,K on T̃

(Leρ ,O
Leρ
[eρ] )

, the latter Sm-equivariant structure being normalized

by the characteristic-0 version of Proposition 3.18. Since ($
(Leρ ,O

Leρ
[eρ] )

)∗ELeρ
χ̃ ,K
∼= ELeρ

χ̃ ,K, the

local system ELeρ
χ̃ ,K has rank one.

As shown in [EM, §3.7 and Theorem 3.8(c)], the generalized Springer correspondence
defined as above using Fourier transform differs by a sign twist from the correspondence
computed in [LS, Proposition 5.2], so ψχ̃ ,ρ,K is given explicitly by

ψχ̃ ,ρ,K(λ) = `
iλt.

On the other hand, in our modular setting, the injection

ψχ,ρ : Part`(m)→ Part(n/e)
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is defined via Lemma 2.1 and Theorem 3.1, so we have

Tg

(
IC(Oeψχ,ρ (λ), Eeψχ,ρ (λ),χ )

)
∼= IC

(
Y
(Leρ ,O

Leρ
[eρ] )

,Dλ
⊗ ELeρχ

)
, (9.5)

where Dλ is the k-local system on Y
(Leρ ,O

Leρ
[eρ] )

corresponding to the irreducible k-represen-

tation Dλ of Sm, and ELeρχ corresponds to the Sm-equivariant structure on ẼLeρχ defined

by restricting the Sm-equivariant structure on ÊLeρχ given by Proposition 3.18. Here, we
have used Corollary 6.6 to omit the primes on O

Leρ
[eρ] and ELeρχ .

For any λ ∈ Part`(m), the representationDλ occurs in the modular reduction SλO⊗Ok
of SλK; likewise, Dλ occurs in the modular reduction of SλK. Since the modular reduction

of χ̃ is χ , the modular reduction of the rank-one local system ELeρ
χ̃ ,K is ELeρχ . Hence the local

systems ẼLeρ
χ̃ ,K and ÊLeρ

χ̃ ,K (also of rank one) have modular reductions ẼLeρχ and ÊLeρχ , respec-

tively. The Sm-equivariant structure on ÊLeρ
χ̃ ,K defined as in [Lu3, Lemma 7.10(b)(c)] in-

duces an Sm-equivariant structure on ÊLeρχ that satisfies the condition of Proposition 3.18,
and hence coincides with the Sm-equivariant structure defined by Proposition 3.18. It fol-
lows that the modular reduction of ELeρ

χ̃ ,K is ELeρχ .

Hence the perverse sheaf Dλ
⊗ ELeρχ occurs in the modular reduction of SλK ⊗ ELeρ

χ̃ ,K.
By the argument following [AHJR2, (3.14)], we can conclude from this and from the
equations (9.4) and (9.5) that IC(Oeψχ,ρ (λ), Eeψχ,ρ (λ),χ ) occurs in the modular reduction
of IC(Oeψχ̃ ,ρ,K(λ), Eeψχ̃ ,ρ,K(λ),χ̃ ,K), and in particular is supported in Oe`iλt . So we have
shown that Oeψχ,ρ (λ) ⊂ Oe`iλt , which gives (9.3). ut

The remaining step corresponds to [AHJR2, Lemma 3.11].

Lemma 9.4. If ρ ∈ Part(n/e, `) is not of the form (`i, . . . , `i), then (9.2) holds.

Proof. Let mi = m`i (ρ), and form the Levi subgroup M = S(GL(m0e)× GL(m1e`)×

· · · × GL(mie`i) × · · · ). This group contains Leρ ; their relationship can be pictured as
follows:

Leρ = S(GL(e)× · · · × GL(e)︸ ︷︷ ︸
m0 copies

× GL(e`)× · · · × GL(e`)︸ ︷︷ ︸
m1 copies

× GL(e`2)× · · · × GL(e`2)︸ ︷︷ ︸
m2 copies

× · · · )

↓ ↓ ↓ ↓

M = S( GL(m0e) × GL(m1e`) × GL(m2e`
2) × · · · ).

Let Q be the parabolic subgroup of G containing Peρ that has M as its Levi factor. We
are going to apply the results of Section 4, specifically Theorem 4.5, to the triple Leρ ⊂
M ⊂ G (the assumptions (3) and (4) are trivially true for our local systems). Note that
NM(Leρ)/Leρ = NG(Leρ)/Leρ ∼= Sm(ρ).

By (6.1), M/Z(M)◦ is a central quotient of

SL(m0e)× SL(m1e`)× · · · × SL(mie`i)× · · · .
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By assumption, the induction hypothesis applies to each factor of the latter product, so
we know that the modular generalized Springer correspondence for M is given by Theo-
rem 9.1. In particular, we know that for all λ ∈ Part`(m(ρ)),

Tm

(
IC(O

e`0(λ(`
0))t
× O

e`1(λ(`
1))t
× · · · , E

e`0(λ(`
0))t,e`1(λ(`

1))t,...;χ
)
)

∼= IC
(
YM
(Leρ ,O

Leρ
[eρ] )

,Dλ,M
⊗ (ELeρχ )M

)
,

where E
e`0(λ(`

0))t,e`1(λ(`
1))t,...;χ

denotes the unique M-equivariant irreducible local system

on the orbit O
e`0(λ(`

0))t
× O

e`1(λ(`
1))t
× · · · with central character χ , and Dλ,M is the

irreducible local system on YM
(Leρ ,O

Leρ
[eρ] )

corresponding to the irreducible representationDλ

via the Galois covering $M

(Leρ ,O
Leρ
[eρ] )

. (Here, as in the proof of Lemma 9.3, we have used
Corollary 6.6.)

By comparison, for G we have the as yet uncomputed map

ψχ,ρ : Part`(m(ρ))→ Part(n/e)

defined by the rule that for all λ ∈ Part`(m(ρ)),

Tg

(
IC(Oeψχ,ρ (λ), Eeψχ,ρ (λ),χ )

)
∼= IC

(
Y
(Leρ ,O

Leρ
[eρ] )

,Dλ
⊗ ELeρχ

)
,

where Dλ is the irreducible local system on Y
(Leρ ,O

Leρ
[eρ] )

corresponding to the irreducible

representation Dλ via the Galois covering $
(Leρ ,O

Leρ
[eρ] )

. (Here again we have used Corol-
lary 6.6.)

Let Gλ be the projective cover of Dλ as a k[Sm(ρ)]-module, and let Gλ and Gλ,M

denote the corresponding local systems on Y
(Leρ ,O

Leρ
[eρ] )

and YM
(Leρ ,O

Leρ
[eρ] )

respectively. Then

IC(Y
(Leρ ,O

Leρ
[eρ] )

,Gλ
⊗ ELeρχ ) is the indecomposable direct summand of the perverse sheaf

IC(Y
(Leρ ,O

Leρ
[eρ] )

, ($
(Leρ ,O

Leρ
[eρ] )

)∗Ẽ
Leρ
χ )with head IC(Y

(Leρ ,O
Leρ
[eρ] )

,Dλ
⊗ELeρχ ). Since Tg is an

equivalence, there is an indecomposable direct summand Qλ of IGLeρ⊂Peρ (IC(O
Leρ
[eρ], E

Leρ
χ ))

such that
Tg(Qλ) ∼= IC(Y

(Leρ ,O
Leρ
[eρ] )

,Gλ
⊗ ELeρχ ), (9.6)

and the head of Qλ is IC(Oeψχ,ρ (λ), Eeψχ,ρ (λ),χ ). Similarly, there is an indecomposable

direct summand Pλ of IMLeρ⊂Peρ∩M(IC(O
Leρ
[eρ], E

Leρ
χ )) such that

Tg(Pλ) ∼= IC
(
YM
(Leρ ,O

Leρ
[eρ] )

,Gλ,M
⊗ (ELeρχ )M

)
, (9.7)

and the head of Pλ is IC(O
e`0(λ(`

0))t
× O

e`1(λ(`
1))t
× · · · , E

e`0(λ(`
0))t,e`1(λ(`

1))t,...;χ
).
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In the case where NM(Leρ)/Leρ = NG(Leρ)/Leρ , Theorem 4.5 says simply that

IGM⊂Q
(
IC(YM

(Leρ ,O
Leρ
[eρ] )

,Gλ,M
⊗ (ELeρχ )M)

)
∼= IC(Y

(Leρ ,O
Leρ
[eρ] )

,Gλ
⊗ ELeρχ ).

Using (9.6), (9.7), and [AHJR2, Corollary 2.10] we deduce that

IGM⊂Q(P
λ) ∼= Qλ. (9.8)

Since IGM⊂Q is exact, (9.8) implies that

IGM⊂Q
(
IC(O

e`0(λ(`
0))t
× O

e`1(λ(`
1))t
× · · · , E

e`0(λ(`
0))t,e`1(λ(`

1))t,...;χ
)
)

(9.9)

is a quotient of Qλ. But Qλ has the simple head IC(Oeψχ,ρ (λ), Eeψχ,ρ (λ),χ ), so we deduce
that the induced perverse sheaf (9.9) surjects to IC(Oeψχ,ρ (λ), Eeψχ,ρ (λ),χ ). The desired
inequality (9.2) now follows from Lemma 2.5, since

IndGM(Oe`0(λ(`
0))t
× O

e`1(λ(`
1))t
× · · · ) = Oeψco

ρ (λ)

by [CM, Lemma 7.2.5]. ut

9.2. Special orthogonal and symplectic groups in characteristic 2

In this subsection, we take ` = 2. LetG = G(N) where G stands for either SO or Sp, and
N ≥ 3. In the Sp(N) case we assume, of course, that N is even; in the SO(N) case we
assume first that N 6≡ 0 (mod 4), and we will treat the case where N ≡ 0 (mod 4) later.
Recall that there are no nontrivial L-equivariant irreducible local systems on nilpotent
orbits for L where L is any Levi subgroup ofG. For brevity, we will omit the trivial local
system from the notation where possible.

We saw in Sections 7 and 8 that the Levi subgroups admitting a cuspidal pair are those
of the form

Lν = GL(ν1)× · · · × GL(νm)× G(N − 2k), 0 ≤ k ≤ bN/2c, ν ∈ Part(k, 2),

excluding the case k = N/2 − 1 when G = SO and N is even. Let Pν ⊂ G(N) be a
parabolic subgroup with Lν as its Levi factor. Let Wν = NG(N)(Lν)/(Lν). Recall that
this is isomorphic either to (Z/2Z) o Sm(ν), or else (in certain cases in type D) to an
index-2 subgroup thereof. In either case, its irreducible representations in characteris-
tic 2 are parametrized by Part2(m(ν)): the irreducible k-representation of Wν labelled by
λ ∈ Part2(m(ν)) is obtained by pulling back the irreducible representation Dλ of Sm(ν)

through the projection Wν � Sm(ν).
The orbits in NLν supporting cuspidal pairs are those of the form

O[ν];µ := O(ν1) × · · · × O(νm) × Oµ, µ ∈ Part2,G(N − 2k).

Thus, the modular generalized Springer correspondence forG can be regarded as a bijec-
tion

� :
⊔

0≤k≤bN/2c

⊔
ν∈Part(k,2)

Part2,G(N − 2k)× Part2(m(ν))→ PartG(N).
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(Here, we do not need to exclude the k = N/2 − 1 case when G = SO and N is even,
because Part2,SO(2) is empty anyway.)

Theorem 9.5. Let G = SO(N) with N 6≡ 0 (mod 4), or G = Sp(N) with N even. The
modular generalized Springer correspondence for G is given by

� =
⊔

0≤k≤bN/2c

⊔
ν∈Part(k,2)

ωco
k,ν,

where ωco
k,ν : Part2,G(N − 2k)× Part2(m(ν))→ PartG(N) is defined by

ωco
k,ν(µ,λ) = µ ∪ ψ

co
k,ν(λ) ∪ ψ

co
k,ν(λ).

Here ψco
k,ν denotes the map ψco

ν of Lemma 6.4 with k in place of n (and with ` = 2).

Proof. Let �co denote
⊔

0≤k≤bN/2c
⊔
ν∈Part(k,2) ω

co
k,ν , a map with the same domain and

codomain as �. Combining the bijection of Lemma 6.4 with that of (7.2) (or its SO
analogue), we see that �co is a bijection. Hence it suffices to show that

ωco
k,ν(µ,λ) ≤ ωk,ν(µ,λ) (9.10)

for all k, ν, µ,λ as above, where ωk,ν denotes the restriction of � to the subset of the
domain indexed by k and ν, and ≤ is the dominance order (corresponding to the closure
order on nilpotent orbits for G).

We need to consider some Fourier transforms. Let µ 7→ µ† denote the involution of
Part2,G(N − 2k) defined by

Tg(N−2k)(IC(Oµ)) ∼= IC(Oµ†).

(As mentioned in §2.2, it is quite possible that µ†
= µ always, but we are not able to

prove this.) Then using [AHJR2, (3.6)] we obtain

Tlν (IC(O[ν];µ)) ∼= IC(O[ν];µ† + zLν ).

By the definition of the bijection�, the simple perverse sheaf IC(Oωk,ν (µ,λ)) is a quotient
of IGLν⊂Pν (IC(O[ν];µ)), namely the one with Fourier transform

Tg(IC(Oωk,ν (µ,λ))) ∼= IC(Y(Lν ,O[ν];µ† ),D
λ),

where Dλ is the local system on Y(Lν ,O[ν];µ† ) corresponding to the irreducible representa-

tion Dλ of Wν via the Galois covering $(Lν ,O[ν];µ† ). (Here we are using Lemma 3.19.)

Let Gλ be the projective cover of Dλ as a k[Wν]-module, and let Gλ be the local
system on Y(Lν ,O[ν];µ† ) corresponding to Gλ. As in the proof of Lemma 9.4, there is an

indecomposable direct summand Qλ of IGLν⊂Pν (IC(O[ν];µ)) such that

Tg(Qλ) ∼= IC(Y(Lν ,O[ν];µ† ),G
λ), (9.11)

and the head of Qλ is IC(Oωk,ν (µ,λ)).
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LetMk denote the Levi subgroup ofG containingLν that has the formMk = GL(k)×
G(N − 2k), and letQk be the parabolic subgroup ofG containing Pν that hasMk as Levi
factor. We are going to apply the results of Section 4, specifically Theorem 4.5, to the
triple Lν ⊂ Mk ⊂ G (the assumptions (3) and (4) are trivially true for the constant local
system). Note that NMk

(Lν)/Lν ∼= Sm(ν). We identify NMk
with NGL(k) ×NG(N−2k).

Since the G(N − 2k) factor ofMk plays no role in the induction IMk

Lν⊂Pν∩Mk
, we know

from [AHJR2, Theorem 3.4] that IC(Oψco
k,ν (λ)
× Oµ) is a quotient of the perverse sheaf

IMk

Lν⊂Pν∩Mk
(IC(O[ν];µ)), namely the one with Fourier transform

Tmk
(IC(Oψco

k,ν (λ)
× Oµ)) ∼= IC(YMk

(Lν ,O[ν];µ† )
,Dλ,Mk ),

where Dλ,Mk is the local system on YMk

(Lν ,O[ν];µ† )
corresponding, via the Galois covering

$
Mk

(Lν ,O[ν];µ† )
, to the irreducible representation Dλ of Sm(ν).

Let F λ be the projective cover of Dλ as a k[Sm(ν)]-module, and let Fλ be the local
system on YMk

(Lν ,O[ν];µ† )
corresponding to F λ. There is an indecomposable direct sum-

mand Pλ of IMk

Lν⊂Pν∩Mk
(IC(O[ν];µ)) such that

Tmk
(Pλ) ∼= IC(YMk

(Lν ,O[ν];µ† )
,Fλ), (9.12)

and the head of Pλ is IC(Oψco
k,ν (λ)
× Oµ).

Now since Wν and Sm(ν) have the same irreducible k-representations, the induced
representation IndWνSm(ν)

(F λ) is isomorphic to Gλ. So in this case Theorem 4.5 says that

IGMk⊂Qk

(
IC(YMk

(Lν ,O[ν];µ† )
,Fλ)

)
∼= IC(Y(Lν ,O[ν];µ† ),G

λ).

Using (9.11), (9.12), and [AHJR2, Corollary 2.10] we deduce that

IGMk⊂Qk
(Pλ) ∼= Qλ. (9.13)

Since IGMk⊂Qk
is exact, (9.13) implies that IGMk⊂Qk

(IC(Oψco
k,ν (λ)
×Oµ)) is a quotient of Qλ;

on the other hand, Qλ has the simple head IC(Oωk,ν (µ,λ)). We conclude that the perverse
sheaf IGMk⊂Qk

(IC(Oψco
k,ν (λ)
×Oµ)) surjects to IC(Oωk,ν (µ,λ)). The desired inequality (9.10)

now follows from Lemma 2.5, since

G · (Oψco
k,ν (λ)
× Oµ) = Oωco

k,ν (λ)
(9.14)

by definition of ωco
k,ν . ut

We now turn to the case whereG = SO(N)withN ≡ 0 (mod 4). In this case, as we noted
in Section 8, certain partitions correspond to more than one nilpotent orbit or conjugacy
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class of Levi subgroups. To label these objects combinatorially, we will use partitions that
may be decorated with a superscript Roman numeral I or II , as in [CM]. Let

Part(k, 2)′ := Part(k, 2) if k < N/2,

and

Part(N/2, 2)′ := {ν | ν ∈ Part(N/2, 2), m1(ν) 6= 0}

∪ {νI | ν ∈ Part(N/2, 2),m1(ν) = 0} ∪ {νII | ν ∈ Part(N/2, 2), m1(ν) = 0}.

Then the conjugacy classes of Levi subgroups ofG admitting a cuspidal pair are in bijec-
tion with the set

⊔
0≤k≤N/2, k 6=N/2−1 Part(k, 2)′: in particular, for ν ∈ Part(N/2, 2) with

m1(ν) = 0, we have two representative Levi subgroups LνI and LνII , both isomorphic to
GL(ν1)× GL(ν2)× · · · but not G-conjugate to each other. (They are O(N)-conjugate.)

To make the labelling consistent, we choose representatives MI
N/2 and MII

N/2 of the
two G-conjugacy classes of Levi subgroups isomorphic to GL(N/2). Then for ν ∈
Part(N/2, 2) with m1(ν) = 0, we specify that LνI is contained in MI

N/2 and LνII is con-
tained in MII

N/2. Note that if ν ∈ Part(N/2, 2) and m1(ν) 6= 0, then a Levi subgroup Lν
of the corresponding conjugacy class is contained both in a conjugate of MI

N/2 and in a
conjugate of MII

N/2.
Similarly, let

PartSO(N)
′
:= (PartSO(N) \ Partve(N))

∪ {λI | λ ∈ Partve(N)} ∪ {λ
II
| λ ∈ Partve(N)}.

Then NG,k (or equivalently the set of nilpotent orbits in NG) is in bijective correspon-
dence with PartSO(N)

′. For λ ∈ Partve(N), we have two orbits OλI and OλII with the
same Jordan type; we specify that OλI is the orbit that meets the Lie algebra ofMI

N/2 and
OλII is the orbit that meets the Lie algebra of MII

N/2.

Remark 9.6. To match the use of Roman numerals above with that in [CM], choose
MI
N/2 andMII

N/2 as in [CM, Lemma 7.3.2(ii)]. With that choice, our labelling of orbits by
Roman numerals is consistent with that in [CM, Theorem 5.1.4 and Lemma 5.3.5]. This
claim can be worked out using the explicit description of orbit representatives in [CM,
Recipe 5.2.6]. Alternatively, it follows from [CM, Corollary 6.3.5, Theorem 7.3.3(iii),
and Theorem 8.3.1].

For convenience, in the formulas below we continue to use the notation ν for an arbitrary
element of Part(N/2, 2)′ even though it may be a decorated partition; in that case, notation
such as m(ν) should be interpreted using the underlying partition.

The modular generalized Springer correspondence for G can thus be regarded as a
bijection

�′ :
⊔

0≤k≤N/2

⊔
ν∈Part(k,2)′

Part2,SO(N − 2k)× Part2(m(ν))→ PartSO(N)
′.

For 0 ≤ k ≤ N/2 and ν ∈ Part(k, 2)′ we define a map

ωco′
k,ν : Part2,SO(N − 2k)× Part2(m(ν))→ PartSO(N)

′
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by the same formula as for ωco
k,ν in Theorem 9.5, with the following addendum: when

k = N/2 and ν is decorated with a Roman numeral (forcing m1(ν) = 0), the same
Roman numeral should be used to decorate the output of this map (which necessarily
belongs to Partve(N)).

Theorem 9.7. Let G = SO(N) with N ≡ 0 (mod 4). The modular generalized Springer
correspondence for G is given by

�′ =
⊔

0≤k≤N/2

⊔
ν∈Part(k,2)′

ωco′
k,ν .

Proof. The proof is essentially identical to that of Theorem 9.5, with the obvious proviso
that when we define the subgroup MN/2, in the case that k = N/2 and m1(ν) = 0, we
choose whichever ofMI

N/2 orMII
N/2 matches the Roman numeral decoration on our given

ν ∈ Part(N/2, 2)′. This ensures that when Oψco
N/2,ν (λ)

is interpreted as a nilpotent orbit in
this MN/2, its G-saturation is Oωco′

N/2,ν (λ)
, proving the analogue of (9.14). ut

We deduce a description of the (un-generalized) modular Springer correspondence for
G = SO(N) and G = Sp(N) in characteristic ` = 2, complementing the results of [JLS]
in the ` 6= 2 case. Notice that the proofs of Theorems 9.5 and 9.7 relied on the fact
that we were dealing with bijections, so we needed to work with the full generalized
correspondence in order to obtain this description.

Corollary 9.8. The modular Springer correspondence for G = SO(N) or G = Sp(N)
is the map

Irr(k[NG(T )/T ])→ NG,k

described combinatorially by

Part2(bN/2c)→ PartG(N) : λ 7→

{
λt
∪ λt if N is even,

(1) ∪ λt
∪ λt if N is odd.

Proof. This is obtained from Theorem 9.5 or 9.7 by taking k = bN/2c and ν = (1k), so
that Lν is a maximal torus T . ut
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