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Abstract. We consider the energy-critical defocusing nonlinear wave equation (NLW) on Rd , d =
4, 5. We prove almost sure global existence and uniqueness for NLW with rough random initial data
in H s(Rd ) × H s−1(Rd ) with 0 < s ≤ 1 if d = 4, and 0 ≤ s ≤ 1 if d = 5. The randomization
we consider is naturally associated with the Wiener decomposition and with modulation spaces.
The proof is based on a probabilistic perturbation theory. Under some additional assumptions, for
d = 4, we also prove the probabilistic continuous dependence of the flow on the initial data (in the
sense proposed by Burq and Tzvetkov [19]).

Keywords. Nonlinear wave equations, almost sure well-posedness, probabilistic continuous de-
pendence, Wiener decomposition

1. Introduction

1.1. Energy-critical nonlinear wave equations

We consider the Cauchy problem for the energy-critical defocusing nonlinear wave equa-
tion (NLW) on Rd , d = 4 or 5:{

∂2
t u−1u+ F(u) = 0,
(u, ∂tu)|t=0 = (φ0, φ1),

(t, x) ∈ R× Rd , (1.1)

where F(u) = |u|4/(d−2)u and u is a real-valued function on R × Rd . Our main focus
in this paper is to study the global-in-time behavior of solutions with random and rough
initial data.

The flow of equation (1.1) formally conserves the energy E(u) defined by

E(u) = E(u, ∂tu) :=

∫
Rd

(
1
2
(∂tu)

2
+

1
2
|∇u|2 +

d − 2
2d
|u|

2d
d−2

)
dx. (1.2)
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We define the energy space E(Rd) associated to (1.1) to be the space of pairs (f, g) of
real-valued functions of finite energy,

E(Rd) :=
{
(f, g) : E(f, g) :=

∫
Rd

(
1
2
g2
+

1
2
|∇f |2 +

d − 2
2d
|f |

2d
d−2

)
dx <∞

}
.

Then, in view of the Sobolev embedding Ḣ 1(Rd) ⊂ L
2d
d−2 (Rd), we immediately see that

E(Rd) = Ḣ 1(Rd)× L2(Rd).

It is well known that the NLW equation (1.1) on Rd enjoys several symmetries. Of
particular importance is the following scaling invariance:

u(t, x) 7→ uλ(t, x) := λ
(d−2)/2u(λt, λx). (1.3)

Namely, if u is a solution of (1.1), then uλ is also a solution of (1.1) with rescaled initial
data. Notice that

‖(uλ(0), ∂tuλ(0))‖Ḣ s (Rd )×Ḣ s−1(Rd ) = λ
s−1
‖(u(0), ∂tu(0))‖Ḣ s (Rd )×Ḣ s−1(Rd ). (1.4)

One then defines the so-called scaling critical Sobolev index sc := 1 to be the index s for
which the homogeneous Ḣ s(Rd) × Ḣ s−1(Rd)-norm of (u(0), ∂tu(0)) is invariant under
the scaling (1.3). We notice that the critical space Ḣ 1(Rd) × L2(Rd) under the scaling
coincides with the energy space E(Rd). Moreover, the energyE(u) defined in (1.2) is also
invariant under the scaling. Therefore, we refer to the NLW (1.1) on Rd as energy-critical.

Heuristically speaking, for an energy-critical NLW, there is a delicate balance between
the linear and nonlinear parts of the equation, which has made the analysis of such equa-
tions rather intricate. Nonetheless, after an intensive effort which materialized in many
articles, it is now known that the energy-critical defocusing nonlinear wave equations
on Rd , d ≥ 3, are globally well-posed in the energy space and that all solutions in the
energy space scatter. The small energy data theory goes back to Strauss [60], Rauch [56],
and Pecher [54]. The global regularity (referring to the fact that smooth initial data lead to
smooth global solutions) was proved in the works of Struwe [61], Grillakis [30, 31], and
Shatah and Struwe [58]. Regarding global well-posedness in the energy space, scattering,
and global space-time bounds, we cite Shatah and Struwe [59], Kapitanski [35], Ginibre,
Soffer, and Velo [29], Bahouri and Shatah [4], Bahouri and Gérard [3], Nakanishi [48,
49], and Tao [62].

On the other hand, there are ill-posedness results for the energy-critical NLW below
the scaling critical regularity sc = 1. When d = 3 and 4, Christ, Colliander, and Tao [21]
proved that the solution map of the energy-critical NLW fails to be continuous at zero in
the H s(Rd) × H s−1(Rd)-topology for 0 < s < 1. See also [20, 1, 39, 40, 13, 33] for
other ill-posedness results for nonlinear wave and Schrödinger equations.

In spite of the above deterministic ill-posedness results, in this paper we consider the
Cauchy problem (1.1) with general initial data (φ0, φ1) that do not belong to the energy
space, in a probabilistic manner. More precisely, for d = 4 or 5, given

(u0, u1) ∈ H
s(Rd)×H s−1(Rd) \H 1(Rd)× L2(Rd)
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for some s ∈ (0, 1), we consider its randomization (uω0 , u
ω
1 ) defined in (1.13) below.

This randomization has the same regularity as (u0, u1) and is not smoother in terms of
differentiability, almost surely (Lemma 2.2). Our first task is to construct local-in-time
solutions of (1.1) with initial data (φ0, φ1) = (uω0 , u

ω
1 ) in a probabilistic manner. As in

the work of Burq and Tzvetkov [17], the key point is the improved integrability properties
of the randomization (uω0 , u

ω
1 ). This allows us to obtain improved probabilistic local-in-

time Strichartz estimates (Proposition 2.3). Then, we prove almost sure local existence
(with uniqueness) by a simple fixed point argument in Strichartz spaces (Theorem 1.1).
This almost sure local existence result is accompanied by a probabilistic small data global
result (Theorem 1.2). In [5, 6], the author with Bényi and Oh considered the same problem
for the cubic nonlinear Schrödinger equation (NLS) on Rd , d ≥ 3.

Once we construct local-in-time solutions almost surely, our next task is to extend
them globally in time. Indeed, this probabilistic global-in-time argument is the main goal
and novelty of this paper. Informally speaking, there have been two kinds of globaliza-
tion arguments in the probabilistic setting: (i) invariant measure argument and (ii) certain
probabilistic adaptations of deterministic globalization arguments.

Bourgain [7] proved global existence for NLS on T almost surely with respect to
the associated Gibbs measure. The basic idea behind his argument is to use (formal) in-
variance of this Gibbs measure in place of conservation laws. He made this rigorous
by exploiting the invariance of the finite-dimensional Gibbs measures for the associated
finite-dimensional approximations of NLS. This approach has been used in subsequent
works; see for example [8, 9, 65, 16, 18, 50, 45, 26, 14, 24, 57, 12]. In our context, how-
ever, there is no apparent (formally) invariant measure and this approach is not available.

Recently, there have been several probabilistic global-in-time arguments in the ab-
sence of an invariant measure. Colliander and Oh [23] introduced a probabilistic high-low
decomposition method to prove almost sure global well-posedness of cubic NLS on T be-
low L2(T). This is an adaptation of Bourgain’s high-low decomposition method [10] in
the probabilistic setting. This approach was also used by Lührmann and Mendelson [42]
in the context of energy-subcritical NLW on R3.

Burq and Tzvetkov [19] considered (energy-subcritical) cubic NLW on T3 and proved
probabilistic global well-posedness for rough random data in H s(T3) × H s−1(T3), 0 ≤
s < 1. The main ingredient is to establish a probabilistic a priori bound on the energy.1

This is in some sense a probabilistic analogue of the fact that a conservation law yields
(subcritical) global well-posedness in the deterministic theory.

Probabilistic a priori bounds have also been combined with a probabilistic compact-
ness method. Using this strategy, Burq, Thomann, and Tzvetkov [15] obtained almost sure
existence of global solutions of the (energy-critical and energy-supercritical) cubic wave
equation on Td , d ≥ 4, with rough random data. As in the deterministic setting, the com-
pactness method does not yield the uniqueness of such solutions. Note that this work was
inspired by an earlier work of Nahmod, Pavlović, and Staffilani [46]. They considered the
Navier–Stokes equations on T2 and T3 and proved almost sure existence of global weak
solutions with rough random data. These weak solutions were shown to be unique on T2.

1 The argument for obtaining almost sure global existence when s = 0 is more involved.
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In the following, we use a probabilistic perturbation theory to prove almost sure
global well-posedness2 for the energy-critical NLW (1.1) on Rd with rough random data
in H s(Rd) × H s−1(Rd), where 0 < s ≤ 1 if d = 4, and 0 ≤ s ≤ 1 if d = 5. See
Theorem 1.3 below. This is the first instance when a perturbation theory is successfully
applied in the probabilistic setting to yield almost sure global existence. See also [6]. Per-
turbation theory has played an important role in the study of deterministic energy-critical
NLW and NLS. Moreover, perturbation theory has been previously used to prove global
well-posedness for various other equations in the deterministic setting. See for example
[22, 37, 63, 38]. Tao, Vişan, and Zhang [63] used perturbation theory to prove (among
other results) global well-posedness of NLS with a combined power nonlinearity, one of
the powers being energy-critical, while the other is energy-subcritical. Such an equation
can be viewed as a perturbation of the energy-critical NLS, with the smallness of the error
coming from the subcritical nature of the other power nonlinearity.

Now, let us turn our attention to equation (1.1) with random initial data (φ0, φ1) =

(uω0 , u
ω
1 ). By denoting the linear3 and nonlinear parts of the solution uω of (1.1) by

zω(t) = S(t)(uω0 , u
ω
1 ) and vω(t) := uω(t)− zω(t), equation (1.1) reduces to{

∂2
t v
ω
−1vω + F(vω + zω) = 0,

(vω, ∂tv
ω)|t=0 = (0, 0).

(1.5)

Namely, the nonlinear part vω satisfies the energy-critical NLW with a perturbation. The
crucial point in our approach is the fact that the error F(vω + zω)− F(vω) can be made
small (on short time intervals) thanks to the improved local-in-time Strichartz estimates
satisfied by the random linear part zω.

Another essential ingredient for an actual implementation of the probabilistic pertur-
bation theory is a probabilistic a priori bound on the energy of the nonlinear part vω of
the solution uω on each finite time interval (Proposition 5.2). The probabilistic energy
bound that we use here is the analogue of that obtained by Burq and Tzvetkov [19] for
the cubic NLW on T3. In [6], the author with Bényi and Oh applied a similar proba-
bilistic perturbation theory in the context of the defocusing cubic NLS on Rd , d ≥ 3.
The global-in-time result of [6], however, is conditional, even for the energy-critical cu-
bic NLS on R4. On R4, this failure is due to the fact that we do not have a probabilistic
a priori energy bound on the nonlinear part of a solution. The key advantage of NLW, in
comparison to NLS, is the presence of the term

∫ 1
2 (∂tv)

2 dx in the energy. We also em-
phasize the importance of the specific power nonlinearity in obtaining the probabilistic
energy bound. It would be interesting to extend our almost sure global well-posedness
result to the energy-critical quintic NLW on R3 due to its physical relevance. In view of
Remark 1.4 below, such almost sure global existence would follow once we establish an
analogous probabilistic energy bound on R3.

2 Here, almost sure global well-posedness means almost sure global existence, uniqueness, and a
weak form of continuous dependence (see [8] and [23]). This is not to be confused with probabilistic
Hadamard global well-posedness that we describe below.

3 See (1.16) for the precise definition of the linear propagator S(t).
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The almost sure global well-posedness described in Theorem 1.3 refers to almost
sure global existence, uniqueness, and a weak form of continuous dependence (as in [8]
and [23]; see Remark 1.2(ii) below). Recently, Burq and Tzvetkov [19] introduced the
stronger notion of probabilistic Hadamard global well-posedness. This refers to almost
sure global existence and uniqueness, together with probabilistic continuity of the flow
with respect to the random initial data. In Theorem 1.4, we prove, for d = 4, that the
flow of equation (1.1) is continuous in probability, under some extra assumptions. This
allows us to establish probabilistic Hadamard global well-posedness of the energy-critical
defocusing cubic NLW (1.1) on R4 in H s(R4) × H s−1(R4), 0 < s ≤ 1, in the sense
of [19].

1.2. Randomization adapted to the Wiener decomposition and modulation spaces

Starting with the works of Bourgain [8] and Burq and Tzvetkov [17], there have been
many results on probabilistic constructions of solutions of evolution equations with ran-
dom initial data. Many of the probabilistic results in the literature are on compact mani-
folds M , where there is a countable basis {en}n∈N of L2(M) consisting of eigenfunctions
of the Laplace–Beltrami operator. This gives a natural way to introduce a randomization.
Given u0(x) =

∑
∞

n=1 cnen(x) ∈ H
s(M), one defines its randomization by

uω0 (x) =

∞∑
n=1

gn(ω)cnen(x), (1.6)

where {gn}n∈N is a sequence of independent random variables. On Rd , however, there
is no countable basis of L2(Rd) consisting of eigenfunctions of the Laplacian. In order
to overcome this difficulty, several approaches have been introduced. For example, ran-
domizations analogous to (1.6) have been considered with respect to a countable basis
of L2(Rd) consisting of eigenfunctions of the Laplacian with a confining potential, such
as the harmonic oscillator−1+|x|2. Some results for the NLS with a harmonic potential
were then transferred to the usual NLS on Rd via the lens transform (see [64, 14, 24,
55]). Another approach consisted in working on the unit sphere S3, and then transferring
results to R3 via the Penrose transform (see [25, 26, 27]).

In this paper, we use a simple randomization for functions on Rd , naturally associated
to the Wiener decomposition and modulation spaces. This seems to be quite canonical
from the point of view of the time-frequency analysis [32]. Such a randomization was
previously used in [42, 5, 6] (see also [68]).

Given d ≥ 1, letQn be the unit cube n+[−1/2, 1/2)d centered at n ∈ Zd . Then, con-
sider the uniform partition of the frequency space Rd =

⋃
n∈Zd Qn, commonly referred

to as the Wiener decomposition [66]. Noting that
∑
n∈Zd χQn(ξ) ≡ 1, we have

u =
∑
n∈Zd

χQn(D)u =
∑
n∈Zd

χQ0(D − n)u,

where χQn(D)u := F−1
[χQn û]. In the following, we consider a smoothed version of this

decomposition.
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Let ψ̃ ∈ S(Rd) be a real-valued function such that ψ̃(ξ) ≥ 0, ψ̃(−ξ) = ψ̃(ξ) for all
ξ ∈ Rd and

ψ̃(ξ) =

{
1 if ξ ∈ Q0,

0 if ξ /∈ [−1, 1]d .

Set

ψ(ξ) :=
ψ̃(ξ)∑

n∈Zd ψ̃(ξ − n)
.

Then ψ ∈ S(Rd) is a real-valued function, 0 ≤ ψ(ξ) ≤ 1 for all ξ ∈ Rd , suppψ ⊂
[−1, 1]d ,

ψ(−ξ) = ψ(ξ) for all ξ ∈ Rd , (1.7)
and

∑
n∈Zd ψ(ξ − n) ≡ 1. Now, we define the Fourier multiplier

ψ(D − n)u(x) =

∫
Rd
ψ(ξ − n)̂u(ξ)e2πix·ξ dξ. (1.8)

Then any function u on Rd can be written as

u =
∑
n∈Zd

ψ(D − n)u. (1.9)

From the symmetry condition (1.7) imposed on ψ , we have

ψ(D + n)u = ψ(D − n)u for real-valued u, (1.10)

since û(ξ) = û(−ξ). In particular, ψ(D)u is real-valued for real-valued u.

Remark 1.1. The modulation spaces introduced by Feichtinger [28] are naturally as-
sociated to the uniform decomposition (1.9). Indeed, the modulation space M

p,q
s ,

0 < p, q ≤ ∞, s ∈ R, consists of all tempered distributions u ∈ S ′(Rd) for which
the (quasi) norm

‖u‖Mp,q
s (Rd ) :=

∥∥〈n〉s‖ψ(D − n)u‖Lpx (Rd )∥∥`qn(Zd ) (1.11)

is finite. Compare (1.11) with the definition of the Besov spaces which are naturally as-
sociated to the decomposition of the frequency space into dyadic annuli.

In the following, we introduce the randomization adapted to the uniform decomposition
(1.9). Let {gn,j }n∈Zd , j=0,1 be a sequence of mean zero complex-valued random variables
on a probability space (�,F , P ) such that g−n,j = gn,j for all n ∈ Zd , j = 0, 1. Assume
also that {g0,j ,Re gn,j , Im gn,j }n∈I, j=0,1 are independent and endowed with probability
distributions4 µ0,j , µ(1)n,j , and µ(2)n,j . Here, the index set I is given by

I =
d−1⋃
k=0

Zk × Z∗+ × {0}
d−k−1 (1.12)

and is such that Zd = I ∪ (−I) ∪ {0}.

4 The probability distribution µ of a real random variable g is an induced probability measure
defined by µ(A) := P({ω ∈ � : g(ω) ∈ A}) for all measurable sets A ⊂ R.
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For functions u0, u1 on Rd , we define the Wiener randomization (uω0 , u
ω
1 ) of (u0, u1)

by

(uω0 , u
ω
1 ) :=

(∑
n∈Zd

gn,0(ω)ψ(D − n)u0,
∑
n∈Zd

gn,1(ω)ψ(D − n)u1

)
. (1.13)

Note that if u0 and u1 are real-valued, then their randomizations uω0 and uω1 are also real-
valued. More precisely, by (1.10), we have

uωj = g0,jψ(D)uj +
∑
n∈I

gn,jψ(D − n)uj + g−n,jψ(D + n)uj

= g0,jψ(D)uj + 2 Re
∑
n∈I

gn,jψ(D − n)uj , j = 0, 1. (1.14)

We make the following assumption: there exists c > 0 such that∫
R
eγ x dµ0,j ≤ e

cγ 2
and

∫
R
eγ x dµ

(k)
n,j (x) ≤ e

cγ 2
(1.15)

for all γ ∈ R, n ∈ Zd , j = 0, 1, and k = 1, 2. Note that (1.15) is satisfied by standard
complex-valued Gaussian random variables, standard Bernoulli random variables, and
any random variables with compactly supported distributions.

It is easy to see that if (u0, u1) ∈ H
s(Rd) × H s−1(Rd) for some s ∈ R, then the

randomized function (uω0 , u
ω
1 ) is almost surely inH s(Rd)×H s−1(Rd) (Lemma 2.2). One

can also show that there is no smoothing upon randomization in terms of differentiability
(see, for example, [17, Lemma B.1]). Instead, the main point of this randomization is its
improved integrability: if uj ∈ L2(Rd), j = 0, 1, then the randomized function uωj is
almost surely in Lp(Rd) for any finite p ≥ 2. Such results for random Fourier series are
known as Paley–Zygmund’s theorem [53] (see also [34, 2, 5]).

1.3. Main results

In this subsection, we state the main results of the paper. In the following, we denote the
linear propagator of the linear wave equation by S(t). Namely, the solution of the linear
wave equation with initial data (u, ∂tu)|t=0 = (u0, u1) is denoted by

S(t)(u0, u1) := cos(t |∇|)u0 +
sin(t |∇|)
|∇|

u1. (1.16)

We first state an almost sure local well-posedness result.

Theorem 1.1 (Almost sure local well-posedness). Let d = 4 or 5 and 0 ≤ s ≤ 1. Given
(u0, u1) ∈ H

s(Rd) × H s−1(Rd), let (uω0 , u
ω
1 ) be the randomization defined in (1.13),

satisfying (1.15).

(a) The energy-critical defocusing NLW (1.1) on Rd admits almost surely a unique local
solution with initial data (uω0 , u

ω
1 ) at t = 0. More precisely, there exist C, c, γ > 0

such that for each T sufficiently small, there exists a set �T ⊂ � with the following
properties:
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(i) P(�cT ) < C exp(−c/T γ ).
(ii) For each ω ∈ �T , there exists a unique solution uω of (1.1) with (uω, ∂tuω)|t=0
= (uω0 , u

ω
1 ) such that

(uω, ∂tu
ω) ∈

(
S(t)(uω0 , u

ω
1 ), ∂tS(t)(u

ω
0 , u

ω
1 )
)
+ C([−T , T ];H 1(Rd)× L2(Rd))

⊂ C([−T , T ];H s(Rd)×H s−1(Rd)).

Here, uniqueness holds in a ball centered at S(·)(uω0 , u
ω
1 ) in

C([−T , T ]; Ḣ 1(Rd)) ∩ L
d+2
d−2 ([−T , T ];L

2(d+2)
d−2 (Rd)).

(b) Let (w0, w1)∈H
1(Rd) × L2(Rd). Then there is a positive T ′ = T ′(T ,w0, w1) < T

such that for all ω ∈ �T , the energy-critical defocusing NLW on Rd admits a unique
solution with initial data

(u, ∂tu)|t=t∗ =
(
S(t∗)(u

ω
0 , u

ω
1 ), ∂tS(t∗)(u

ω
0 , u

ω
1 )
)
+ (w0, w1),

satisfying

(uω, ∂tu
ω) ∈ C([t∗ − T

′, t∗ + T
′
];H s(Rd)×H s−1(Rd)),

as long as [t∗− T ′, t∗+ T ′] ⊂ [−T , T ]. Here, uniqueness holds in a ball centered at

S(· − t∗)
((
S(t∗)(u

ω
0 , u

ω
1 ), ∂tS(t∗)(u

ω
0 , u

ω
1 )
)
+ (w0, w1)

)
in C([t∗ − T ′, t∗ + T ′]; Ḣ 1(Rd)) ∩ L

d+2
d−2 ([t∗ − T

′, t∗ + T
′
];L

2(d+2)
d−2 (Rd)).

We prove Theorem 1.1(a) by considering equation (1.5) satisfied by the nonlinear part vω

of a solution uω, and by viewing the linear part zω(t) = S(t)(uω0 , u
ω
1 ) as a random forcing

term. We then run a simple fixed point argument in Strichartz spaces. The improved local-
in-time Strichartz estimates in Proposition 2.3 play an essential role. Part (b) is essentially
a corollary of (a), stating that the almost sure local existence and uniqueness still hold for
more general initial data.

We note that the proofs of the analogues of Theorem 1.1 for NLS on Rd and Td in
[47, 5, 6] are more intricate. Lastly, notice that Theorem 1.1 is of a local-in-time nature,
and hence it also holds for the energy-critical focusing NLW on Rd , d = 4 and 5. The
same comment applies to the probabilistic small data global theory (Theorem 1.2 below).

Remark 1.2. While Theorem 1.1 does not yield the continuous dependence of the flow
of equation (1.1) on Rd , d = 4 and 5, in H s(Rd) × H s−1(Rd) with 0 ≤ s < 1, we can
modify the proof of Theorem 1.1 to obtain a mild form of continuous dependence. More
precisely, we first fix “good” initial data (uω0 , u

ω
1 ) such that Theorem 1.1 yields the corre-

sponding solution of equation (1.1) on the time interval [−T , T ] for some T > 0. Next,
we consider (̃u0, ũ1) ∈ H

s(Rd)×H s−1(Rd) such that ‖(̃u0, ũ1)− (u
ω
0 , u

ω
1 )‖H 1×L2 � 1.
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Then, by modifying the proof of Theorem 1.1, we can construct a solution ũ of (1.1) on
[−cT , cT ] with (̃u, ∂t ũ)|t=0 = (̃u0, ũ1). Moreover, we have

‖(̃u(t), ∂t ũ(t))−(u
ω(t), ∂tu

ω(t))‖H 1(Rd )×L2(Rd ) ≤ C‖(̃u0, ũ1)−(u
ω
0 , u

ω
1 )‖H 1(Rd )×L2(Rd )

for |t | ≤ cT . See the works of Bourgain [8] and Colliander and Oh [23] for related
discussions.

For d = 4, if we replace the smooth cutoff ψ in the definition of the Wiener random-
ization (1.13) by the characteristic function χQ0 , we obtain more. Namely, Theorem 1.4
below yields the probabilistic continuous dependence of the flow of equation (1.1) on R4

in H s(R4)×H s−1(R4), 0 < s ≤ 1.

We now turn to the global-in-time behavior of the local solutions constructed above. The
same nonlinear estimates as in the proof of Theorem 1.1 together with the improved
global-in-time Strichartz estimate (Lemma 2.5) yield the following small data global re-
sult.

Theorem 1.2 (Probabilistic small data global theory). Let d = 4 or 5 and (d+1)(d−2)
(d−1)(d+2) ≤

s ≤ 1. Given (u0, u1) ∈ Ḣ
s(Rd)× Ḣ s−1(Rd), let (uω0 , u

ω
1 ) be the randomization defined

in (1.13), satisfying (1.15). Then there exist C, c > 0 such that for each 0 < ε � 1 there
exists a set �ε with the following properties:

(i) P(�cε) ≤ C exp
(
−

c

ε2(‖u0‖Ḣ s+‖u1‖Ḣ s−1 )2

)
→ 0 as ε→ 0.

(ii) For each ω ∈ �ε, there exists a unique global solution uω of the energy-critical
defocusing NLW (1.1) on Rd with initial data

(uω, ∂tu
ω)|t=0 = (εu

ω
0 , εu

ω
1 )

such that

(uω, ∂tu
ω) ∈

(
S(t)(εuω0 , εu

ω
1 ), ∂tS(t)(εu

ω
0 , εu

ω
1 )
)
+ C(R; Ḣ 1(Rd)× L2(Rd)).

(iii) Scattering holds for each ω ∈ �ε. More precisely, for each ω ∈ �ε, there exists a
pair (vω0,±, v

ω
1,±) ∈ Ḣ

1(Rd)× L2(Rd) such that the norm∥∥(uω(t), ∂tuω(t))−(S(t)(εuω0+vω0,±, εuω1+vω1,±), ∂tS(t)(εuω0+vω0,±, εuω1+vω1,±))∥∥Ḣ 1×L2

tends to zero as t →±∞.

We refer to [42, 6] for analogous probabilistic small data global results in the context of
the quintic NLW on R3 and the cubic NLS on Rd , d ≥ 3, respectively.

Remark 1.3. In proving scattering in Theorem 1.2, we exploit the finiteness of the

global-in-time Strichartz L
d+2
d−2
t (R;L

2(d+2)
d−2
x )-norm of the nonlinear part vω of a solution.

This space-time norm is finite almost surely due to the smallness of the initial data. In
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the case of large data, the best global space-time bound one could expect (guided by the
literature on the deterministic energy-critical NLW [3, 4, 62]) is

‖v‖
L

d+2
d−2
t (R;L

2(d+2)
d−2

x (Rd ))
≤ C(‖(v, ∂tv)‖L∞t (R;Ḣ 1

x (Rd )×L2
x (Rd ))), (1.17)

whereC(·) is a positive nondecreasing function. For large data, however, we do not have a
uniform-in-time bound on ‖(v(t), ∂tv(t))‖Ḣ 1×L2 . More precisely, the probabilistic energy
bound in Proposition 5.2 below grows in time, diverging as t → ∞. Therefore, even if
one could prove (1.17), we would still not have sufficient information on v for almost sure
large data scattering.

Before stating the main result of this paper, we first recall the definition of the set Ms of
measures on H s(Rd)×H s−1(Rd) from [19].

Definition 1.1. Let 0 ≤ s ≤ 1 and (u0, u1) ∈ H
s(Rd) × H s−1(Rd). The map ω 7→

(uω0 , u
ω
1 ) is measurable from (�,F , P ) intoH s(Rd)×H s−1(Rd) endowed with the Borel

σ -algebra, since its partial sums( ∑
|n|≤N

gn,0(ω)ψ(D − n)u0,
∑
|n|≤N

gn,1(ω)ψ(D − n)u1

)
form a Cauchy sequence in L2(�;H s(Rd) × H s−1(Rd)). Therefore, we define the in-
duced probability measure

µ(u0,u1)(A) := P((u
ω
0 , u

ω
1 ) ∈ A)

for all measurable A ⊂ H s(Rd)×H s−1(Rd). We then set

Ms :=

⋃
(u0,u1)∈H s×H s−1

{µ(u0,u1)}.

For any (u0, u1) ∈ H
s(Rd)×H s−1(Rd), the measure µ(u0,u1) is supported onH s(Rd)×

H s−1(Rd), and moreover µ(u0,u1)(H
s′(Rd) × H s′−1(Rd)) = 0 if s′ > s and (u0, u1) /∈

H s′(Rd)×H s′−1(Rd). This is another way of saying that the randomization is not regu-
larizing in terms of differentiability.

We are now ready to state the main result of this paper.

Theorem 1.3 (Almost sure global well-posedness). Let d = 4 or 5, 0 < s ≤ 1 if d = 4,
and 0 ≤ s ≤ 1 if d = 5. There exists a set 6 ⊂ H s(Rd)×H s−1(Rd) of full measure, i.e.
µ(6) = 1 for all µ ∈Ms , such that for any (φ0, φ1) ∈ 6, the energy-critical defocusing
NLW (1.1) on Rd with initial data (u, ∂tu)|t=0 = (φ0, φ1) admits a unique global solution
with

(u, ∂tu) ∈
(
S(t)(φ0, φ1), ∂tS(t)(φ0, φ1)

)
+ C(R;H 1(Rd)× L2(Rd))

⊂ C(R;H s(Rd)×H s−1(Rd)).

Moreover, if 8(t) : (φ0, φ1) 7→ u(t) denotes the solution map of equation (1.1), then
8(t)(6) is a set of full measure for all t ∈ R.
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The proof of Theorem 1.3 is based on a probabilistic perturbation theory. More precisely,
we combine the global space-time bounds of solutions of the energy-critical defocusing
NLW from [3, 62] with a perturbation lemma, and design a “good” deterministic local
well-posedness theory (Proposition 4.3) for a perturbed NLW of the form{

∂2
t v −1v + F(v + f ) = 0,
(v, ∂tv)|t=0 = (v0, v1) ∈ Ḣ

1(Rd)× L2(Rd),
(1.18)

where f satisfies some smallness assumption on small time intervals. Recall that the
usual local well-posedness argument for the energy-critical NLW (1.1) with initial data
(v0, v1) ∈ Ḣ

1(Rd) × L2(Rd) yields a local time of existence depending on the profile
of (v0, v1). The term “good” local well-posedness refers to the fact that the local time
of existence depends only on the Ḣ 1

× L2-norm of the initial data (v0, v1) and on the
perturbation f .

Given randomized initial data (uω0 , u
ω
1 ) ∈ H

s(Rd) × H s−1(Rd), with 0 < s < 1
if d = 4, and 0 ≤ s < 1 if d = 5, let uω be the corresponding solution of equa-
tion (1.1). Also, we denote the linear and nonlinear parts of uω by zω(t) = S(t)(uω0 , u

ω
1 )

and vω(t) := uω(t)− zω(t) as before. Then a crucial ingredient of the proof of Theorem
1.3 is a probabilistic energy bound for vω (Proposition 5.2). The bound follows from the
improved local-in-time Strichartz estimates (Proposition 2.3) and (nonlinear) Gronwall’s
inequality. These Strichartz estimates are also the key to showing that zω satisfies almost
surely the smallness assumption in the “good” local well-posedness theory. Finally, not-
ing that vω satisfies (1.18) with f = zω, we deduce the almost sure global existence of vω

by iterating the “good” local well-posedness. We remark that the nonlinear part vω satis-
fies (vω(t), ∂tvω(t)) ∈ (H 1(Rd), L2(Rd)) for all t ∈ R, and in particular it has improved
regularity in comparison to the linear part zω, which is merely in H s(Rd) with 0 < s < 1
if d = 4, and 0 ≤ s < 1 if d = 5. In [6], the author with Bényi and Oh considered the
same problem for the energy-critical cubic NLS on R4. In this case, they could only prove
“conditional” almost sure global well-posedness, assuming a probabilistic energy bound
on the nonlinear part of a solution (see Remark 1.4 below).

Theorem 1.3 does not cover the case s = 0 in dimension d = 4. This is due to the
use of the Sobolev embedding W s,r(R4) ⊂ L∞(R4) for sr > 4, which requires s > 0
(see Propositions 2.3(iii) and 5.2). For d = 5, one does not need to use such a Sobolev
embedding, and thus we can include the case s = 0.

Notice that the full measure set6 of initial data in Theorem 1.3 is constructed in such
a way that 8(t)(6) remains of full measure for all t ∈ R, in other words, the measure
does not become smaller under the evolution of the flow of (1.1). See [19, 52] for related
results.

In the definitions of the uniform decomposition (1.9) and of the Wiener randomization
(1.13), we use a smooth cutoff function ψ . Theorems 1.1–1.3 still hold even when we
replace ψ by the characteristic function χQ0 .

We present the proof of Theorem 1.3 in Section 5. In particular, Theorem 1.3 is a con-
sequence of Theorem 5.3, Corollary 5.5, and Proposition 5.6. In addition, in Proposition
5.4, we prove space-time bounds for the nonlinear part vω of the solution on any given
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finite time interval [0, T ]. Unfortunately, these bounds diverge as T →∞, and hence the
present paper does not provide global space-time bounds for vω. As a consequence, our
arguments are not sufficient to obtain scattering of the global solution u in Theorem 1.3 to
a linear solution (which is standardly proved using global space-time bounds). Therefore,
almost sure large data scattering remains a challenging open problem and new ideas seem
to be needed to tackle it. (See also Remark 1.3 above.)

Our last result concerns the probabilistic continuous dependence of the flow of equa-
tion (1.1) on R4. As mentioned above, Christ, Colliander, and Tao [21] proved ill-posed-
ness of (1.1) in H s(R4) × H s−1(R4) with 0 < s < 1 in the deterministic theory, by
showing that the solution map is not continuous at zero. In the following, we show that
the solution map is, however, continuous in probability in H s(R4) × H s−1(R4) with
0 < s < 1. The notion of probabilistic continuous dependence of the flow on the initial
data used here was first introduced by Burq and Tzvetkov [19].

Theorem 1.4 (Probabilistic continuous dependence). Let d = 4 and 0 < s ≤ 1. Assume
that in the definition of the randomization (1.13), the smooth cutoff ψ is replaced by the
characteristic function χQ0 of the unit cube Q0 = [−1/2, 1/2)4 centered at the origin.
Assume also that the probability distributions µ0,j , µ(1)n,j , µ(2)n,j , n ∈ I, j = 0, 1, are
symmetric.5 Let T > 0, µ ∈Ms , R > 0, and

BR := {(w0, w1) ∈ H
s(R4)×H s−1(R4) : ‖(w0, w1)‖H s (R4)×H s−1(R4) ≤ R}

be the closed ball of radius R centered at the origin in H s(R4) × H s−1(R4). If 8(t) :
(φ0, φ1) 7→ u(t) is the solution map of the energy-critical defocusing cubic NLW (1.1)
on R4, defined µ-almost everywhere in Theorem 1.3, then for any δ, η > 0,

µ⊗ µ
(
((w0, w1), (w

′

0, w
′

1)) ∈ (H
s(R4)×H s−1(R4))2 :

‖(8(t)(w0, w1)−8(t)(w
′

0, w
′

1),

∂t (8(t)(w0, w1)−8(t)(w
′

0, w
′

1)))‖L∞([0,T ];H s (R4)×H s−1(R4)) > δ
∣∣

(w0, w1), (w
′

0, w
′

1) ∈ BR and ‖(w0, w1)− (w
′

0, w
′

1)‖H s (R4)×H s−1(R4) < η
)

≤ g(δ, η), (1.19)

where
lim
η→0

g(δ, η) = 0 for all δ > 0.

In stating Theorem 1.4, we assume that the randomization (1.13) is implemented with
the characteristic function χQ0 , instead of the smooth cutoff function ψ . In particular, the
support of χQ0(· − n) and that of χQ0(· − m), namely the cubes n + Q0 and m + Q0,
are disjoint for n,m ∈ Z4, n 6= m. This plays an important role in the proof. We believe
that a statement analogous to Theorem 1.4 is true for a general smooth cutoff function ψ .
Unfortunately, we do not know how to prove such a claim at this point.

5 A probability measure θ on R is called symmetric if
∫
R f (x) dθ(x) =

∫
R f (−x) dθ(x) for all

f ∈ L1(dθ).
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One of the several key points in the proof of Theorem 1.4 is that the power of the
nonlinearity needs to be at least three (see Step 3 of the proof, where we use the Strichartz
L2
t L

8
x(R4) norm). Therefore, our method does not apply to the energy-critical defocusing

NLW on R5, for which the power of the nonlinearity is 7/3.
In order to prove Theorem 1.4, we first control the linear parts of the solutions

8(t)(w0, w1) and 8(t)(w′0, w
′

1), as well as their difference. The key element here is the
improved local-in-time Strichartz estimates, while the context in which they are used is
analogous to that in [19]. The novel element of the proof is the control of the Stricharz
norms of the nonlinear parts of the solutions, which allows us to control the difference of
these nonlinear parts. In [19], in the case of the energy-subcritical cubic NLW on T3, a
mere probabilistic energy bound was sufficient to control that difference.

Remark 1.4. In the spirit of [6], we can also prove “conditional” almost sure global well-
posedness for the energy-critical defocusing quintic NLW on R3, provided we assume the
following Hypothesis,6 i.e. a probabilistic energy bound on the nonlinear part vω of the
solution:

Hypothesis. Given T , ε > 0, there exists C(T , ε) nondecreasing in T and nonincreasing
in ε and there exists �̃T ,ε with P(�̃cT ,ε) < ε such that, for all ω ∈ �̃T ,ε, the solution vω

of (1.5) satisfies

‖vω(t)‖L∞([0,T ];Ḣ 1(R3)×L2(R3)) ≤ C(T , ε).

Furthermore, under the Hypothesis, one can also prove probabilistic continuous depen-
dence of the flow of the energy-critical defocusing quintic NLW on R3. The proofs of
these results follow the same lines as those of Theorems 1.3 and 1.4.

1.4. Probabilistic well-posedness results regarding NLW

To the best on the author’s knowledge, Theorem 1.3 is the first result on almost sure
global well-posedness for an energy-critical hyperbolic/dispersive PDE with large data
below the energy space. In the following, we briefly mention some of the references in
the literature regarding almost sure global well-posedness of NLW. All the results below
concern defocusing NLW and we do not explicitly mention this in the following.

In what concerns NLW on Td , Burq and Tzvetkov [19] proved probabilistic global
well-posedness for (energy-subcritical) cubic NLW on T3 for data inH s(T3)×H s−1(T3),
0 ≤ s < 1, while Burq, Thomann, and Tzvetkov [15] considered (energy-critical and
supercritical) cubic NLW on Td , d ≥ 4, and proved almost sure global existence, without
uniqueness, for data in H s(Td)×H s−1(Td), 0 < s < 1.

6 Very recently, the author with Tadahiro Oh [51] proved the almost sure global well-posedness of
the energy-critical defocusing quintic nonlinear wave equation on R3 below the energy space. The
main new ingredient in the proof is a uniform probabilistic energy bound for approximating random
solutions. In particular, we proved almost sure global well-posedness without directly establishing
the Hypothesis. Nevertheless, the Hypothesis follows as a byproduct of the construction in [51].
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Burq and Tzvetkov [16] also considered subcubic NLW on the unit ball in R3 with the
power nonlinearity |u|p−1u, 1 < p < 3, and proved almost sure global well-posedness
of NLW for a large set of radially symmetric data in

⋂
s<1/2H

s . More precisely, they
constructed the Gibbs measure for NLW on the unit ball and the global-in-time flow on
the support of the Gibbs measure, proving also the invariance of the Gibbs measure under
the flow. The almost sure global well-posedness part was extended by the same authors
to 1 < p < 4 in [18], and the invariance of the measure for p = 3 was proved by
de Suzzoni [25]. Finally, Bourgain and Bulut [11, 12] extended the above results to all
1 < p < 5. Notice that for 3 ≤ p < 5, the above almost sure global existence results are
below the scaling critical regularity.

Let us now turn our attention to known results on Rd . De Suzzoni [26] considered
subquartic NLW on R3, namely 3 ≤ p < 4, and proved global existence, uniqueness, and
scattering for a set of full measure of radially symmetric data of low regularity, that do
not belong to L2(R3). In [27], de Suzzoni proved an almost sure global existence, unique-
ness, and scattering result for cubic NLW on R3, without the radial symmetry assumption.
The Penrose transform played an essential role in both articles. Recently, Lührmann and
Mendelson [42] proved almost sure global well-posedness of energy-subcritical NLW
on R3 with a power nonlinearity |u|p−1u, 3 ≤ p < 5, with random initial data in
H s(R3) × H s−1(R3), for some s < 1. For p ∈ ((7+

√
73)/4, 5), the regularity of

initial data can be taken below the critical regularity dictated by the scaling invariance.
For the energy-critical NLW on R3 (p = 5), they obtained small data almost sure global
well-posedness and scattering.

Finally, there are other classes of almost sure global well-posedness results on Rd and
other unbounded domains. They involve the construction of invariant Gibbs measures on
such domains. In particular, on Rd , the typical functions in the support of Gibbs measures
do not decay at spatial infinity, and thus do not belong to the Lebesgue spaces Lp(Rd) or
Sobolev spaces H s(Rd). See, for example, the work of McKean and Vaninsky [43] on R
and the recent work of Xu [67] concerning cubic NLW on R3 with radial symmetry.

1.5. Notation

If u satisfies the wave equation

∂2
t u−1u+ F(u) = 0

on the interval I containing t0 and t , then the following Duhamel’s formula holds:

u(t) = S(t − t0)(u(t0), ∂tu(t0))−

∫ t

t0

sin((t − t ′)|∇|)
|∇|

F(u(t ′)) dt ′. (1.20)

If F(u) = |u|4/(d−2)u, we use the fundamental theorem of calculus to write

F(u)− F(ũ) = (u− ũ)

∫ 1

0
F ′(λu+ (1− λ)ũ) dλ,

and we immediately deduce that

|F(u)− F(ũ)| . |u− ũ|(|u|4/(d−2)
+ |ũ|4/(d−2)). (1.21)
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Definition 1.2. Let γ ∈ R and d ≥ 2. We say that (q, r) is an Ḣ γ (Rd)-wave admissible
pair if q ≥ 2, 2 ≤ r <∞,

1
q
+
d − 1

2r
≤
d − 1

4
and

1
q
+
d

r
=
d

2
− γ.

We recall some Strichartz estimates for wave equations on Rd . For more details as well
as other Strichartz estimates, see [29, 41, 36].

Proposition 1.5 (Strichartz estimates on Rd ). Let d ≥ 2, γ > 0, let (q, r) be an
Ḣ γ (Rd)-wave admissible pair, and (q̃, r̃) be an Ḣ 1−γ (Rd)-wave admissible pair. If u
solves

∂2
t u−1u+ F = 0 with u(0) = u0, ∂tu(0) = u1

on I × Rd , where 0 ∈ I , then

‖u‖L∞t (I ;Ḣ
γ
x )
+ ‖∂tu‖L∞t (I ;Ḣ

γ−1
x )
+ ‖u‖Lqt (I ;Lrx )

. ‖u0‖Ḣ γ + ‖u1‖Ḣ γ−1 + ‖F‖
L
q̃′

t (I ;L
r̃′
x )
. (1.22)

For convenience, we often denote the space Lqt (I ;Lrx) by LqIL
r
x , or by LqTL

r
x if I =

[0, T ].
The wave admissible pairs for d = 4 and 5 that appear most often in this paper are:

• Ḣ 1-wave admissible:
(
d+2
d−2 ,

2(d+2)
d−2

)
if d = 4 or 5, and (2, 8) if d = 4,

• Ḣ 0-wave admissible: (∞, 2).

In particular, the Strichartz spaceL
d+2
d−2
t (I ;L

2(d+2)
d−2
x (Rd))will appear very often in our anal-

ysis, and therefore we fix the notation:

‖f ‖X(I×Rd ) : = ‖f ‖
L

d+2
d−2
t (I ;L

2(d+2)
d−2

x (Rd ))
,

where I ⊂ R denotes a time interval.
This paper is organized as follows. In Section 2, we prove probabilistic Strichartz

estimates. Section 3 is dedicated to the proof of Theorems 1.1 and 1.2. In Section 4, we
design a “good” deterministic local well-posedness theory using a perturbation lemma.
Section 5 contains the proof of Theorem 1.3 (reformulated as Theorem 5.3, Corollary
5.5, and Proposition 5.6). Finally, in Section 6 we prove Theorem 1.4.

2. Probabilistic estimates

In this section we recall some basic properties of randomized functions and then present
some improved Strichartz estimates under randomization.

First recall the following probabilistic estimate.
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Lemma 2.1. Let {gn}n∈Zd be a sequence of complex-valued, mean zero, random vari-
ables such that g−n = gn for all n ∈ Zd . Assume that g0, Re gn, Im gn, n ∈ I :=⋃d−1
k=0 Z

k
× Z∗+ × {0}d−k−1, are independent and have respective distributions µ0, µ(1)n ,

µ
(2)
n . Assume that there exists c > 0 such that∫

R
eγ x dµ0 ≤ e

cγ 2
and

∫
R
eγ x dµ(k)n ≤ e

cγ 2
(2.1)

for all γ ∈ R, n ∈ Zd , k = 1, 2. Then there exists C > 0 such that∥∥∥∑
n∈Zd

gn(ω)cn

∥∥∥
Lp(�)

≤ C
√
p ‖cn‖`2

n(Zd ) (2.2)

for any p ≥ 2 and any sequence {cn}n∈Zd ∈ `
2(Zd) satisfying c−n = cn for all n ∈ Zd .

Proof. As in (1.14), we notice that∑
n∈Zd

gncn = g0c0 + 2 Re
∑
n∈I

gncn = g0c0 + 2
∑
n∈I

(Re gn Re cn − Im gn Im cn).

Since g0 = Re g0, Re gn, Im gn, with n ∈ I, are mean zero, independent real random
variables and their distributions satisfy (2.1), it is sufficient to apply [17, Lemma 3.1] to
obtain the conclusion. ut

Secondly, recall that if φ ∈ H s , then the randomization φω is in H s almost surely as long
as (2.1) is satisfied. More precisely, we have the following lemma, whose proof is based
on Lemma 2.1. See [5] for the details.

Lemma 2.2. Let {gn}n∈Zd be a sequence of random variables satisfying the hypotheses
of Lemma 2.1. Let φ ∈ H s(Rd) be a real-valued function and let φω be its real-valued
randomization defined by

φω :=
∑
n∈Zd

gn(ω)ψ(D − n)φ.

Then
P(‖φω‖H s

x (Rd ) > λ) ≤ C exp(−cλ2/‖φ‖2H s ).

Before continuing further, we briefly recall the definitions of the smooth projections from
Littlewood–Paley theory. Let ϕ be a smooth real-valued bump function supported on
{ξ ∈ Rd : |ξ | ≤ 2} and ϕ ≡ 1 on {ξ : |ξ | ≤ 1}. If N > 1 is a dyadic number, we
define the smooth projection P≤N onto frequencies {|ξ | ≤ N} by

P̂≤Nf (ξ) := ϕ(ξ/N)f̂ (ξ).

Similarly, we can define the smooth projection PN onto frequencies {|ξ | ∼ N} by

P̂Nf (ξ) := (ϕ(ξ/N)− ϕ(2ξ/N))f̂ (ξ).
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We make the convention that P≤1 = P1. Bernstein’s inequality states that

‖P≤Nf ‖Lq (Rd ) . Nd/p−d/q
‖P≤Nf ‖Lp(Rd ), 1 ≤ p ≤ q ≤ ∞. (2.3)

The same inequality holds if we replace P≤N by PN . As an immediate corollary, we have

‖ψ(D − n)φ‖Lq (Rd ) . ‖ψ(D − n)φ‖Lp(Rd ), 1 ≤ p ≤ q ≤ ∞, (2.4)

for all n ∈ Zd . This follows by applying (2.3) to φn(x) := e2πin·xψ(D − n)φ(x) and
noting that supp φ̂n ⊂ [−1, 1]d . The point of (2.4) is that once a function is (roughly)
restricted to a cube in the Fourier space, we do not lose any regularity to go from the
Lq -norm to the Lp-norm, q ≥ p.

Proposition 2.3 (Improved local-in-time Strichartz estimates). Let d ≥ 1, let u0, u1 be
two real-valued functions defined on Rd , and let (uω0 , u

ω
1 ) be their randomization defined

in (1.13), satisfying (1.15). Let I = [a, b] ⊂ R be a compact time interval.

(i) If u0 ∈ L
2(Rd) and u1 ∈ Ḣ

−1(Rd), then given 1 ≤ q < ∞ and 2 ≤ r < ∞, there
exist C, c > 0 such that

P
(
‖S(t)(uω0 , u

ω
1 )‖Lqt (I ;Lrx )

> λ
)
≤ C exp

(
−c

λ2

|I |2/q(‖u0‖L2 + ‖u1‖Ḣ−1)2

)
.

(ii) If u0 ∈ L
2(Rd) and u1 ∈ H

−1(Rd), then given 1 ≤ q <∞, 2 ≤ r <∞, there exist
C, c > 0 such that

P
(
‖S(t)(uω0 , u

ω
1 )‖Lqt (I ;Lrx )

> λ
)

≤ C exp
(
−c

λ2

max(1, |a|2, |b|2)|I |2/q(‖u0‖L2 + ‖u1‖H−1)2

)
.

(iii) If u0 ∈ H
s(Rd) and u1 ∈ H

s−1(Rd) for some 0 < s ≤ 1, then given 1 ≤ q < ∞,
there exist C, c > 0 such that

P
(
‖S(t)(uω0 , u

ω
1 )‖Lqt (I ;L∞x )

> λ
)

≤ C exp
(
−c

λ2

max(1, |a|2, |b|2)|I |2/q(‖u0‖H s + ‖u1‖H s−1)2

)
.



2538 Oana Pocovnicu

Proof. (i). Let 1 ≤ q < ∞, 2 ≤ r < ∞, and p ≥ max(q, r). Then, using Minkowski’s
integral inequality, (2.2), and Bernstein’s inequality (2.4), we obtain

(
E‖S(t)(uω0 , u

ω
1 )‖

p

L
q
t (I ;L

r
x )

)1/p
≤
∥∥‖S(t)(uω0 , uω1 )‖Lp(�)∥∥LqILrx

.
√
p
∥∥‖ψ(D − n) cos(t |∇|)u0‖`2

n

∥∥
L
q
IL

r
x
+
√
p

∥∥∥∥∥
∥∥∥∥ψ(D − n) sin(t |∇|)

|∇|
u1

∥∥∥∥
`2
n

∥∥∥∥∥
L
q
IL

r
x

.
√
p
∥∥‖ψ(D − n) cos(t |∇|)u0‖Lrx

∥∥
L
q
I `

2
n
+
√
p

∥∥∥∥∥
∥∥∥∥ψ(D − n) sin(t |∇|)

|∇|
u1

∥∥∥∥
Lrx

∥∥∥∥∥
L
q
I `

2
n

.
√
p
∥∥‖ψ(D − n) cos(t |∇|)u0‖L2

x

∥∥
L
q
I `

2
n
+
√
p

∥∥∥∥∥
∥∥∥∥ψ(D − n) sin(t |∇|)

|∇|
u1

∥∥∥∥
L2
x

∥∥∥∥∥
L
q
I `

2
n

.
√
p
∥∥‖ψ(D − n)u0‖L2

x

∥∥
L
q
I `

2
n
+
√
p
∥∥‖ψ(D − n)|∇|−1u1‖L2

x

∥∥
L
q
I `

2
n

.
√
p |I |1/q(‖u0‖L2 + ‖u1‖Ḣ−1).

Then by Chebyshev’s inequality we have

P
(
‖S(t)(uω0 , u

ω
1 )‖Lqt (I ;Lrx )

> λ
)
<

(
C|I |1/qp1/2(‖u0‖L2 + ‖u1‖Ḣ−1)

λ

)p
for p ≥ max(q, r).

Let p :=
(

λ

C|I |1/qe(‖u0‖L2+‖u1‖Ḣ−1 )

)2. If p ≥ max(q, r), we have

P
(
‖S(t)(uω0 , u

ω
1 )‖Lqt (I ;Lrx )

> λ
)
<

(
C|I |1/qp1/2(‖u0‖L2 + ‖u1‖Ḣ−1)

λ

)p
= e−p = exp

(
−c

λ2

|I |2/q(‖u0‖L2 + ‖u1‖Ḣ−1)2

)
.

Otherwise, if p =
(

λ

C|I |1/qe(‖u0‖L2+‖u1‖Ḣ−1 )

)2
≤ max(q, r), we choose C such that

Ce−max(q,r)
≥ 1. We then have

P
(
‖S(t)(uω0 , u

ω
1 )‖Lqt (I ;Lrx )

> λ
)
≤ 1 ≤ Ce−max(q,r)

≤ Ce−p

= C exp
(
−c

λ2

|I |2/q(‖u0‖L2 + ‖u1‖Ḣ−1)2

)
.

(ii) We pay a particular attention to low frequencies since, for u1 ∈ H
−1(Rd) and n =

0, ψ(D−n)|∇|−1u1 is not in L2(Rd). For |n| ≥ 1, we argue as in (i). Using Minkowski’s
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integral inequality, (2.2), Bernstein’s inequality (2.4), and the fact that
∣∣ sin(t |ξ |)

t |ξ |

∣∣ ≤ 1 for
all ξ 6= 0, we deduce for p ≥ max(q, r) that(
E
∥∥∥∥ sin(t |∇|)
|∇|

uω1

∥∥∥∥p
L
q
t (I ;L

r
x )

)1/p

≤
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∥∥∥∥∥
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`2
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∥∥∥∥∥
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.
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p
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∥∥∥∥∥
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.
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p
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L
q
I `

2
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.
√
p |I |1/q

(∑
|n|≥1

‖ψ(D − n)|∇|−1u1‖
2
L2
x
+ sup

t∈I

∥∥∥∥ψ(D) sin(t |∇|)
t |∇|

tu1

∥∥∥∥2

L2
x

)1/2

.
√
p |I |1/q

(∑
|n|≥1

‖ψ(D − n)|∇|−1u1‖
2
L2
x
+max(|a|2, |b|2)‖ψ(D)u1‖

2
L2
x

)1/2

.
√
p max(1, |a|, |b|)|I |1/q‖u1‖H−1 .

Arguing as in part (i) for cos(t |∇|)uω0 yields the conclusion of (ii).
(iii) Take r � 1 such that sr > d. Then W s,r(Rd) ⊂ L∞(Rd), and thus

‖S(t)(uω0 , u
ω
1 )‖Lqt (I ;L∞x )

. ‖S(t)(〈∇〉suω0 , 〈∇〉
suω1 )‖Lqt (I ;Lrx )

.

Applying (ii) with (q, r) gives the conclusion of (iii). ut

Corollary 2.4. Let d ≥ 1, u0 ∈ L
2(Rd), u1 ∈ H

−1(Rd), and (uω0 , u
ω
1 ) their random-

ization defined in (1.13), satisfying (1.15). Then, given 1 ≤ q < ∞, 2 ≤ r < ∞,
0 < γ < 1/q, and I ⊂ [a, b] a compact time interval, we have

‖S(t)(uω0 , u
ω
1 )‖Lqt (I ;Lrx )

≤ |I |γ (‖u0‖L2 + ‖u1‖H−1) (2.5)

outside a set of probability at most C exp
(
−

c|I |2(γ−1/q)

max(1,|a|2,|b|2)

)
.

Proof. The conclusion is obtained by taking λ = |I |γ (‖u0‖L2 + ‖u1‖H−1) in Proposi-
tion 2.3(ii). ut

We conclude this section with some improved global-in-time Strichartz estimates.

Proposition 2.5 (Improved global-in-time Strichartz estimates). Let d = 4 or 5 and
(d+1)(d−2)
(d−1)(d+2) ≤ s ≤ 1. Let u0 ∈ Ḣ

s(Rd) and u1 ∈ Ḣ
s−1(Rd), and let (uω0 , u

ω
1 ) be their

randomization defined in (1.13), satisfying (1.15). Then, given 2(d+2)
d−2 ≤ r < ∞, there

exist C, c > 0 such that

P
(
‖S(t)(uω0 , u

ω
1 )‖

L

d+2
d−2
t (R;Lrx (Rd ))

> λ
)
≤ C exp

(
−c

λ2

(‖u0‖Ḣ s + ‖u1‖Ḣ s−1)2

)
.
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Proof. As in the proof of Proposition 2.3(i), for p ≥ r we have(
E‖S(t)(uω0 , u

ω
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p
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)1/p
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.

Then, we choose r̃ ≤ 2(d+2)
d−2 such that ( d+2

d−2 , r̃) is Ḣ s(Rd)-wave admissible. Note that the
condition d−2

d+2 +
d
r̃
=

d
2 − s together with (d+1)(d−2)

(d−1)(d+2) ≤ s ≤ 1 yields

2(d − 1)(d + 2)
d2 − 3d + 6

≤ r̃ ≤
2(d + 2)
d − 2

.

In turn, this shows that d−2
d+2 +

d−1
2r̃ ≤

d−1
4 , and thus it is indeed possible to choose(

d+2
d−2 , r̃

)
, with r̃ ≤ 2(d+2)

d−2 , to be Ḣ s(Rd)-wave admissible. Then, by Bernstein’s inequal-
ity (2.4) and Strichartz estimates (1.22), we have(
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ω
1 )‖

p

L

d+2
d−2
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The conclusion then follows as in the proof of Proposition 2.3(i). ut

3. Almost sure local well-posedness. Probabilistic small data global theory

In this section we prove Theorem 1.1 concerning the local well-posedness of the energy-
critical defocusing NLW (1.1) on Rd , d = 4 and 5, and Theorem 1.2 concerning the small
data global theory.

Proof of Theorem 1.1. Since the linear part zω := S(t)(uω0 , u
ω
1 ) of the solution is well

defined for all times, it suffices to prove almost sure local existence and uniqueness for
equation (1.5) satisfied by the nonlinear part vω := uω−zω. Also, by the time reversibility
of (1.5), it is sufficient to work with t ≥ 0.

Let 0 < T ≤ 1, to be fixed later, and 0 < θ < d−2
d+2 . By the improved local-in-time

Strichartz estimates (2.5), there exists a set �T such that for all ω ∈ �T we have

‖zω‖X([−T ,T ]×Rd ) ≤ (2T )
θ (‖u0‖L2 + ‖u1‖H−1) (3.1)
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and
P(�cT ) ≤ C exp

(
−cT 2(θ− d−2

d+2 )
)
= C exp(−c/T γ ),

with γ = 2
(
d−2
d+2 − θ

)
> 0.

By Duhamel’s formula (1.20), vω is a solution of (1.5) if and only if

vω(t) = −

∫ t

0

sin((t − t ′)|∇|)
|∇|

F(vω + zω)(t ′) dt ′. (3.2)

We define

0ωv(t) := −

∫ t

0

sin((t − t ′)|∇|)
|∇|

F(v + zω)(t ′) dt ′. (3.3)

We prove that, for all ω ∈ �T , 0ω is a contraction on the ball

Ba := {v ∈ C([0, T ]; Ḣ 1(Rd)) ∩X([0, T ] × Rd) :
‖v‖L∞t ([0,T ];Ḣ 1

x (Rd )) + ‖v‖X([0,T ]×Rd ) ≤ a},

with a to be chosen later. By the Banach fixed point theorem, this shows that the equation
0ωv = v, and therefore (1.5), has a unique solution vω in Ba .

We first prove that 0ω maps Ba into itself. Using the Strichartz estimates (1.22) and
(3.1), we deduce for v ∈ Ba and ω ∈ �T that

‖0ωv‖L∞t ([0,T ];Ḣ 1
x (Rd )) + ‖0

ωv‖X([0,T ]×Rd ) ≤ C‖F(v + z
ω)‖L1

T L
2
x

≤ C1‖v‖
d+2
d−2
X([0,T ]×Rd ) + C1‖z

ω
‖

d+2
d−2
X([0,T ]×Rd )

≤ C1a
d+2
d−2 + C1(2T )

(d+2)θ
d−2 (‖u0‖L2 + ‖u1‖H−1)

d+2
d−2 . (3.4)

Taking a such that C1a
4/(d−2) < 1/2 and T sufficiently small, we obtain

‖0ωv‖L∞t ([0,T ];Ḣ 1
x (Rd )) + ‖0

ωv‖X([0,T ]×Rd ) ≤ a,

and thus 0ω maps the ball Ba into itself for all ω ∈ �T . Similarly, for v1, v2 ∈ Ba and
ω ∈ �T we have

‖0ωv1 − 0
ωv2‖L∞t ([0,T ]:Ḣ 1

x (Rd )) + ‖0
ωv1 − 0

ωv2‖X([0,T ]×Rd )

≤ C2
(
‖v1‖

4/(d−2)
X([0,T ]×Rd )+‖v2‖

4/(d−2)
X([0,T ]×Rd )+(2T )

4θ/(d−2)(‖u0‖L2+‖u1‖Ḣ−1)
4/(d−2))

×‖v1−v2‖X([0,T ]×Rd )

≤ C2
(
2a4/(d−2)

+(2T )4θ/(d−2)(‖u0‖L2+‖u1‖H−1)
4/(d−2))

‖v1−v2‖X([0,T ]×Rd ). (3.5)

Taking a and T smaller if needed, we find that 0ω is a contraction on Ba for all ω ∈ �T .
This proves the existence of a unique solution vω of (1.5) in Ba .
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Next, we show that vω ∈ L∞t ([0, T ];L
2
x(Rd)). By (3.2) and (2.5), we have

‖vω(t)‖L2
x (Rd ) ≤

∫ t

0

∥∥∥∥ sin((t − t ′)|∇|)
|∇|

F(vω + zω)(t ′)

∥∥∥∥
L2
x

dt ′

≤

∫ t

0
(t − t ′)‖F(vω + zω)(t ′)‖L2

x
dt ′

≤ C3T
(
‖vω‖

d+2
d−2
X([0,T ]×Rd ) + ‖z

ω
‖

d+2
d−2
X([0,T ]×Rd )

)
≤ C3T

(
a
d+2
d−2 + (2T )

(d+2)θ
d−2 (‖u0‖L2 + ‖u1‖H−1)

d+2
d−2
)
≤ T a

for all ω ∈ �T if C3a
4/(d−2)

≤ 1/2 and T is sufficiently small.
Finally, we prove that ∂tvω ∈ L∞t ([0, T ];L

2
x(Rd)). By (1.22), the bound on

‖F(v + zω)‖L1
T L

2
x

obtained in (3.4), and the choice of a and T , for ω ∈ �T we have

‖∂tv
ω
‖L∞t ([0,T ];L2

x (Rd )) ≤ C‖F(v
ω
+ zω)‖L1

T L
2
x

≤ C1a
d+2
d−2 + C1(2T )

(d+2)θ
d−2 (‖u0‖L2 + ‖u1‖H−1)

d+2
d−2 ≤ a.

This concludes the proof of (a).
To prove (b), we decompose the solution uω into its linear and nonlinear parts, uω =

z̃ω + ṽω, where

z̃ω(t) = S(t − t∗)
((
S(t∗)(u

ω
0 , u

ω
1 ), ∂tS(t∗)(u

ω
0 , u

ω
1 )
)
+ (w0, w1)

)
= S(t)(uω0 , u

ω
1 )+ S(t − t∗)(w0, w1)

and the nonlinear part ṽω satisfies

ṽω(t) = −

∫ t

t∗

sin((t − t ′)|∇|)
|∇|

F(ṽω + z̃ω)(t ′) dt ′.

As in (a), it is sufficient to design a fixed point argument to prove the local existence and
uniqueness of ṽω on [t∗ − T ′, t∗ + T ′] for all ω ∈ �T . The key observation is that, for all
ω ∈ �T , the improved local-in-time Strichartz estimates hold uniformly on subintervals
[t∗ − T

′, t∗ + T
′
] ⊂ [−T , T ]. Therefore,

‖z̃ω‖X([t∗−T ′,t∗+T ′]×Rd ) ≤ ‖S(t)(u
ω
0 , u

ω
1 )‖X([t∗−T ′,t∗+T ′]×Rd )

+ ‖S(t − t∗)(w0, w1)‖X([t∗−T ′,t∗+T ′]×Rd )

≤ (2T )θ (‖u0‖L2 + ‖u1‖H−1)+ ‖S(t)(w0, w1)‖X([−T ′,T ′]×Rd ).

We then choose T ′ < T sufficiently small depending on w0 and w1 such that the norm
‖S(t)(w0, w1)‖X([−T ′,T ′]×Rd ) is small. The rest of the proof follows that of (a). ut

We conclude this section with the proof of the probabilistic small data global theory of
Theorem 1.2.
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Proof of Theorem 1.2. It suffices to prove almost sure global existence and uniqueness
for equation (1.5) satisfied by the nonlinear part vω := uω − zω of the solution.

Let η > 0 be sufficiently small such that

2C1η
4/(d−2)

≤ 1, 3C2η
4/(d−2)

≤ 1/2,

where C1, C2 are the constants appearing in (3.4) and (3.5) above. Then, by Proposition
2.5, there exists a set �ε with

P(�cε) ≤ C exp
(
−c

η2

ε2(‖u0‖Ḣ s + ‖u1‖Ḣ s−1)2

)
such that, for all ω ∈ �ε, we have

‖zω‖X(R×Rd ) = ‖S(t)(εu
ω
0 , εu

ω
1 )‖

L

d+2
d−2
t (R;L

2(d+2)
d−2

x (Rd ))
≤ η.

We now prove that 0ω defined in (3.3) is a contraction on the ball

Bη := {v ∈ C(R; Ḣ 1(Rd)) ∩X(R× Rd) : ‖v‖L∞t (R;Ḣ 1
x (Rd )) + ‖v‖X(R×Rd ) ≤ η}.

Indeed, similarly to (3.4) and (3.5), for ω ∈ �ε and v, v1, v2 ∈ Bη we have

‖0ωv‖L∞t (R;Ḣ 1
x (Rd )) + ‖0

ωv‖X(R×Rd ) ≤ C1‖v‖
d+2
d−2
X(R×Rd ) + C1‖z

ω
‖

d+2
d−2
X(R×Rd ) ≤ 2C1η

d+2
d−2

≤ η

and

‖0ωv1 − 0
ωv2‖L∞t (R;Ḣ 1

x (Rd )) + ‖0
ωv1 − 0

ωv2‖X(R×Rd )

≤ C2
(
‖v1‖

4/(d−2)
X(R×Rd ) + ‖v2‖

4/(d−2)
X(R×Rd ) + ‖z

ω
‖

4/(d−2)
X(R×Rd )

)
‖v1 − v2‖X(R×Rd )

≤ 3C2η
4/(d−2)

‖v1 − v2‖X(R×Rd ) ≤
1
2‖v1 − v2‖X(R×Rd ).

Thus, 0ω is indeed a contraction on Bη as long as ω ∈ �ε. Therefore, by the Banach fixed
point theorem, for all ω ∈ �ε, there exists a unique global solution vω ∈ Bη of (1.5). By
the Strichartz estimates (1.22), we also have

‖∂tv
ω
‖L∞t (R;L2

x (Rd )) . ‖v
ω
‖

d+2
d−2
X(R×Rd ) + ‖z

ω
‖

d+2
d−2
X(R×Rd ) . η

d+2
d−2 .

Since we have the global space-time bound

‖vω‖X(R×Rd ) ≤ η <∞,

a standard argument shows that, for all ω ∈ �ε, (vω, ∂tvω) scatters in Ḣ 1(Rd)×L2(Rd)
to a linear solution, both forward and backward in time. ut
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4. Deterministic local well-posedness

This section is dedicated to the local well-posedness of the energy-critical defocusing
nonlinear wave equation with a deterministic perturbation on Rd , d = 4 and 5. We start
with a standard local well-posedness result and a blowup criterion. We then upgrade these
to a “good” local well-posedness result in which the time of existence depends only on
the Ḣ 1(Rd) × L2(Rd)-norm of the initial data and on the perturbation. This upgraded
local well-posedness is one of the two main ingredients in proving Theorem 1.3, the other
being a probabilistic energy bound.

Proposition 4.1 (Deterministic local well-posedness). Let d = 4 or 5 and (v0, v1) ∈

Ḣ 1(Rd) × L2(Rd). Let t0 ∈ R and let I be an interval containing t0. Then there exists
δ > 0 sufficiently small such that if

‖f ‖X(I×Rd ) ≤ δ
d−2
d+2

and
‖S(t − t0)(v0, v1)‖X(I×Rd ) ≤ δ, (4.1)

then the Cauchy problem {
∂2
t v −1v + F(v + f ) = 0,
(v, ∂tv)|t=t0 = (v0, v1),

(4.2)

admits a unique solution v with (v, ∂tv) ∈ C(I ; Ḣ 1(Rd)×L2(Rd)). Here, v is unique in
the ball Ba(I ) of X(I × Rd) defined by

Ba(I ) := {v ∈ X(I × Rd) : ‖v‖X(I×Rd ) ≤ a}, (4.3)

where a = C0δ for some C0 > 0.

The proof of Proposition 4.1 is standard, and therefore we omit it. It consists in using
Duhamel’s formula (1.20) to design a fixed point argument in Ba . As a consequence of
Proposition 4.1, we obtain the following blowup criterion.

Lemma 4.2 (Blowup criterion). Let d = 4 or 5 and (v0, v1) ∈ Ḣ
1(Rd) × L2(Rd). Let

T0 < T1 < T2 and let f be a function with ‖f ‖X([T0,T2]×Rd ) < ∞. If v is a solution on
[T0, T1] of the Cauchy problem{

∂2
t v −1v + F(v + f ) = 0,
(v, ∂tv)|t=T0 = (v0, v1),

(4.4)

satisfying ‖v‖X([T0,T1]×Rd ) <∞, then there exists ε0 > 0 such that the solution v can be
uniquely extended to [T1, T1 + ε0].

Equivalently, if T1 < ∞ is the maximal time of existence of the solution v of (4.4),
then

‖v‖X([T0,T1]×Rd ) = ∞.
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Condition (4.1) in Proposition 4.1 shows that the local time of existence of the solution
of the perturbed NLW (4.2) depends on the profile of the initial data (v0, v1). In the
following, we upgrade the local well-posedness result in Proposition 4.1 to a “good”
local well-posedness, in which the local time of existence depends only on the Ḣ 1(Rd)×
L2(Rd)-norm of (v0, v1) and on the perturbation f .

Proposition 4.3 (“Good” local well-posedness). Let d = 4 or 5 and (v0, v1) ∈

Ḣ 1(Rd) × L2(Rd). Let K, γ > 0 and t0 < T , and let f be a real-valued function
defined on [t0, T ]. Then there exists τ = τ(‖(v0, v1)‖Ḣ 1(Rd )×L2(Rd ),K, γ ) sufficiently
small and nonincreasing in the first two arguments such that if

‖f ‖X([t0,t0+τ∗]×Rd ) ≤ Kτ
γ
∗ (4.5)

for some 0 < τ∗ ≤ τ , then (4.2) admits a unique solution (v, ∂tv) in C([t0, t0 + τ∗];
Ḣ 1(Rd)× L2(Rd)). Moreover,

‖(v, ∂tv)‖L∞t ([t0,t0+τ∗];Ḣ 1
x (Rd )×L2

x (Rd )) + ‖v‖L
q
t ([t0,t0+τ∗];L

r
x (Rd ))

≤ C(‖(v0, v1)‖Ḣ 1(Rd )×L2(Rd )) (4.6)

for all Ḣ 1(Rd)-wave admissible pairs (q, r), whereC(·) is a positive nondecreasing func-
tion.

Here uniqueness holds in the following sense. There exists a family {In}n∈N of disjoint
intervals covering [t0, t0 + τ∗] such that v is unique in each ball Ba(In) of X(In) for all
n ∈ N, where a > 0 is a sufficiently small constant.

The key ingredients in the proof of Proposition 4.3 are the following perturbation lemmas.

Lemma 4.4 (Short-time perturbations). Let d = 4 or 5, (v0, v1) ∈ Ḣ
1(Rd) × L2(Rd),

I ⊂ R be a compact time interval, and t0 ∈ I . Let v be a solution defined on I × Rd of
the perturbed equation

∂2
t v −1v + F(v) = e

with initial data (v, ∂tv)|t=t0 = (v0, v1). Let (w0, w1) ∈ Ḣ
1(Rd) × L2(Rd) and let w

be the solution of the energy-critical defocusing nonlinear wave equation on I ×Rd with
initial data (w, ∂tw)|t=t0 = (w0, w1). Then there exist δ > 0 and ε0 > 0 sufficiently
small such that if 0 < ε < ε0 and

‖v‖X(I×Rd ) ≤ δ, (4.7)

‖(v0 − w0, v1 − w1)‖Ḣ 1(Rd )×L2(Rd ) ≤ ε, (4.8)

‖e‖L1
t (I ;L

2
x (Rd ))

≤ ε, (4.9)

then there exists C ≥ 1 such that

sup
t∈I

‖(v(t)− w(t), ∂tv(t)− ∂tw(t))‖Ḣ 1
x (Rd )×L2

x (Rd ) + ‖v − w‖L
q
t (I ;L

r
x (Rd )) ≤ Cε

for all Ḣ 1(Rd)-wave admissible pairs (q, r).
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Proof. Without loss of generality, we can assume that t0 = inf I . We set V := w − v.
Then V satisfies the equation

∂2
t V −1V + F(V + v)− F(v)+ e = 0.

By Duhamel’s formula, Strichartz estimates, (1.21), Hölder’s inequality, and (4.7)–(4.9),
we find for 0 < ε < ε0 that

‖(V , ∂tV )‖L∞([t0,t];Ḣ 1(Rd )×L2(Rd )) + ‖V ‖Lq ([t0,t];Lrx (Rd )) + ‖V ‖X([t0,t]×Rd )

. ‖(V (t0), ∂tV (t0))‖Ḣ 1(Rd )×L2(Rd ) + ‖V ‖
d+2
d−2
X([t0,t]×Rd )

+ ‖V ‖X([t0,t]×Rd )‖v‖
4/(d−2)
X([t0,t]×Rd )

+ ‖e‖L1([t0,t];L2
x (Rd ))

. ε + δ4/(d−2)
‖V ‖X([t0,t]×Rd ) + ‖V ‖

d+2
d−2
X([t0,t]×Rd )

for all Ḣ 1(Rd)-wave admissible pairs (q, r). If ε0 and δ are sufficiently small, then a
standard continuity argument yields ‖V ‖X([t0,t]×Rd ) . ε for all t ∈ I . We then obtain

sup
t∈I

‖(V , ∂tV )‖Ḣ 1
x (Rd )×L2

x (Rd ) + ‖V ‖L
q
t (I ;L

r
x (Rd )) . ε. ut

Lemma 4.5 (Long-time perturbations). Let d = 4 or 5, (v0, v1) ∈ Ḣ
1(Rd) × L2(Rd),

I ⊂ R be a compact time interval, t0 ∈ I , and M > 0. Let v be a solution defined on
I × Rd of the perturbed equation

∂2
t v −1v + F(v) = e

with initial data (v, ∂tv)|t=t0 = (v0, v1), satisfying

‖v‖X(I×Rd ) ≤ M. (4.10)

Let (w0, w1) ∈ Ḣ
1(Rd) × L2(Rd) and let w be the solution of the energy-critical defo-

cusing nonlinear wave equation on I × Rd with initial data (w, ∂tw)|t=t0 = (w0, w1).
Then there exists ε̃(M) > 0 sufficiently small such that if 0 < ε < ε̃(M) and

‖(v0 − w0, v1 − w1)‖Ḣ 1(Rd )×L2(Rd ) ≤ ε, (4.11)

‖e‖L1
t (I ;L

2
x (Rd ))

≤ ε, (4.12)

then

sup
t∈I

‖(v(t)− w(t), ∂tv(t)− ∂tw(t))‖Ḣ 1
x (Rd )×L2

x (Rd ) + ‖v − w‖L
q
t (I ;L

r
x (Rd )) ≤ C(M)ε

for all Ḣ 1(Rd)-wave admissible pairs (q, r). HereC(M) ≥ 1 is a nondecreasing function
of M .
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Proof. Let δ > 0 be as in Lemma 4.4. Without loss of generality, we can assume t0 =
inf I . The bound (4.10) allows us to divide the interval I into J = J (M, δ) subintervals
Ij = [tj , tj+1] such that

‖v‖X(Ij×Rd ) ∼ δ (4.13)

for all j = 0, . . . , J − 1. By (4.11) and (4.12) with 0 < ε < ε0, Lemma 4.4 yields, on
the first interval I0,

sup
t∈I0

‖(v(t)− w(t), ∂tv(t)− ∂tw(t))‖Ḣ 1
x (Rd )×L2

x (Rd ) + ‖v − w‖L
q
t (I0;L

r
x (Rd )) ≤ Cε

for all Ḣ 1(Rd)-wave admissible pairs (q, r). In particular,

‖(v(t1)− w(t1), ∂tv(t1)− ∂tw(t1))‖Ḣ 1
x (Rd )×L2

x (Rd ) ≤ Cε.

If ε is so small that Cε < ε0, we can apply Lemma 4.4 on the interval I1 to obtain

sup
t∈I1

‖(v(t)− w(t), ∂tv(t)− ∂tw(t))‖Ḣ 1
x (Rd )×L2

x (Rd ) + ‖v − w‖L
q
t (I1;L

r
x (Rd )) ≤ C

2ε.

Arguing recursively, we obtain

sup
t∈Ij

‖(v(t)− w(t), ∂tv(t)− ∂tw(t))‖Ḣ 1
x (Rd )×L2

x (Rd ) + ‖v − w‖L
q
t (Ij ;L

r
x (Rd )) ≤ C

j+1ε

for each j = 0, 1, . . . , J − 1, as long as maxj=0,J−1 C
jε < ε0. Since J = J (M, δ) is

finite, the conclusion follows with ε̃(M) := ε0/C
J (M,δ). ut

Before proceeding to the proof of Proposition 4.3, we recall a global space-time bound
for solutions of the energy-critical defocusing nonlinear wave equation on R×Rd , d = 4
and 5.

Lemma 4.6 (Global space-time bound for energy-critical defocusing NLW on Rd ,
d = 4, 5). Let d = 4 or 5 and (v0, v1) ∈ Ḣ

1(Rd) × L2(Rd). Let w be the solution
of the energy-critical defocusing nonlinear wave equation on R× Rd :{

∂2
t w −1w + F(w) = 0,
w(t0) = v0, ∂tw(t0) = v1.

Then
‖w‖X(R×Rd ) < C(‖(v0, v1)‖Ḣ 1(Rd )×L2(Rd )), (4.14)

where C(·) is a positive nondecreasing function.

Proof. By the work of Shatah and Struwe [59], (w, ∂tw) ∈ L
q

loc(R, Ḃ
1/2
q × Ḃ

−1/2
q ) with

q =
2(d+1)
d−1 . Then, by [48, Proposition 4.5(ii)], we have

lim
t→∞

∫
Rd
|w(t, x)|

2d
d−2 dx = 0. (4.15)
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As in [3, proof of Proposition 2.4] (see also [4]), a simple argument then shows that
w ∈ L

q
t (R;Lrx(Rd)) for any Ḣ 1(Rd)-wave admissible pair (q, r). In particular, w ∈

X(R× Rd).
Next, to prove the global space-time bound (4.14), we use a concentration-compact-

ness argument adapted to dimensions 4 and 5. More precisely, we use a profile decom-
position theorem for solutions of the energy-critical defocusing nonlinear wave equation
on Rd , d = 4, 5. This theorem states that if {(φ0,n, φ1,n)}n∈N is a bounded sequence
in Ḣ 1(Rd) × L2(Rd), then for every ` ≥ 1, the solutions wn of (1.1) with initial data
(wn, ∂twn)|t=0 = (φ0,n, φ1,n) can be decomposed (on a subsequence) as

wn(t, x) =
∑̀
j=1

1

(λ
(j)
n )(d−2)/2

U (j)
(
t − t

(j)
n

λ
(j)
n

,
x − x

(j)
n

λ
(j)
n

)
+ r(`)n (t, x), (4.16)

where U (j) are some solutions of (1.1) with initial data in Ḣ 1(Rd) × L2(Rd), λ(j)n > 0,
t
(j)
n ∈ R, x(j)n ∈ Rd , and lim supn→∞ ‖r

(`)
n ‖X(R×Rd )→ 0 as `→∞.

For d = 3, the analogue of the above profile decomposition theorem was proved by
Bahouri and Gérard [3]. We point out that the extension to dimensions 4 and 5 poses no
difficulty and simply consists in changing the numerology, as dictated by the dimension-
dependent Sobolev embeddings and Strichartz estimates. For d = 5, some additional care
is needed since the degree of the nonlinearity |w|4/3w is not an integer.

The global space-time bound (4.14) then follows by a contradiction argument, as in
[3, proof of Corollary 2]. Indeed, assume that there exists a sequence {wn}n∈N of solutions
such that

sup
n∈N

E(wn) <∞, lim
n→∞
‖wn‖X(R×Rd ) = ∞.

Since supn∈N E(wn) <∞, we can apply the above profile decomposition theorem to the
sequence {wn}n∈N. In particular, (4.16) implies that {wn}n∈N is bounded in X(R × Rd).
This is a contradiction, and hence (4.14) holds.

See also [37, Lemma 4.3, Corollary 4.5] for slightly different versions of the profile
decomposition theorem and of the global space-time bound (4.14) for d = 3, 4, 5. ut

Proof of Proposition 4.3. We prove that any solution v of (4.2) defined on [t0, t0 + τ∗], if
it exists, satisfies the a priori bound

‖(v, ∂tv)‖L∞t ([t0,t0+τ∗];Ḣ 1
x (Rd )×L2

x (Rd )) + ‖v‖L
q
t ([t0,t0+τ∗];L

r
x (Rd ))

≤ C(‖(v0, v1)‖Ḣ 1(Rd )×L2(Rd )) (4.17)

for all Ḣ 1(Rd)-wave admissible pairs (q, r) and for a positive nondecreasing function
C(·), provided that 0 < τ∗ ≤ τ(‖(v0, v1)‖Ḣ 1(Rd )×L2(Rd ),K, γ ) and f satisfies (4.5).
This, together with Proposition 4.1 and Lemma 4.2, shows that there exists a unique
solution (v, ∂tv) ∈ C([t0, t0 + τ∗]; Ḣ 1(Rd)× L2(Rd)) satisfying (4.17). Indeed, since

‖S(t − t0)(v0, v1)‖X(R×Rd ) . ‖v0‖Ḣ 1(Rd ) + ‖v1‖L2(Rd ) <∞,



Almost sure global well-posedness for energy-critical NLW on Rd , d = 4, 5 2549

one can always find a small time interval I0 = [t0, t1) ⊂ [t0, t0 + τ∗] on which the
conditions of Proposition 4.1 are satisfied. As a consequence, there exists a solution v of
(4.2) with (v, ∂tv) ∈ C(I0; Ḣ

1(Rd)×L2(Rd)), unique in the ball Ba(I0) ofX(I0×Rd),
where a is sufficiently small. Furthermore, by the a priori bound (4.17) and Lemma 4.2, v
can be extended to some interval I1 = [t1, t2) ⊂ [t0, t0 + τ∗] and the extension is unique
in Ba(I1). On the interval I0 ∪ I1, v still satisfies (4.17) and hence it can be further
extended. Arguing recursively, we can extend v as long as (4.17) is satisfied. Hence, we
can define it on the whole interval [t0, t0 + τ∗]. Moreover, there exist disjoint intervals
{In}n∈N with [t0, t0 + τ∗] =

⋃
n∈N In such that v is unique in Ba(In) for all n ∈ N.

We now focus on finding τ = τ(‖(v0, v1)‖Ḣ 1(Rd )×L2(Rd ),K, γ ) such that the a priori
bound (4.17) holds for τ∗ = τ provided (4.5) holds for this value of τ∗. It will be clear
from the proof below that (4.5) also implies (4.17) for all 0 < τ∗ < τ . By Duhamel’s
formula (1.20), Strichartz estimates (1.22), and (4.5), we have

‖(v, ∂tv)‖L∞t ([t0,t0+τ ];Ḣ 1
x (Rd )×L2

x (Rd )) + ‖v‖L
q
t ([t0,t0+τ ];L

r
x (Rd ))

. ‖(v0, v1)‖Ḣ 1(Rd )×L2(Rd ) + ‖F(v + f )‖L1
t ([t0,t0+τ ];L

2
x (Rd ))

. ‖v0‖Ḣ 1(Rd ) + ‖v1‖L2(Rd ) + ‖v‖
d+2
d−2
X([t0,t0+τ ]×Rd )

+ C(Kτ γ )
d+2
d−2 (4.18)

for all Ḣ 1(Rd)-wave admissible pairs (q, r). As a consequence, in order to obtain (4.17),
it is sufficient to show that

‖v‖X([t0,t0+τ ]×Rd ) ≤ C(‖(v0, v1)‖Ḣ 1(Rd )×L2(Rd ))

with C(·) a positive nondecreasing function.
Let w be the solution of the energy-critical defocusing nonlinear wave equation on

R× Rd with the same initial conditions as v:{
∂2
t w −1w + F(w) = 0,
w(t0) = v0, ∂tw(t0) = v1.

By (4.14), we have ‖w‖X(R×Rd ) < C(‖(v0, v1)‖Ḣ 1(Rd )×L2(Rd )). Then we divide R into
J = J (‖(v0, v1)‖Ḣ 1(Rd )×L2(Rd ), η) subintervals Ij = [tj , tj+1] such that

‖w‖X(Ij×Rd ) ∼ η

for some small η > 0 to be chosen later.
Fix τ > 0 to be chosen later. We write [t0, t0+ τ ] =

⋃J ′−1
j=0 ([t0, t0+ τ ]∩ Ij ) for some

J ′ ≤ J , where [t0, t0 + τ ] ∩ Ij 6= ∅ for 0 ≤ j ≤ J ′ − 1.
Since the nonlinear evolution of w on each Ij is small, it follows that so is the linear

evolution S(t − tj )(w(tj ), ∂tw(tj )). Indeed, recall first Duhamel’s formula

w(t) = S(t − tj )(w(tj ), ∂tw(tj ))−

∫ t

tj

sin((t − t ′)|∇|)
|∇|

F(w(t ′)) dt ′ for t ∈ Ij .
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Then, by the Strichartz estimates (1.22),

‖S(t − tj )(w(tj ), ∂tw(tj ))‖X(Ij×Rd ) ≤ ‖w‖X(Ij×Rd ) + C‖F(w)‖L1
t (Ij ;L

2
x (Rd ))

≤ ‖w‖X(Ij×Rd ) + C‖w‖
d+2
d−2
X(Ij×Rd )

≤ η + Cη
d+2
d−2 ≤ 2η (4.19)

for j = 0, 1, . . . , J ′ − 1 and η sufficiently small.
We now use the Perturbation Lemma 4.5 to show that, on each interval Ij , v − w is

small in the L∞t (Ij ; Ḣ
1
x (Rd) × L2

x(Rd))-norm, as well as in Strichartz norms. We first
estimate v on I0. Arguing as before and using (v(t0), ∂tv(t0)) = (w(t0), ∂tw(t0)), we
obtain

‖v‖X(I0×Rd ) ≤ ‖S(t − t0)(w(t0), ∂tw(t0))‖X(I0×Rd ) + C‖v‖
d+2
d−2
X(I0×Rd )

+ C‖f ‖
d+2
d−2
X(I0×Rd )

≤ 2η + C‖v‖
d+2
d−2
X(I0×Rd )

+ C(Kτ γ )
d+2
d−2 . (4.20)

By taking η � 1 sufficiently small and Kτ γ � 1, it follows by a standard continuity
argument that ‖v‖X(I0×Rd ) ≤ 3η + CKτ γ . Furthermore, by taking τ = τ(K, γ, η) so
small that

CKτ γ ≤ η, (4.21)

we obtain

‖v‖X(I0×Rd ) ≤ 4η.

Thus, condition (4.10) in Lemma 4.5 is satisfied on I0 withM = 4η. We are thus left with
estimating the error e := F(v+ f )−F(v). First, consider ε0 to be chosen later such that
0 < ε0 < ε̃(4η), where ε̃(4η) is as in Lemma 4.5. As above, we have

‖e‖L1
t (I0;L

2
x (Rd ))

≤ C‖v‖
4/(d−2)
X(I0×Rd )

‖f ‖X(I0×Rd ) + C‖f ‖
d+2
d−2
X(I0×Rd )

≤ Cη4/(d−2)Kτ γ + C(Kτ γ )
d+2
d−2 ≤ CKτ ≤ ε0,

provided we choose τ = τ(K, γ, η, ε0) so small that CKτ ≤ ε0. Thus, condition (4.12)
is satisfied on I0.

Applying the Perturbation Lemma 4.5 on the interval I0, we then deduce that

sup
t∈I0

‖(v − w, ∂tv − ∂tw)‖Ḣ 1
x (Rd )×L2

x (Rd ) ≤ C(4η)ε0.

In particular,

‖(v(t1)− w(t1), ∂tv(t1)− ∂tw(t1))‖Ḣ 1
x (Rd )×L2

x (Rd ) ≤ C(4η)ε0 =: ε1. (4.22)
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Then, proceeding as in (4.20) and using (4.19) and (4.21), we obtain

‖v‖X(I1×Rd ) ≤ ‖S(t − t1)(w(t1), ∂tw(t1))‖X(I1×Rd )

+ ‖S(t − t1)((v − w)(t1), (∂tv − ∂tw)(t1))‖X(I1×Rd )

+ C‖v‖
d+2
d−2
X(I1×Rd )

+ C‖f ‖
d+2
d−2
X(I1×Rd )

≤ 2η + ε1 + C‖v‖
d+2
d−2
X(I1×Rd )

+ C(Kτ γ )
d+2
d−2

≤ 2η + ε1 + C‖v‖
d+2
d−2
X(I1×Rd )

+ η
d+2
d−2 .

Therefore, imposing that ε1 = ε1(η) < η and fixing η � 1 sufficiently small, by a
standard continuity argument we have

‖v‖X(I1×Rd ) ≤ 4η.

Thus, condition (4.10) in Lemma 4.5 is satisfied on I1 with M = 4η. Then, by (4.22),
condition (4.11) is satisfied on I1 if we choose ε0 so small that ε1 = C(4η)ε0 < ε̃(4η).
As for the error, we have as above

‖e‖L1
t (I1;L

2
x (Rd ))

≤ C‖v‖
4/(d−2)
X(I1×Rd )

‖f ‖X(I1×Rd ) + C‖f ‖
d+2
d−2
X(I1×Rd )

≤ Cη4/(d−2)Kτ γ + C(Kτ γ )
d+2
d−2 ≤ CKτ ≤ ε1

for τ = τ(K, γ, η, ε0, ε1) sufficiently small. Therefore, condition (4.12) is also satisfied
on I1 and we can apply the Perturbation Lemma 4.5 on this interval to obtain

sup
t∈I1

‖(v − w, ∂tv − ∂tw)‖Ḣ 1
x (Rd )×L2

x (Rd ) ≤ C(4η)
2ε0.

We proceed similarly for the intervals I2, . . . , IJ ′−1. On each Ij , j = 1, . . . , J ′ − 1,
we impose that

εj := C(4η)jε0

satisfies εj < ε̃(4η) and εj < η. In order to satisfy all these conditions, it is enough to fix

ε0(‖(v0, v1)‖Ḣ 1(Rd )×L2(Rd ), η) =
1
2

min(η, ε̃(4η))

C(4η)J (‖(v0,v1)‖Ḣ1(Rd )×L2(Rd ),η)
.

Furthermore, for all j = 0, 1, . . . , J ′ − 1, we impose the condition

‖e‖L1
t (Ij ;L

2
x (Rd ))

≤ CKτ ≤ εj .

To satisfy this, we fix τ = τ(‖(v0, v1)‖Ḣ 1(Rd )×L2(Rd ),K, γ ) such that

CKτ ≤ min{η, ε0, ε1, . . . , εJ−1} = min{η, ε0(‖(v0, v1)‖Ḣ 1(Rd )×L2(Rd ), η)}.

Since J (‖(v0, v1)‖Ḣ 1(Rd )×L2(Rd ), η) is nondecreasing in ‖(v0, v1)‖Ḣ 1(Rd )×L2(Rd ), we see
easily that τ can be chosen to be nonincreasing in both ‖(v0, v1)‖Ḣ 1(Rd )×L2(Rd ) and K .
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Applying the Perturbation Lemma 4.5 recursively on the intervals Ij , we conclude
that any solution v defined on [t0, t0 + τ ] × Rd satisfies the following a priori estimates:

‖v‖X([t0,t0+τ ]×Rd ) ≤ 4ηJ ′(‖(v0, v1)‖Ḣ 1(Rd )×L2(Rd )) ≤ C(‖(v0, v1)‖Ḣ 1(Rd )×L2(Rd )),

sup
t∈[t0,t0+τ ]

‖((v − w)(t), (∂tv − ∂tw)(t))‖Ḣ 1
x (Rd )×L2

x (Rd ) + ‖v − w‖L
q
t ([t0,t0+τ ];L

r
x (Rd ))

≤ ε̃(4η),

where C(·) is a positive nondecreasing function. Combining this with (4.18) and (4.21)
yields the estimate (4.17). ut

5. Almost sure global existence and uniqueness

The goal of this section is to prove the main result of the paper, namely Theorem 1.3. We
start by stating and proving a probabilistic energy bound. The conclusion of Theorem 1.3
then follows from Theorem 5.3, Corollary 5.5, and Proposition 5.6 below.

We first recall a nonlinear Gronwall’s inequality that will be useful in proving the
probabilistic energy bound for d = 5. See, for example, [44, Theorem 1, p. 360] for more
details.

Lemma 5.1 (A nonlinear Gronwall’s inequality). Fix T > 0, c ≥ 0, and 0 ≤ α < 1. Let
u and b be nonnegative continuous functions defined on [0, T ] and satisfying

u(t) ≤ c +

∫ t

0
b(s)u(s)α ds, for all t ∈ [0, T ].

Then

u(t) ≤

(
c1−α
+ (1− α)

∫ t

0
b(s) ds

)1/(1−α)

for all t ∈ [0, T ].

Following the same lines as in [19, Proposition 2.2], we show that the energy E(vω) of
the nonlinear part vω of the solution uω is almost surely bounded for solutions vω of (1.5).

Proposition 5.2 (Probabilistic energy bound). Let d = 4 or 5 and 0 < ε � 1. Let
(u0, u1) ∈ H

s(Rd)×H s−1(Rd) with 0 < s ≤ 1 if d = 4, and 0 ≤ s ≤ 1 if d = 5, and let
(uω0 , u

ω
1 ) be the randomization defined in (1.13), satisfying (1.15). Given 1 ≤ T <∞, let

vω be a solution of the Cauchy problem (1.5) on [0, T ]. Then there exists a set �̃T ,ε ⊂ �
with P(�̃cT ,ε) < ε/2 such that for all t ∈ [0, T ] and all ω ∈ �̃T ,ε, we have

E(vω(t)) ≤ C(T , ε, ‖(u0, u1)‖H s (Rd )×H s−1(Rd )),

and thus also

‖(vω, ∂tv
ω)‖L∞t ([0,T ];H 1

x (Rd )×L2
x (Rd )) ≤ C(T , ε, ‖(u0, u1)‖H s (Rd )×H s−1(Rd )), (5.1)

where C(T , ε, ‖(u0, u1)‖H s (Rd )×H s−1(Rd )) is a constant depending only on T , ε, and
‖(u0, u1)‖H s (Rd )×H s−1(Rd ).
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Proof. Taking the time derivative of the energy, we obtain

d

dt
E(vω(t)) =

∫
Rd
(∂tv

ω∂2
t v
ω
+∇∂tv

ω
· ∇vω + F(vω)∂tv

ω) dx

=

∫
Rd
∂tv

ω(∂2
t v
ω
−1vω + F(vω)) dx

=

∫
Rd
∂tv

ω
[F(vω)− F(zω + vω)] dx.

Using the Cauchy–Schwarz and Hölder inequalities, it then follows that∣∣∣∣ ddt E(vω(t))
∣∣∣∣ ≤ C(E(vω(t)))1/2‖F(vω)− F(zω + vω)‖L2

x (Rd )

≤ C
(
E(vω(t))

)1/2(
‖zω‖

d+2
d−2

L

2(d+2)
d−2

x (Rd )
+
∥∥|zω| |vω|4/(d−2)∥∥

L2
x (Rd )

)
. (5.2)

We first consider the case d = 4. By (5.2), we have∣∣∣∣ ddt E(vω(t))
∣∣∣∣ ≤ C(E(vω(t)))1/2(‖zω‖3L6

x (R4)
+ ‖zω‖L∞x (R4)‖v

ω
‖

2
L4
x (R4)

),

and therefore∣∣∣∣ ddt (E(vω(t)))1/2
∣∣∣∣ ≤ C‖zω‖3L6

x (R4)
+ C‖zω‖L∞x (R4)

(
E(vω(t))

)1/2
. (5.3)

Integrating this from t = 0 to t ≤ T , we then obtain

(
E(vω(t))

)1/2
≤ C‖zω‖3

X([0,T ]×R4)
+ C

∫ t

0
‖zω(s)‖L∞x (R4)

(
E(vω(s))

)1/2
ds.

Then, by Gronwall’s inequality,

(
E(vω(t))

)1/2
≤ C‖zω‖3

X([0,T ]×R4)
e
C‖zω‖

L1
t ([0,T ];L

∞
x (R4)) . (5.4)

Next, we considerK1,K2 > 0 such that C exp(−cK2
1 )+C exp(−cK2

2 ) < ε/2, where
C, c > 0 are such that both the estimates in Proposition 2.3(ii) for (q, r) = (3, 6) and
in Proposition 2.3(iii) for (1,∞) hold. Then, for 0 < s ≤ 1, by Proposition 2.3(ii)&(iii)
with λ = K1T

4/3(‖u0‖L2 +‖u1‖H−1) and λ = K2T
2(‖u0‖H s +‖u1‖H s−1) respectively,

there exists �̃T ,ε(R4) ⊂ � with P(�̃cT ,ε(R
4)) < ε/2 such that

‖zω‖X([0,T ]×R4) ≤ K1T
4/3(‖u0‖L2(R4) + ‖u1‖H−1(R4)),

‖zω‖L1
t ([0,T ];L∞x (R4)) ≤ K2T

2(‖u0‖H s (R4) + ‖u1‖H s−1(R4))
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for any ω ∈ �̃T ,ε(R4). Therefore, by (5.4), we conclude for d = 4 that

E(vω(t)) ≤
(
K3

1T
4(‖u0‖L2(R4) + ‖u1‖H−1(R4))

3e
CK2T

2(‖u0‖Hs(R4)+‖u1‖Hs−1(R4))
)2

≤ C(T , ε, ‖(u0, u1)‖H s (R4)×H s−1(R4))

for all t ∈ [0, T ] and all ω ∈ �̃T ,ε(R4). Notice that, for d = 4, we have used Proposition
2.3(iii), which requires s > 0.

We now turn to the case d = 5. Using (5.2), we find that∣∣∣∣ ddt E(vω(t))
∣∣∣∣ ≤ C(E(vω(t)))1/2(‖zω‖7/3L

14/3
x (R5)

+ ‖zω‖L10
x (R5)‖v

ω
‖

4/3

L
10/3
x (R5)

),

and therefore∣∣∣∣ ddt (E(vω(t)))1/2
∣∣∣∣ ≤ C‖zω‖7/3L

14/3
x (R5)

+ C‖zω‖L10
x (R5)

((
E(vω(t))

)1/2)4/5
. (5.5)

Integrating from t = 0 to t ≤ T , we obtain

(
E(vω(t))

)1/2
≤ C‖zω‖

7/3
X([0,T ]×R5)

+ C

∫ t

0
‖zω(s)‖L10

x (R5)

((
E(vω(s))

)1/2)4/5
ds.

Then, by the nonlinear Gronwall’s inequality in Lemma 5.1 with α = 4/5,(
E(vω(t))

)1/2
≤ C‖zω‖

7/3
X([0,T ]×R5)

+ C‖zω‖5
L1
t ([0,T ];L10

x (R5))
.

Applying Proposition 2.3(ii) as above, we deduce that there exists a set �̃T ,ε(R5) ⊂ �

with P(�̃cT ,ε(R
5)) = 0 such that

‖zω‖X([0,T ]×R5) ≤ K1T
10/7(‖u0‖L2(R5) + ‖u1‖H−1(R5)),

‖zω‖L1
t ([0,T ],L10

x (R5)) ≤ K2T
2(‖u0‖L2(R5) + ‖u1‖H−1(R5))

for any ω ∈ �̃T ,ε(R5) and for some K1 and K2 depending on ε. Therefore, for d = 5,

E(v(t)) ≤
(
K1T

10/7(‖u0‖L2(R5) + ‖u1‖H−1(R5))
)14/3

+
(
K2T

2(‖u0‖L2(R5) + ‖u1‖H−1(R5))
)10

≤ C(T , ε, ‖(u0, u1)‖L2(R5)×H−1(R5))

for all t ∈ [0, T ] and all ω ∈ �̃T ,ε(R5). Notice that, for d = 5, we have only applied
Proposition 2.3(ii), which allows us to consider (u0, u1) ∈ H

s(R5) × H s−1(R5) with
0 ≤ s ≤ 1, thus also including s = 0.

Finally, (5.1) follows by noticing that

‖(vω(t), ∂tv
ω(t))‖2

Ḣ 1
x (Rd )×L2

x (Rd )
≤ 2E(vω(t)) ≤ C(T , ε, ‖(u0, u1)‖H s (Rd )×H s−1(Rd ))
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and by using

‖vω(t)‖L2
x (Rd ) =

∥∥∥∥∫ t

0
∂tv

ω(s) ds

∥∥∥∥
L2
x (Rd )

≤

∫ t

0
‖∂tv

ω(s)‖L2
x (Rd ) ds

≤ T ‖∂tv
ω
‖L∞t ([0,T ];L2

x (Rd ))

≤ C(T , ε, ‖(u0, u1)‖H s (Rd )×H s−1(Rd )).

This concludes the proof. ut

Remark 5.1. The argument in the proof of Proposition 5.2 cannot be used to prove a
probabilistic energy bound for the analogous problem on R3. Indeed, from (5.2) we see
that in the proof of Proposition 5.2 we require the control of ‖zω|vω|4/(d−2)

‖L2(Rd ) in
terms of the energy E(vω). We notice that

‖zω|vω|4/(d−2)
‖L2(Rd ) ≤ ‖z

ω
‖L∞(Rd )‖v

ω
‖

4/(d−2)
L8/(d−2)(Rd ). (5.6)

The energy E(vω) only controls the Lp(Rd)-norms of vω for 2 ≤ p ≤ 2d
d−2 . Therefore,

in order to control the right-hand side of (5.6) in terms of E(vω), one needs 8
d−2 ≤

2d
d−2 ,

that is, d ≥ 4. This shows that for d = 3 a more intricate analysis is needed to prove a
probabilistic energy bound.

The main result of this section is the following theorem concerning the almost sure global
existence and uniqueness for the energy-critical defocusing NLW inH s(Rd)×H s−1(Rd)
with 0 < s ≤ 1 if d = 4, and 0 ≤ s ≤ 1 if d = 5.

Theorem 5.3 (Almost sure global existence and uniqueness). Let d=4 or 5. Let (u0, u1)

∈ H s(Rd) × H s−1(Rd), with 0 < s ≤ 1 if d = 4, and 0 ≤ s ≤ 1 if d = 5, and
let (uω0 , u

ω
1 ) be the randomization defined in (1.13), satisfying (1.15). Then the defocusing

energy-critical NLW (1.1) on Rd admits almost surely a unique global solution with initial
data (uω0 , u

ω
1 ) at t = 0. More precisely, there exists a set �̃ ⊂ � with P(�̃) = 1 such

that, for each ω ∈ �̃, there exists a unique global solution uω of equation (1.1) with
(uω, ∂tu

ω)|t=0 = (u
ω
0 , u

ω
1 ) and such that

(uω, ∂tu
ω) ∈

(
S(t)(uω0 , u

ω
1 ), ∂tS(t)(u

ω
0 , u

ω
1 )
)
+ C(R;H 1(Rd)× L2(Rd))

⊂ C(R;H s(Rd)×H s−1(Rd)).

Uniqueness here holds in the following sense. The set �̃ can be written as �̃ =
⋃
ε>0�ε

with P(�cε) < ε and for any ε > 0, ω ∈ �ε, and 0 < T < ∞, there exists a family
{In}n∈N of disjoint intervals covering [−T , T ] such that the nonlinear part of the solution,
vω = uω−S(·)(uω0 , u

ω
1 ), is unique in the ball Ba(In) of X(In×Rd) for all n ∈ N, where

a > 0 is a small constant.

As in [7, 23], the following proposition stating “almost” almost sure global existence and
uniqueness for (1.1) readily implies Theorem 5.3.
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Proposition 5.4 (“Almost” almost sure global existence and uniqueness). Let d = 4
or 5. Let (u0, u1) ∈ H

s(Rd) × H s−1(Rd) with 0 < s ≤ 1 if d = 4, and 0 ≤ s ≤ 1 if
d = 5, and let (uω0 , u

ω
1 ) be the randomization defined in (1.13), satisfying (1.15). Then for

any 0 < ε � 1 and T ≥ 1, there exists �T ,ε ⊂ � with P(�cT ,ε) < ε such that for any
ω ∈ �T ,ε there exists a unique solution uω of equation (1.1) on [0, T ] × Rd with initial
data (uω, ∂tuω)|t=0 = (u

ω
0 , u

ω
1 ) and such that

(uω, ∂tu
ω) ∈

(
S(t)(uω0 , u

ω
1 ), ∂tS(t)(u

ω
0 , u

ω
1 )
)
+ C([0, T ];H 1(Rd)× L2(Rd))

⊂ C([0, T ];H s(Rd)×H s−1(Rd)).

Moreover, the nonlinear part of the solution vω = uω − S(·)(uω0 , u
ω
1 ) satisfies the bounds

‖vω‖Lqt ([0,T ];Lrx (Rd ))

≤ F̃
(

sup
t∈[0,T ]

‖(vω(t), ∂tv
ω(t))‖Ḣ 1

x (Rd )×L2
x (Rd ), ‖(u0, u1)‖H s (Rd )×H s−1(Rd )

)
T 7
(

log
T

ε

)3

≤ C(T , ε, ‖(u0, u1)‖H s (Rd )×H s−1(Rd ))

for all Ḣ 1(Rd)-wave admissible pairs (q, r). Here F̃ : [0,∞) × [0,∞) → [0,∞) is a
nondecreasing function in both variables satisfying F(0, ·) ≡ 0.

Uniqueness here holds in the following sense. There exists a family {In}n∈N of disjoint
intervals covering [0, T ] such that the nonlinear part vω of the solution is unique in each
ball Ba(In) of X(In × Rd) for all n ∈ N, where a > 0 is a small constant.

Before proving Proposition 5.4, we first show how Theorem 5.3 follows from it.

Proof of Theorem 5.3. By the time reversibility of the equation, it is sufficient to prove
the almost sure existence of unique solutions defined on the time interval [0,∞). For
fixed ε > 0, we consider Tj = 2j and εj = 2−jε, and using Proposition 5.4, we obtain
�Tj ,εj . Considering now �ε :=

⋂
∞

j=1�Tj ,εj , we find that P(�cε) < ε and (1.1) admits a
unique solution on [0,∞) for all ω ∈ �ε. Finally, defining �̃ :=

⋃
ε>0�ε, we conclude

that P(�̃c) = 0 and (1.1) admits a unique solution on [0,∞) for all ω ∈ �̃. ut

We continue with the proof of Proposition 5.4. The main ingredients of the proof are
Proposition 5.2 giving the probabilistic energy bound and Proposition 4.3 containing the
“good” deterministic local well-posedness.

Proof of Proposition 5.4. By Proposition 5.2, there exists �̃T ,ε with P(�̃cT ,ε) < ε/2 such
that for any ω ∈ �̃T ,ε, the solution of (1.5) satisfies the a priori bound

A := sup
t∈[0,T ]

‖(vω(t), ∂tv
ω(t))‖Ḣ 1

x (Rd )×L2
x (Rd )

≤ C(T , ε, ‖(u0, u1)‖H s (Rd )×H s−1(Rd )). (5.8)

We set

K := C(‖u0‖L2(Rd ) + ‖u1‖H−1(Rd )) and γ <
d − 2
d + 2

. (5.9)
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Consider τ = τ(A,K, γ ) defined in Proposition 4.3. Fix τ∗ ≤ τ to be chosen later. We
cover the interval [0, T ] by [T/τ∗] or [T/τ∗] + 1 subintervals Ik := [kτ∗, (k + 1)τ∗] ∩
[0, T ], k = 0, 1, . . . . By Corollary 2.4, for each k, there exists �k ⊂ � with

P(�ck) ≤ C exp
(
−

c

T 2τ
2( d−2
d+2−γ )

∗

)
such that for any ω ∈ �k we have ‖zω‖X(Ik×Rd ) ≤ Kτ

γ
∗ . Consider �̂T ,ε :=

⋂
k �k ⊂ �.

Then, for any ω ∈ �̂T ,ε and for all k = 0, 1, . . . , we have

‖zω‖X(Ik×Rd ) ≤ Kτ
γ
∗

and

P(�̂cT ,ε) ≤

([
T

τ∗

]
+ 1

)
C exp

(
−

c

T 2τ
2( d−2
d+2−γ )

∗

)

≤
T

τ∗
τ∗ exp

(
−

c

2T 2τ
2( d−2
d+2−γ )

∗

)
= T exp

(
−

c

2T 2τ
2( d−2
d+2−γ )

∗

)
if τ∗ is sufficiently small. Fixing

τ∗(A,K, γ, T , ε) = min
{
τ(A,K, γ ),

1
2

(
c

2T 2 log(2T/ε)

) d+2
2(d−2−γ (d+2))

}
, (5.10)

we obtain P(�̂cT ,ε) < ε/2.
We now define �T ,ε := �̃T ,ε ∩ �̂T ,ε. Notice that P(�cT ,ε) < ε. For any ω ∈ �T ,ε,

the conditions of Proposition 4.3 are satisfied on each subinterval Ik with f = zω, K
and γ defined above in (5.9), and ‖(v(kτ∗), ∂tv(kτ∗))‖Ḣ 1

x (Rd )×L2
x (Rd ) ≤ A with A de-

fined above in (5.8). Applying successively Proposition 4.3 on each Ik , k = 0, 1, . . . ,
we obtain for all ω ∈ �T ,ε a unique solution vω of (1.5) such that (vω, ∂tvω) is in
C([0, T ]; Ḣ 1(Rd)×L2(Rd)). By (5.1), (vω, ∂tvω) also belongs to this class. The unique-
ness is in the sense of Proposition 4.3.

Moreover, with the choice of τ∗ in (5.10) and fixing γ = 5d−14
6(d+2) <

d−2
d+2 , we see from

(4.6) that this solution satisfies

‖vω‖Lqt ([0,T ];Lrx (Rd )) ≤ C(A)
T

τ∗
≤ C(A)T max

{
1

τ(A,K)
,

(
T 2 log

T

ε

)3}
≤ F̃ (A,K)T 7

(
log

T

ε

)3

for all Ḣ 1(Rd)-wave admissible pairs (q, r) and A > 0. Since C(A) is a nondecreasing
function of A, and τ(A,K) is nonincreasing in both A and K , it follows that F̃ can be
chosen to be nondecreasing in both variables. Then, by (5.8), we conclude that

‖vω‖Lqt ([0,T ];Lrx (Rd )) ≤ C(T , ε, ‖(u0, u1)‖H s (Rd )×H s−1(Rd )). ut
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The following corollary shows that almost sure global existence and uniqueness for the
energy-critical defocusing NLW on Rd , d = 4 and 5, can also be proved for more general
initial data than the ones considered in Theorem 5.3.

Corollary 5.5 (Enhanced almost sure global existence and uniqueness). Let d = 4 or 5.
Let (u0, u1) ∈ H

s(Rd) × H s−1(Rd) with 0 < s ≤ 1 if d = 4, and 0 ≤ s ≤ 1 if d = 5,
and let (uω0 , u

ω
1 ) be the randomization defined in (1.13), satisfying (1.15). Let t∗ ∈ R and

(v0, v1) ∈ H
1(Rd)× L2(Rd). Then there exists a set �′ ⊂ � with P(�′) = 1 such that,

for each ω ∈ �′, the energy-critical defocusing NLW on Rd with initial data

(uω, ∂tu
ω)|t=t∗ =

(
S(t∗)(u

ω
0 , u

ω
1 ), ∂tS(t∗)(u

ω
0 , u

ω
1 )
)
+ (v0, v1)

admits a unique global solution uω with

(uω, ∂tu
ω) ∈

(
S(t)(uω0 , u

ω
1 ), ∂tS(t)(u

ω
0 , u

ω
1 )
)
+ C(R;H 1(Rd)× L2(Rd))

⊂ C(R;H s(Rd)×H s−1(Rd)).

Uniqueness here holds in the following sense. The set�′ can be written as�′ =
⋃
ε>0�

′
ε

with P((�′ε)
c) < ε and for any ε > 0, ω ∈ �′ε, and 0 < T < ∞, there exists a family

{In}n∈N of disjoint intervals covering [t∗ − T , t∗ + T ] such that the nonlinear part of the
solution, vω = uω − S(·)(uω0 , u

ω
1 ), is unique in the ball Ba(In) of X(In × Rd) for all

n ∈ N, where a > 0 is a small constant.

Proof. Let 0 < ε � 1 and 2 ≤ T < ∞. Then max(|t∗|, |t∗ + T |) ≥ 1. We look for a
solution of the energy-critical defocusing NLW on Rd of the form

uω(t) = S(t)(uω0 , u
ω
1 )+ v

ω(t),

where the nonlinear part vω satisfies{
∂2
t v
ω
−1vω + F(vω + zω) = 0,

(vω, ∂tv
ω)|t=t∗ = (v0, v1)

(5.11)

with zω = S(t)(uω0 , u
ω
1 ).

We first prove a probabilistic energy bound for vω. By the Sobolev embedding
Ḣ 1(Rd) ⊂ L2d/(d−2)(Rd), we have

E(vω(t)) ≤ 1
2‖(v

ω(t), ∂tv
ω(t))‖2

Ḣ 1(Rd )×L2(Rd ) + C‖v
ω(t)‖

2d/(d−2)
Ḣ 1(Rd ) . (5.12)

We first consider the case d = 4. The same computations as in Proposition 5.2
show that (5.3) holds. Integrating (5.3) from t∗ to t , where t∗ ≤ t ≤ t∗ + T , and using
(vω, ∂tv

ω)|t=t∗ = (v0, v1) and (5.12), we find that(
E(vω(t))

)1/2
≤ C(‖v0‖Ḣ 1(R4) + ‖v1‖L2(R4) + ‖v0‖

2
Ḣ 1(R4)

)+ C‖zω‖3
X([t∗,t∗+T ]×R4)

+ C

∫ t

t∗

‖zω(s)‖L∞x (R4)

(
E(vω(s))

)1/2
ds.
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Then, by Gronwall’s inequality, for all t ∈ [t∗, t∗ + T ],(
E(vω(t))

)1/2
≤ C(‖v0‖Ḣ 1(R4) + ‖v1‖L2(R4) + ‖v0‖

2
Ḣ 1(R4)

+ ‖zω‖3
X([t∗,t∗+T ]×R4)

)

× e
C‖zω‖

L1
t ([t∗,t∗+T ];L

∞
x (R4)) . (5.13)

Next, we consider K1,K2 > 0 such that C exp(−cK2
1 ) + C exp(−cK2

2 ) < ε/2, where
C, c > 0 are such that both the estimates in Proposition 2.3(ii) for (q, r) = (3, 6) and in
Proposition 2.3(iii) for (1,∞) hold. Then, by Proposition 2.3(ii)&(iii) with

λ = K1T
1/3 max(|t∗|, |t∗ + T |)(‖u0‖L2(R4) + ‖u1‖H−1(R4))

and
λ = K2T max(|t∗|, |t∗ + T |)(‖u0‖H s (R4) + ‖u1‖H s−1(R4))

respectively, there exists �̃t∗,T ,ε(R4) ⊂ � with P(�̃ct∗,T ,ε(R
4)) < ε/2 such that

‖zω‖X([t∗,t∗+T ]×R4) ≤ K1T
1/3 max(|t∗|, |t∗ + T |)(‖u0‖L2(R4) + ‖u1‖H−1(R4)),

‖zω‖L1
t ([t∗,t∗+T ];L

∞
x (R4)) ≤ K2T max(|t∗|, |t∗ + T |)(‖u0‖H s (R4) + ‖u1‖H s−1(R4))

for any ω ∈ �̃t∗,T ,ε(R4) and 0 < s ≤ 1. Combining these with (5.13) yields, for all
ω ∈ �̃t∗,T ,ε,

‖(vω, ∂tv
ω)‖L∞t ([t∗,t∗+T ];Ḣ 1

x (R4)×L2
x (R4)) ≤ C

(
‖v0‖Ḣ 1(R4) + ‖v1‖L2(R4) + ‖v0‖

2
Ḣ 1(R4)

+K3
1T max(|t∗|, |t∗ + T |)3(‖u0‖L2(R4) + ‖u1‖H−1(R4))

3)
× e

CK2T max(|t∗|,|t∗+T |)(‖u0‖Hs(R4)+‖u1‖Hs−1(R4))

≤ C(t∗, T , ε, ‖(v0, v1)‖Ḣ 1(R4)×L2(R4), ‖(u0, u1)‖H s (R4)×H s−1(R4)) =: Ã(R
4). (5.14)

We now turn to the case d = 5. The same computations as in Proposition 5.2 show
that (5.5) holds. Integrating (5.5) from t∗ to t , where t∗ ≤ t ≤ t∗ + T , and using
(vω, ∂tv

ω)|t=t∗ = (v0, v1) and (5.12), we obtain(
E(vω(t))

)1/2
≤ C(‖v0‖Ḣ 1(R5) + ‖v1‖L2(R5) + ‖v0‖

5/3
Ḣ 1(R5)

)+ C‖zω‖
7/3
X([t∗,t∗+T ]×R5)

+ C

∫ t

t∗

‖zω(s)‖L10
x (R5)

((
E(vω(s))

)1/2)4/5
ds.

Then, by the nonlinear Gronwall’s inequality in Lemma 5.1 with α = 4/5,(
E(vω(t))

)1/2
≤ C(‖v0‖Ḣ 1(R5) + ‖v1‖L2(R5) + ‖v0‖

5/3
Ḣ 1(R5)

)+ C‖zω‖
7/3
X([t∗,t∗+T ]×R5)

+ C‖zω‖5
L1
t ([t∗,t∗+T ];L

10
x (R5))
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for all t ∈ [t∗, t∗ + T ]. Applying Proposition 2.3(ii) as above, we obtain the existence of
a set �̃t∗,T ,ε(R5) ⊂ � such that P(�̃ct∗,T ,ε(R

5)) < ε/2 and, for all ω ∈ �̃t∗,T ,ε(R5),

‖(vω, ∂tv
ω)‖L∞t ([t∗,t∗+T ];Ḣ 1

x (R5)×L2
x (R5)) ≤ C(‖v0‖Ḣ 1(R5) + ‖v1‖L2(R5) + ‖v0‖

5/3
Ḣ 1(R5)

)

+
(
K1T

3/7 max(|t∗|, |t∗ + T |)(‖u0‖L2(R5) + ‖u1‖H−1(R5))
)7/3

+
(
K2T max(|t∗|, |t∗ + T |)(‖u0‖L2(R5) + ‖u1‖H−1(R5))

)5
≤ C(t∗, T , ε, ‖(v0, v1)‖Ḣ 1(R5)×L2(R5), ‖(u0, u1)‖L2(R5)×H−1(R5)) =: Ã(R

5). (5.15)

We now return to general dimension d = 4 or 5. For Ã defined in (5.14) for d = 4,
and in (5.15) for d = 5, and for K and γ as in (5.9), we consider τ(Ã,K, γ ) defined in
Proposition 4.3. Following the proof of Proposition 5.4 with [0, T ] replaced by [t∗, t∗+T ],
τ(A,K, γ ) replaced by τ(Ã,K, γ ),

τ∗(Ã,K, γ, t∗, T , ε)

:= min
{
τ(Ã,K, γ ),

1
2

(
c

2 max(|t∗|2, |t∗ + T |2) log(2T/ε)

) d+2
2(d−2−γ (d+2))

}
,

and initial data (v0, v1) at t = t∗ for the first interval [t∗, t∗ + τ∗] on which we apply
Proposition 4.3, we obtain the existence of a set �′t∗,T ,ε ⊂ � with P((�′t∗,T ,ε)

c) < ε

such that, for any ω ∈ �′t∗,T ,ε, (5.11) admits a unique solution on [t∗, t∗ + T ]. Corollary
5.5 then follows exactly the same way Theorem 5.3 follows from Proposition 5.4. ut

Theorem 5.3 above essentially states that there exists a set 2 ⊂ H s(Rd)×H s−1(Rd) of
initial data with 0 < s ≤ 1 if d = 4, and 0 ≤ s ≤ 1 if d = 5, of full measure, such that for
each (φ0, φ1) ∈ 2, equation (1.1) admits a unique global solution with (φ0, φ1) as initial
data at t = 0. We recall the notation8(t) : (φ0, φ1) 7→ u(t) for the solution map of (1.1).
Even though at time t = 0 we have a set 2 of initial data of full measure, this does not
a priori prevent 8(t)(2) from being of small measure for t 6= 0. Proposition 5.6 below
ensures that there exists a set 6 on which the flow is globally defined and 8(t)(6) is of
full measure for all t ∈ R. See [19, Proposition 3.1] and [52, Theorem 1.2] for related
results concerning cubic NLW on T3 and cubic NLS on T, respectively.

Proposition 5.6 (Existence of invariant sets of full measure). Let d = 4 or 5, 0 < s ≤ 1
if d = 4, and 0 ≤ s ≤ 1 if d = 5. Then, for any countable subgroup T of (R,+),
there exists 6T ⊂ H s(Rd) × H s−1(Rd) of full measure, i.e. µ(w0,w1)(6T ) = 1 for all
µ(w0,w1) ∈Ms , such that for every (φ0, φ1) ∈ 6T , equation (1.1) admits a unique global
solution u with initial data (u, ∂tu)|t=0 = (φ0, φ1), and 8(t)(6T ) = 6T for all t ∈ T .

As a consequence, there exists a set 6 ⊂ H s(Rd) × H s−1(Rd) such that the flow of
the energy-critical defocusing NLW (1.1) is globally defined on 6 and 8(t)(6) is of full
measure for all t ∈ R.

Proof. Let t∗ ∈ R. We first find full measure sets2 and2n(t∗) of initial data inH s(Rd)×
H s−1(Rd)with 0 < s ≤ 1 if d = 4, and 0 ≤ s ≤ 1 if d = 5, that give rise to unique global
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solutions of the energy-critical defocusing NLW on Rd . This is merely a reformulation of
Theorem 5.3 and Corollary 5.5. These sets will then be used to construct a set 6 of full
measure such that the flow of equation (1.1) is globally defined on 6 and 8(t)(6) is of
full measure for all t ∈ R.

In the following, we present the proof for the case d = 4. Let 0 < γ < 1/3. Given
A,K > 0, we recall τ(A,K, γ ) defined in Proposition 4.3. For a finite time interval
I = [a, b] and τ∗ > 0, we denote by Ik(I ) = [a + kτ∗, a + (k + 1)τ∗], k = 0, 1, . . . ,
the [|I |/τ∗] or [|I |/τ∗] + 1 subintervals of length τ∗ covering I . For 0 < s ≤ 1, we then
consider the set

2 :=
{
(φ0, φ1) ∈ H

s(R4)×H s−1(R4) : S(t)(φ0, φ1) ∈ L
3
t,locL

6
x ∩ L

1
t,locL

∞
x ,

there exist C,K > 0 such that ‖S(t)(φ0, φ1)‖X(Ik(I )×R4) ≤ Kτ
γ
∗

for all I = [−T , T ], 0 < T <∞, k = 0, 1, . . . , and some

0 < τ∗(I ) ≤ τ
(
C‖S(t)(φ0, φ1)‖

3
X(I×R4)

e
C‖S(t)(φ0,φ1)‖L1

I
L∞x ,K, γ

)}
.

We have seen in the proofs of Proposition 5.2, Proposition 5.4, and Theorem 5.3 that
µ(u0,u1)(2) = 1 for any µ(u0,u1) ∈Ms . Moreover, for any (φ0, φ1) ∈ 2, there exists a
unique global solution of equation (1.1) with initial data (u(0), ∂tu(0)) = (φ0, φ1).

Similarly, for 0 < s ≤ 1, t∗ ∈ R, and n ∈ N, we define

2n(t∗) :=
{
(φ0, φ1) ∈ H

s(R4)×H s−1(R4) : S(t)(φ0, φ1) ∈ L
3
t,locL

6
x ∩ L

1
t,locL

∞
x ,

there exist C,K > 0 such that ‖S(t)(φ0, φ1)‖X(Ik(I )×R4) ≤ Kτ
γ
∗

for all I = [t∗ − T , t∗ + T ], 0 < T <∞, k = 0, 1, . . . , and some

0 < τ∗(I ) ≤ τ
(
C
(
n+ n2

+ ‖S(t)(φ0, φ1)‖
3
X(I×R4)

)
e
C‖S(t)(φ0,φ1)‖L1

I
L∞x ,K, γ

)}
.

Notice that 2 = 20(0). By Proposition 4.3, τ(A,K, γ ) is nonincreasing in A. As a
consequence, 2n(t∗) ⊂ 2m(t∗) for all n ≥ m and t∗ ∈ R. By Corollary 5.5 and its
proof based on Propositions 5.2 and Proposition 5.4, we have that µ(u0,u1)(2n(t∗)) = 1
for all µ(u0,u1) ∈ Ms , n ∈ N, and t∗ ∈ R. Moreover, for any t∗ ∈ R, (v0, v1) ∈

H 1(R4)×L2(R4) with ‖(v0, v1)‖H 1×L2 ≤ n, and any (φ0, φ1) ∈ 2n(t∗), the defocusing
cubic NLW on R4 with initial data

(u, ∂tu)|t=t∗ = S(t∗)(φ0, φ1)+ (v0, v1) (5.16)

admits a unique global solution u with

(u, ∂tu) ∈
(
S(t)(φ0, φ1), ∂tS(t)(φ0, φ1)

)
+ C(R;H 1(R4)× L2(R4)). (5.17)

Next, we show that for any t0 ∈ R, n ∈ N, and (φ0, φ1) ∈ 2n(t∗), we have

(ψ0, ψ1) :=
(
S(t0)(φ0, φ1), ∂tS(t0)(φ0, φ1)

)
∈ 2n(t∗ − t0). (5.18)
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It follows easily that

S(t)(ψ0, ψ1) = S(t + t0)(φ0, φ1) ∈ L
3
t,locL

6
x ∩ L

1
t,locL

∞
x .

Let I = [t∗ − T , t∗ + T ] for some 0 < T <∞. By the second condition in the definition
of 2n(t∗) applied to (φ0, φ1) on the interval [t∗ − T , t∗ + T ], it follows that

‖S(t − t0)(ψ0, ψ1)‖X(Ik([t∗−T ,t∗+T ])×R4) = ‖S(t)(φ0, φ1)‖X(Ik([t∗−T ,t∗+T ])×R4) ≤ Kτ
γ
∗

for all k, and for some positive τ∗ satisfying

τ∗ ≤ τ
(
C
(
n+ n2

+ ‖S(t − t0)(ψ0, ψ1)‖
3
X([t∗−T ,t∗+T ]×R4)

)
× e

C‖S(t−t0)(ψ0,ψ1)‖L1
[t∗−T ,t∗+T ]

L∞x ,K, γ
)
.

Therefore, a simple change of variables shows that (ψ0, ψ1) satisfies the second condition
in the definition of2n(t∗− t0) on [t∗− t0−T , t∗− t0+T ]. Hence, (ψ0, ψ1) ∈ 2n(t∗− t0)

and (5.18) is proved.
Let T be a countable subgroup of (R,+). Define

2̃T :=
⋂
t∗∈T

⋂
n∈N

2n(t∗).

Notice that µ(u0,u1)(2̃T ) = 1 for all µ(u0,u1) ∈Ms , since 2̃T is a countable intersection
of full measure sets 2n(t∗). By (5.18) and since T − t = T for any t ∈ T , it follows that
for all t ∈ T and (φ0, φ1) ∈ 2̃T we have(

S(t)(φ0, φ1), ∂tS(t)(φ0, φ1)
)
∈ 2̃T . (5.19)

Using the fact that 0 ∈ T and thus 2̃T ⊂
⋂
n∈N2n(0), we deduce from the above

discussion regarding the properties of 2n(t∗) that equation (1.1) admits a unique global
solution with initial data at t = 0 of the form (φ0, φ1) + (v0, v1), where (φ0, φ1) ∈ 2̃T
and (v0, v1) ∈ H

1(R4)× L2(R4). Moreover, by (5.17) and (5.19),

(u(t), ∂tu(t)) ∈ 2̃T +H
1(R4)× L2(R4) for all t ∈ T .

In other words, if we set 6T := 2̃T + H 1(R4) × L2(R4), the flow of equation (1.1) is
defined globally in time on 6T and

8(t)(6T ) ⊂ 6T for all t ∈ T .

Using the time reversibility of the equation and the fact that −t ∈ T for all t ∈ T , we
then conclude that 8(t)(6T ) = 6T for all t ∈ T . Moreover, µ(u0,u1)(6T ) = 1 for all
µ(u0,u1) ∈Ms , since 2̃T is of full measure.

Lastly, noticing that for any t ∈ R, tZ is a countable subgroup of (R,+) containing t ,
we define

6 :=
⋃
t∈R

6tZ.
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It easily follows that6 is of full measure and the flow of equation (1.1) is globally defined
on 6. Moreover,

6tZ = 8(t)(6tZ) ⊂ 8(t)(6).

Therefore,
µ(u0,u1)(8(t)(6)) = 1

for all t ∈ R and µ(u0,u1) ∈Ms . This completes the proof of Proposition 5.6 in the case
d = 4.

The proof for d = 5 is completely analogous. The only difference is the definition
of 2n(t∗) (and thus also of 2 = 20(0)) which, for d = 5, becomes

2n(t∗,R5) :=
{
(φ0, φ1) ∈ H

s(R5)×H s−1(R5) : S(t)(φ0, φ1) ∈ L
7/3
t,locL

14/3
x ∩L1

t,locL
10
x ,

there exist C,K > 0 such that ‖S(t)(φ0, φ1)‖X(Ik(I )×R5) ≤ Kτ
γ
∗

for all I = [t∗ − T , t∗ + T ], 0 < T <∞, k = 0, 1, . . . , and some

0 < τ∗(I ) ≤ τ
(
C
(
n+ n5/3

+ ‖S(t)(φ0, φ1)‖
7/3
X(I×R5)

+ ‖S(t)(φ0, φ1)‖
5
L1
IL

10
x

)
,K, γ

)}
,

where 0 ≤ s ≤ 1 and 0 < γ < 3/7. ut

6. Probabilistic continuous dependence of the flow

In this section we prove the probabilistic continuity of the flow of the energy-critical
defocusing cubic NLW (1.1) on R4 in H s(R4) × H s−1(R4), 0 < s ≤ 1, with respect to
the initial data. The notion of probabilistic continuity that we use here was first proposed
by Burq and Tzvetkov [19]. For the readers’ convenience, we first recall two lemmas from
[19, Appendix A.2], to be used in the proof of Proposition 6.3 below.

Lemma 6.1 ([19, Lemma A.9]). If h is a Bernoulli random variable independent of a
real random variable g with symmetric distribution θ , then hg also has the distribution θ .

Lemma 6.2 ([19, Lemma A.8]). Let Yj , j = 1, 2, be Banach spaces endowed with mea-
sures µj . Let f : Y1 × Y2 → C and g1, g2 : Y2 → C be measurable functions. Then

µ1 ⊗ µ2
(
(x1, x2) ∈ Y1 × Y2 : |f (x1, x2)| > λ

∣∣ |g1(x2)| ≤ ε, |g2(x2)| ≤ R
)

≤ sup
x2∈Y2, |g1(x2)|≤ε, |g2(x2)|≤R

µ1(x1 ∈ Y1 : |f (x1, x2)| > λ).

Building upon the improved local-in-time Strichartz estimates in Proposition 2.3, we will
use the strategy developed by Burq and Tzvetkov in [19, Appendix A.2] to obtain the
following result.
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Proposition 6.3. Let d = 4. Assume that in the definition of the randomization (1.13),
the smooth cutoff ψ is replaced by the characteristic function χQ0 of the unit cube Q0

centered at the origin. Assume also that the probability distributions µ0,j , µ(1)n,j , µ(2)n,j ,
n ∈ I, j = 0, 1, are symmetric. Let 0 < s ≤ 1, T > 0, and µ ∈ Ms . Then, given
1 ≤ q < ∞ and 2 ≤ r ≤ ∞, there exist constants C, c > 0 such that for every
ε, λ,3,R > 0, we have

µ⊗ µ
(
((w0, w1), (w

′

0, w
′

1)) ∈ (H
s(R4)×H s−1(R4))2 :

‖S(t)(w0−w
′

0, w1−w
′

1)‖Lqt ([0,T ];Lrx )
> λ or ‖S(t)(w0+w

′

0, w1+w
′

1)‖Lqt ([0,T ];Lrx )
> 3∣∣ ‖(w0 − w

′

0, w1 − w
′

1)‖H s×H s−1 ≤ ε and ‖(w0 + w
′

0, w1 + w
′

1)‖H s×H s−1 ≤ R
)

≤ C

(
exp

(
−c

λ2

max(1, T 2)T 2/qε2

)
+ exp

(
−c

32

max(1, T 2)T 2/qR2

))
. (6.1)

Proof. For simplicity of notation, we assume T ≥ 1. The case 0 < T < 1 is completely
analogous, with the only change coming from Proposition 2.3(ii)&(iii).

We consider Y := R × RI equipped with the Banach space structure induced by
the `∞-norm, where I is the index set in (1.12) for d = 4. If B(R) denotes the Borel
σ -algebra of R, we endow Y with the σ -algebra B(R)⊗{0}∪I generated by{

ą

n∈{0}∪I
An : An ∈ B(R) and An = R except for finitely many n

}
.

Let {kn}n∈{0}∪I be a system of independent Bernoulli variables. Then the map

ω 7→ {kn(ω)}n∈{0}∪I

is measurable and we endow Y with the probability measure induced by this map:

µ0(A) := P({kn(ω)}n∈{0}∪I ∈ A) for any A ∈ B(R)⊗{0}∪I .

For {hn}n∈{0}∪I , we set h−n = hn, which defines hn for all n ∈ Z4. Then, for φ ∈
L2(R4) real-valued, we set

h� φ :=
∑
n∈Z4

hnχQ0(D − n)φ = h0χQ0(D)φ + 2 Re
∑
n∈I

hnχQ0(D − n)φ, (6.2)

where χQ0 is the characteristic function of the unit cube Q0 = [−1/2, 1/2)4 centered at
the origin. Since

(n+Q0) ∩ (m+Q0) = ∅ for any n,m ∈ Z4, n 6= m, (6.3)

we have

h� φω =
∑
n∈Z4

hnχQ0(D − n)φ
ω
=

∑
n∈Z4

hnχQ0(D − n)
∑
m∈Z4

gm(ω)χQ0(D −m)φ

=

∑
n∈Z4

hngn(ω)χQ0(D − n)φ = h0g0(ω)χQ0(D)φ + Re
∑
n∈I

hngn(ω)χQ0(D − n)φ

= h0g0(ω)χQ0(D)φ

+

∑
n∈I

(
hn Re gn(ω)ReχQ0(D − n)φ − hn Im gn(ω) ImχQ0(D − n)φ

)
. (6.4)
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Let {hn,j }n∈{0}∪I , j = 0, 1, be two systems of independent Bernoulli random vari-
ables such that {h0,j , g0,j , hn,j ,Re gn,j , Im gn,j }n∈I,j=0,1 are independent. For j = 0, 1,
we then consider the following random variables with values in RZ4

endowed with the
σ -algebra B(R)⊗Z4

:

gj :=

 g0,j
Re gn,j
Im gn,j


n∈I

, hjgj :=

 h0,jg0,j
hn,j Re gn,j
hn,j Im gn,j


n∈I

: �→ R× RI
× RI

= RZ4
.

By the independence of {h0,j , g0,j , hn,j ,Re gn,j , Im gn,j }n∈I,j=0,1 and the fact that g0,j ,
Re gn,j , and Im gn,j are symmetric, it then follows using Lemma 6.1 that the probability
distributions θhjgj and θgj of hjgj and gj respectively coincide. As a consequence, if
µ = µ(u0,u1) for some (u0, u1) ∈ H

s(R4)×H s−1(R4), then for all λ > 0,

µ⊗ µ0 ⊗ µ0
(
(w0, w1) ∈ H

s
×H s−1, (h0, h1) ∈ Y × Y :

‖S(t)(h0 � w0, h1 � w1)‖Lqt Lrx
> λ

)
= P

(
‖S(t)(h0(ω)g0(ω)� u0, h1(ω)g1(ω)� u1)‖Lqt Lrx

> λ
)

=

∫
RZ4
×RZ4

111{‖S(t)(y�u0,y′�u1)‖Lqt L
r
x
>λ} dθh0g0(y) dθh1g1(y

′)

=

∫
RZ4
×RZ4

111{‖S(t)(y�u0,y′�u1)‖Lqt L
r
x
>λ} dθg0(y) dθg1(y

′)

= P
(
‖S(t)(g0(ω)� u0, g1(ω)� u1)‖Lqt Lrx

> λ
)

= µ
(
(w0, w1) ∈ H

s(R4)×H s−1(R4) : ‖S(t)(w0, w1)‖Lqt Lrx
> λ

)
.

Arguing analogously, we find that

M1 := µ⊗ µ
(
((w0, w1), (w

′

0, w
′

1)) ∈ (H
s(R4)×H s−1(R4))2 :

‖S(t)(w0 − w
′

0, w1 − w
′

1)‖Lqt ([0,T ];Lrx )
> λ

∣∣
‖(w0 − w

′

0, w1 − w
′

1)‖H s×H s−1 ≤ ε, ‖(w0 + w
′

0, w1 + w
′

1)‖H s×H s−1 ≤ R
)

= µ⊗µ⊗µ0⊗µ0
(
((w0, w1), (w

′

0, w
′

1)) ∈ (H
s(R4)×H s−1(R4))2, (h0, h1) ∈ Y ×Y :

‖S(t)(h0 � (w0 − w
′

0), h1 � (w1 − w
′

1))‖Lqt ([0,T ];Lrx )
> λ

∣∣
‖(h0 � (w0 − w

′

0), h1 � (w1 − w
′

1))‖H s×H s−1 ≤ ε

and ‖(h0 � (w0 + w
′

0), h1 � (w1 + w
′

1))‖H s×H s−1 ≤ R
)
.

Noticing by (6.2) and (6.3) that ‖h � φ‖H σ = ‖φ‖H σ for any φ ∈ H σ , σ ∈ R, and any
Bernoulli random variable h, it follows that

M1 = µ⊗µ⊗µ0⊗µ0
(
((w0, w1), (w

′

0, w
′

1)) ∈ (H
s(R4)×H s−1(R4))2, (h0, h1)∈Y×Y :

‖S(t)(h0 � (w0 − w
′

0), h1 � (w1 − w
′

1))‖Lqt ([0,T ];Lrx )
> λ

∣∣
‖(w0 − w

′

0, w1 − w
′

1)‖H s×H s−1 ≤ ε, ‖(w0 + w
′

0, w1 + w
′

1)‖H s×H s−1 ≤ R
)
.
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Then, by Lemma 6.2,

M1 ≤ sup
‖(w0−w

′

0,w1−w
′

1)‖Hs×Hs−1≤ε

µ0 ⊗ µ0
(
(h0, h1) ∈ Y × Y :

‖S(t)(h0 � (w0 − w
′

0), h1 � (w1 − w
′

1))‖Lqt ([0,T ];Lrx )
> λ

)
.

By the improved local-in-time Strichartz estimates in Proposition 2.3(ii)&(iii) with Ber-
noulli random variables, it then follows that

M1 ≤ C exp
(
−c

λ2

T 2+2/qε2

)
.

Similarly, we obtain

M2 := µ⊗ µ
(
((w0, w1), (w

′

0, w
′

1)) ∈ (H
s(R4)×H s−1(R4))2 :

‖S(t)(w0 + w
′

0, w1 + w
′

1)‖Lqt ([0,T ];Lrx )
> 3

∣∣
‖(w0 − w

′

0, w1 − w
′

1)‖H s×H s−1 ≤ ε and ‖(w0 + w
′

0, w1 + w
′

1)‖H s×H s−1 ≤ R
)

≤ sup
‖(w0+w

′

0,w1+w
′

1)‖Hs×Hs−1≤R

µ0 ⊗ µ0
(
(h0, h1) ∈ Y × Y :

‖S(t)(h0 � (w0 + w
′

0), h1 � (w1 + w
′

1))‖Lqt ([0,T ];Lrx )
> 3

)
≤ C exp

(
−c

32

T 2+2/qR2

)
.

Therefore, (6.1) follows. ut

In the remainder of this section, we prove the probabilistic continuity of the flow with
respect to the initial data in Theorem 1.4.

Proof of Theorem 1.4. For simplicity of notation, we assume T ≥ 1. The case 0 < T < 1
is completely analogous.

Step 1 (Control of the linear parts of the solutions and of their difference). Let {ηk}k∈N
with ηk ∈ (0, 1) and ηk ↘ 0 as k → ∞. By Proposition 6.3, for any (q, r) ∈

{(3, 6), (3,∞), (2, 8)}, µ ∈Ms , α ∈ (0, 1/2), and L(ηk, T , R, α) = L(ηk) to be chosen
later such that L(ηk)→∞ as k→∞, we have

µ⊗ µ
(
((w0, w1), (w

′

0, w
′

1)) ∈ (H
s(R4)×H s−1(R4))2 :

‖S(t)(w0 − w
′

0, w1 − w
′

1)‖LqT L
r
x
> η1−α

k or ‖S(t)(w0, w1)‖LqT L
r
x
> L(ηk)

or ‖S(t)(w′0, w
′

1)‖LqT L
r
x
> L(ηk)

∣∣
‖(w0 − w

′

0, w1 − w
′

1)‖H s (R4)×H s−1(R4) ≤ ηk, (w0, w1), (w
′

0, w
′

1) ∈ BR
)

≤ C

(
exp

(
−

c

T 3η2α
k

)
+ exp

(
−c
L(ηk)

2

T 3R2

))
(1+ o(1))→ 0 as k→∞.



Almost sure global well-posedness for energy-critical NLW on Rd , d = 4, 5 2567

Therefore, when we estimate the conditional probability in Theorem 1.4, we can assume
that

‖z− z′‖L3
T L

r
x
≤ η1−α

k , ‖z‖L3
T L

r
x
≤ L(ηk), ‖z

′
‖L3

T L
r
x
≤ L(ηk) for r = 6,∞, (6.5)

‖z− z′‖L2
T L

8
x
≤ η1−α

k , ‖z‖L2
T L

8
x
≤ L(ηk), ‖z

′
‖L2

T L
8
x
≤ L(ηk), (6.6)

where we set z(t) := S(t)(w0, w1) and z′(t) := S(t)(w′0, w
′

1). We also denote by v(t) :=
8(t)(w0, w1)−z(t) and v′(t) := 8(t)(w′0, w

′

1)−z
′(t) the nonlinear parts of the solutions

8(t)(w0, w1) and 8(t)(w′0, w
′

1), respectively.

Step 2 (Control of Strichartz norms of the nonlinear parts of the solutions). We now
prove that there exists G(ηk) > 0 such that

M(ηk) := µ⊗ µ
(
((w0, w1), (w

′

0, w
′

1)) ∈ (H
s(R4)×H s−1(R4))2 :

‖v‖L3
T L

6
x
+ ‖v‖L2

T L
8
x
> G(ηk) or ‖v′‖L3

T L
6
x
+ ‖v′‖L2

T L
8
x
> G(ηk);

‖z‖L3
T L

r
x
≤ L(ηk) and ‖z′‖L3

T L
r
x
≤ L(ηk) for r = 6,∞

∣∣
‖(w0 − w

′

0, w1 − w
′

1)‖H s (R4)×H s−1(R4) ≤ ηk

and (w0, w1), (w
′

0, w
′

1) ∈ BR
)
→ 0 as k→∞. (6.7)

As a consequence, in addition to (6.5) and (6.6), we can assume that

‖v‖L3
T L

6
x
+ ‖v‖L2

T L
8
x
≤ G(ηk), (6.8)

‖v′‖L3
T L

6
x
+ ‖v′‖L2

T L
8
x
≤ G(ηk), (6.9)

when we estimate the conditional probability in Theorem 1.4.
Arguing as in the proof of Proposition 6.3, we get

M(ηk) ≤ sup
{
µ0 ⊗ µ0

(
(h0, h1) ∈ Y × Y : ‖̃v‖L3

T L
6
x
+ ‖̃v‖L2

T L
8
x
> G(ηk) or

‖̃v′‖L3
T L

6
x
+ ‖̃v′‖L2

T L
8
x
> G(ηk);

‖̃z‖L3
T L

r
x
≤ L(ηk) and ‖̃z′‖L3

T L
r
x
≤ L(ηk) for r = 6,∞

)
:

‖(w0 − w
′

0, w1 − w
′

1)‖H s (R4)×H s−1(R4) ≤ ηk, (w0, w1), (w
′

0, w
′

1) ∈ BR
}
,

where we have denoted by z̃ and ṽ the linear and nonlinear parts of the solution with
initial data (h0 � w0, h1 � w1), and by z̃′ and ṽ′ the linear and nonlinear parts of the
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solution with initial data (h0 � w
′

0, h1 � w
′

1). Then we can upper bound M(ηk) by

M(ηk) ≤ sup
(w0,w1)∈BR

µ0 ⊗ µ0
(
(h0, h1) ∈ Y × Y : ‖̃v‖L3

T L
6
x
+ ‖̃v‖L2

T L
8
x
> G(ηk),

‖̃z‖L3
T L

r
x
≤ L(ηk) for r = 6,∞

)
+ sup
(w′0,w

′

1)∈BR

µ0 ⊗ µ0
(
(h0, h1) ∈ Y × Y : ‖̃v

′
‖L3

T L
6
x
+ ‖̃v′‖L2

T L
8
x
> G(ηk),

‖̃z′‖L3
T L

r
x
≤ L(ηk) for r = 6,∞

)
= 2 sup

(w0,w1)∈BR

P
(
ω ∈ �̃(w0, w1) : ‖̃v

ω
‖L3

T L
6
x
+ ‖̃vω‖L2

T L
8
x
> G(ηk),

‖̃zω‖L3
T L

r
x
≤ L(ηk) for r = 6,∞

)
=: 2 sup

(w0,w1)∈BR

M(w0,w1)(ηk). (6.10)

Here, the set �̃(w0, w1) ⊂ � with P(�̃(w0, w1)) = 1 was defined in Theorem 5.3 and
has the property that for all ω ∈ �̃(w0, w1), (1.1) admits a unique global solution ũω with
initial data (ũω(0), ∂t ũω(0)) = (h0(ω)�w0, h1(ω)�w1). We also denoted by z̃ω and ṽω

the linear and nonlinear parts of the solution ũω.
We choose εk = T/log(1/ηk) and consider the set

�̃1(w0, w1, ηk) := {ω ∈ �̃1(w0, w1)∩�T ,εk (w0, w1) : ‖̃v
ω
‖L3

T L
6
x
+‖̃vω‖L2

T L
8
x
> G(ηk)

and ‖̃zω‖L3
T L

r
x
≤ L(ηk) for r = 6,∞},

where �T ,εk (w0, w1) was defined in Proposition 5.4 and has P(�cT ,εk (w0, w1)) < εk .
Then

M(w0,w1)(ηk) ≤ P(�̃1(w0, w1, ηk))+ εk.

Next, we show that there exists G(ηk) = G(ηk, L(ηk), T , R) such that if (w0, w1) ∈ BR ,
then �̃1(w0, w1, ηk) = ∅. In particular, this shows that

M(w0,w1)(ηk) ≤
T

log(1/ηk)
→ 0 as k→∞. (6.11)

First, for all ω ∈ �̃1(w0, w1, ηk), we have ‖̃zω‖L3
t (R;Lrx )

≤ L(ηk) for r = 6,∞, and,
as in (5.4), we obtain

E(̃vω(t)) ≤ C‖̃zω‖6
L3
T L

6
x

e
C‖̃zω‖

L1
T
L∞x ≤ C‖̃zω‖6

L3
T L

6
x

e
CT 2/3

‖̃zω‖
L3
T
L∞x

≤ CL(ηk)
6eCT

2/3L(ηk) ≤ eCT
2/3L(ηk).

Then, for (w0, w1) ∈ BR , by (5.7) we have

‖̃vω‖L3
T L

6
x
+ ‖̃vω‖L2

T L
8
x
≤ F̃ (eC1T

2/3L(ηk), R)T 7(log(T /ε))3

= FR(e
C1T

2/3L(ηk))T 7(log log(1/ηk))3 =: G(ηk), (6.12)
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where C1 ≥ 1 is an absolute constant. In the second to last equality we have used the
definition FR(x) := F̃ (x, R) with F̃ as in (5.7). This fixes G(ηk) and shows that, with
this choice, �̃1(w0, w1, ηk) = ∅. Thus, (6.11) holds for all (w0, w1) ∈ BR . Combining
(6.11) with (6.10), we deduce that M(ηk)→ 0 as k→∞, which proves (6.7).

Recall that F̃ defined in (5.7) is a nondecreasing function in both its variables. By
increasing FR = F(·, R) if needed, we can choose it to be strictly increasing and to
satisfy FR(x) ≥ x for all x > 0. In particular,

FR(e
C1T

2/3L(ηk)) ≥ eC1T
2/3L(ηk) ≥ C1T

2/3L(ηk). (6.13)

Then, by (6.13) and (6.12), and since T ≥ 1, we have

C1L(ηk) < G(ηk). (6.14)

Step 3 (Control of the difference of the nonlinear parts of the solutions). For the remain-
der of the proof, we assume that the bounds on the linear and nonlinear parts of solutions
given in (6.5), (6.6), (6.8), and (6.9) hold.

Using the equations satisfied by v and v′, we obtain

d

dt
‖(v(t)− v′(t), ∂tv(t)− ∂tv

′(t))‖2
Ḣ 1
x×L

2
x

≤ 2
∣∣∣∣∫

R4
∂t (v(t)− v

′(t))(∂2
t −1)(v(t)− v

′(t)) dx

∣∣∣∣
≤ 2‖(v(t)− v′(t), ∂tv(t)− ∂tv′(t))‖Ḣ 1

x×L
2
x
‖(v + z)3 − (v′ + z′)3‖L2

x
.

Then, by the Sobolev embedding Ḣ 1(R4) ⊂ L4(R4) and Hölder’s inequality, it follows
that

d

dt
‖(v(t)− v′(t), ∂tv(t)− ∂tv

′(t))‖Ḣ 1
x (R4)×L2

x (R4)

≤ C‖(v(t)−v′(t), ∂tv(t)−∂tv
′(t))‖Ḣ 1

x×L
2
x

(
‖v(t)‖2

L8
x
+‖v′(t)‖2

L8
x
+‖z(t)‖2

L8
x
+‖z′(t)‖2

L8
x

)
+ C‖z(t)−z′(t)‖L6

x

(
‖v(t)‖2

L6
x
+‖v′(t)‖2

L6
x
+‖z(t)‖2

L6
x
+‖z′(t)‖2

L6
x

)
.

Integrating in time from 0 to t ≤ T and using Hölder’s inequality gives

‖(v(t)− v′(t), ∂tv(t)− ∂tv
′(t))‖Ḣ 1

x (R4)×L2
x (R4)

≤ C‖z−z′‖L3([0,t];L6
x )

(
‖v‖2

L3([0,t];L6
x )
+‖v′‖2

L3([0,t];L6
x )
+‖z‖2

L3([0,t];L6
x )
+‖z′‖2

L3([0,t];L6
x )

)
+ C

∫ t

0
‖(v(t ′)−v′(t ′), ∂tv(t

′)−∂tv
′(t ′))‖Ḣ 1

x (R4)×L2
x (R4)

×
(
‖v(t ′)‖2

L8
x
+ ‖v′(t ′)‖2

L8
x
+ ‖z(t ′)‖2

L8
x
+ ‖z′(t ′)‖2

L8
x

)
dt ′.
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Then, Gronwall’s inequality yields, for any t ∈ [0, T ],

‖(v(t)− v′(t), ∂tv(t)− ∂tv
′(t))‖Ḣ 1

x (R4)×L2
x (R4)

≤ C‖z−z′‖L3([0,t];L6
x )

(
‖v‖2

L3([0,t],L6
x )
+‖v′‖2

L3([0,t];L6
x )
+‖z‖2

L3([0,t];L6
x )
+‖z′‖2

L3([0,t];L6
x )

)
×exp

(
C(‖v‖2

L2([0,t];L8
x )
+‖v′‖2

L2([0,t];L8
x )
+‖z‖2

L2([0,t];L8
x )
+‖z′‖2

L2([0,t];L8
x )
)
)
.

By (6.5), (6.6), (6.8), and (6.9), it then follows for t ∈ [0, T ] that

‖(v(t)− v′(t), ∂tv(t)− ∂tv
′(t))‖Ḣ 1

x (R4)×L2
x (R4)

≤ Cη1−α
k

(
L(ηk)

2
+G(ηk)

2)eC(G(ηk)2+L(ηk)2).
Then, by (6.14), it follows easily for t ∈ [0, T ] that

‖(v(t)− v′(t), ∂tv(t)− ∂tv
′(t))‖Ḣ 1

x (R4)×L2
x (R4) ≤ C2η

1−α
k eC3G(ηk)

2
,

where C2 and C3 are absolute constants. Furthermore,

‖v(t)− v′(t)‖L2
x (R4) ≤

∫ t

0
‖∂tv(t

′)− ∂tv
′(t ′)‖L2

x
dt ′ ≤ t‖∂tv(t

′)− ∂tv
′(t ′)‖L∞t ([0,T ];L2

x )

≤ C2T η
1−α
k eC3G(ηk)

2
.

Hence,

‖(v − v′, ∂tv − ∂tv
′)‖L∞t ([0,T ];H 1

x (R4)×L2
x (R4)) ≤ 2C2T η

1−α
k eC3G(ηk)

2
. (6.15)

We now discuss the choice of L(ηk). The two conditions that we need to impose on
L(ηk) are L(ηk)→∞ as k→∞, which is crucial in Step 1, and that the right-hand side
of (6.15) tends to zero as k→∞.

Recall that FR : [0,∞)→[0,∞) is a strictly increasing function satisfying FR(0)=0
and limA→∞ FR(A) = ∞. In particular, FR has at most countably many discontinuities.
These are jump discontinuities that we denote by

0 ≤ x1 < x2 < · · · .

We claim that, given a sequence {yk}k∈N ⊂ (0,∞) with yk ↗ ∞, there exists another
sequence {y′k}k∈N ⊂ [0,∞) such that y′k ∈ Ran FR , y′k ≤ yk for all k, and y′k → ∞ as
k→∞.

Indeed, if yk ∈ Ran FR , then we choose y′k := yk . Otherwise, if yk /∈ Ran FR , it
follows that yk ∈ [FR(xnk−), FR(xnk+)] for some nk ∈ N. In this case, if nk ≥ 2, we
choose y′k := FR(xnk−1), otherwise we choose y′k = 0. Clearly, y′k ≤ yk and y′k ∈ RanFA
for all k. We then denote by {y′k1

}k1∈N and {y′k2
}k2∈N the subsequences of {y′k}k∈N corre-

sponding to yk in Ran FR , respectively corresponding to yk in (Ran FR)c. One of these
two subsequences is necessarily infinite. Clearly, either y′k1

↗ ∞ or {y′k1
}k1∈N is a finite

set. Also, {y′k2
}k2∈N is either a nondecreasing sequence converging to infinity or a finite

set. This shows that y′k →∞ as k→∞.
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We apply the above reasoning to the sequence

yk :=

√
1− 2α
2C3T 2

(
log

1
ηk

)1/4

↗∞ as k→∞.

As a consequence, there exists η′k ∈ (0, 1) with η′k ≥ ηk such that√
1− 2α
2C3T 2

(
log

1
η′k

)1/4

∈ RanFR for all k ∈ N and η′k → 0 as k→∞.

The function FR being invertible on its range, we choose L(ηk) as

L(ηk) :=
1

C1T 2/3 log
[
F−1
R

(√
1− 2α
2C3T 14

(
log

1
η′k

)1/4)]
. (6.16)

This guarantees that L(ηk)→∞ as k→∞, since η′k→ 0 and limy∈Ran FR
y→∞

F−1
R (y)=∞.

Moreover, by (6.15), the choice of G(ηk) and L(ηk) in (6.12) and (6.16), and η′k > ηk ,
we have

‖(v − v′, ∂tv − ∂tv)‖L∞t ([0,T ];H 1
x (R4)×L2

x (R4))

≤ 2C2T η
1−α
k e(1/2−α)(log(1/η′k))

1/2(log log(1/ηk))6

≤ 2C2T η
1−α
k e(1/2−α) log(1/ηk) ≤ 2C2T η

1/2
k (6.17)

for k sufficiently large.
On the other hand, notice that the condition ‖(w0, w1) − (w

′

0, w
′

1)‖H s×H s−1 < ηk
immediately implies the control on the difference of the linear parts of solutions:

‖(z− z′, ∂tz− ∂tz
′)‖

L∞t ([0,T ];H s
x (R4)×H s−1

x (R4))
≤ T ηk.

Hence,∥∥(8(t)(w0, w1)−8(t)(w
′

0, w
′

1),

∂t8(t)(w0, w1)− ∂t8(t)(w
′

0, w
′

1)
)∥∥
L∞t ([0,T ];H s

x (R4)×H s−1
x (R4))

≤ 3C2T η
1/2
k .

Therefore, for a fixed δ > 0, the µ⊗µ-measure of ((w0, w1), (w
′

0, w
′

1)) ∈ BR×BR such
that∥∥(8(t)(w0, w1)−8(t)(w

′

0, w
′

1),

∂t8(t)(w0, w1)− ∂t8(t)(w
′

0, w
′

1)
)∥∥
L∞t ([0,T ];H s

x×H
s−1
x )

> δ

under the constraints ‖(w0, w1)− (w
′

0, w
′

1)‖H s (R4)×H s−1(R4) < ηk and (6.5)–(6.9) is zero
if ηk is sufficiently small. This shows that the right-hand side of (1.19) converges indeed
to zero as η→ 0. ut
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grateful to Prof. Monica Vişan, Prof. Patrick Gérard, and Prof. Árpad Bényi for their availability in
answering her questions. Finally, she would like to thank Prof. Andrea Nahmod and Prof. Jeremy
Quastel for helpful discussions.

This material is based upon work supported by the National Science Foundation under agree-
ment No. DMS-1128155. Any opinions, findings, and conclusions or recommendations expressed
in this material are those of the author and do not necessarily reflect the views of the National
Science Foundation.

References

[1] Alazard, T., Carles, R.: Loss of regularity for supercritical nonlinear Schrödinger equations.
Math. Ann. 343, 397–420 (2009) Zbl 1161.35047 MR 2461259

[2] Ayache, A., Tzvetkov, N.: Lp properties for Gaussian random series. Trans. Amer. Math. Soc.
360, 4425–4439 (2008) Zbl 1145.60019 Zbl 1145.60019

[3] Bahouri, H., Gérard, P.: High frequency approximation of solutions to critical nonlinear wave
equations. Amer. J. Math. 121, 131–175 (1999) Zbl 0919.35089 MR 1705001

[4] Bahouri, H., Shatah, J.: Decay estimates for the critical semilinear wave equation. Ann. Inst.
H. Poincaré Anal. Non Linéaire 15, 783–789 (1998) Zbl 0924.35084 MR 1650958

[5] Bényi, Á., Oh, T., Pocovnicu, O.: Wiener randomization on unbounded domains and an ap-
plication to almost sure well-posedness of NLS. In: Excursions in Harmonic Analysis. Vol. 4,
Appl. Numer. Harmon. Anal., Birkhäuser/Springer, Cham, 3–25 (2015) MR 3411090

[6] Bényi, Á., Oh, T., Pocovnicu, O.: On the probabilistic Cauchy theory of the cubic nonlin-
ear Schrödinger equation on Rd , d ≥ 3. Trans. Amer. Math. Soc. Ser. B 2, 1–50 (2015)
Zbl 1339.35281 MR 3350022

[7] Bourgain, J.: Periodic nonlinear Schrödinger equation and invariant measures. Comm. Math.
Phys. 166, 1–26 (1994) Zbl 0822.35126 MR 1309539

[8] Bourgain, J.: Invariant measures for the 2D-defocusing nonlinear Schrödinger equation.
Comm. Math. Phys. 176, 421–445 (1996) Zbl 0852.35131 MR 1374420

[9] Bourgain, J.: Invariant measures for the Gross–Pitaevskii equation. J. Math. Pures Appl. (9)
76, 649–702 (1997) Zbl 0906.35095 MR 1470880

[10] Bourgain, J.: Refinements of Strichartz’ inequality and applications to 2D-NLS with critical
nonlinearity. Int. Math. Res. Notices 1998, 253–283 Zbl 0917.35126 MR 1616917

[11] Bourgain, J., Bulut, A.: Invariant Gibbs measure evolution for the radial nonlinear wave equa-
tion on the 3d ball. J. Funct. Anal. 266, 2319–2340 (2014) Zbl 1295.35323 MR 3150162

[12] Bourgain, J., Bulut, A.: Almost sure global well posedness for the radial nonlinear
Schrödinger equation on the unit ball II: the 3D case. J. Eur. Math. Soc. 16, 1289–1325 (2014)
Zbl 06324432 MR 3226743

[13] Brenner, P., Kumlin, P.: On wave equations with supercritical nonlinearities. Arch. Math.
(Basel) 74, 129–147 (2000) Zbl 0971.35051 MR 1735230

[14] Burq, N., Thomann, L., Tzvetkov, N.: Long time dynamics for the one dimensional non linear
Schrödinger equation. Ann. Inst. Fourier (Grenoble) 63, 2137–2198 (2013) Zbl 1317.35226
MR 3237443

[15] Burq, N., Thomann, L., Tzvetkov, N.: Global infinite energy solutions for the cubic wave
equation. Bull. Soc. Math. France 143, 301–313 (2015) Zbl 1320.35217 MR 3351181

http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1161.35047&format=complete
http://www.ams.org/mathscinet-getitem?mr=2461259
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1145.60019&format=complete
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1145.60019&format=complete
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0919.35089&format=complete
http://www.ams.org/mathscinet-getitem?mr=1705001
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0924.35084&format=complete
http://www.ams.org/mathscinet-getitem?mr=1650958
http://www.ams.org/mathscinet-getitem?mr=3411090
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1339.35281&format=complete
http://www.ams.org/mathscinet-getitem?mr=3350022
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0822.35126&format=complete
http://www.ams.org/mathscinet-getitem?mr=1309539
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0852.35131&format=complete
http://www.ams.org/mathscinet-getitem?mr=1374420
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0906.35095&format=complete
http://www.ams.org/mathscinet-getitem?mr=1470880
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0917.35126&format=complete
http://www.ams.org/mathscinet-getitem?mr=1616917
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1295.35323&format=complete
http://www.ams.org/mathscinet-getitem?mr=3150162
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:06324432&format=complete
http://www.ams.org/mathscinet-getitem?mr=3226743
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0971.35051&format=complete
http://www.ams.org/mathscinet-getitem?mr=1735230
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1317.35226&format=complete
http://www.ams.org/mathscinet-getitem?mr=3237443
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1320.35217&format=complete
http://www.ams.org/mathscinet-getitem?mr=3351181


Almost sure global well-posedness for energy-critical NLW on Rd , d = 4, 5 2573

[16] Burq, N., Tzvetkov, N.: Invariant measure for a three dimensional nonlinear wave equation.
Int. Math. Res. Notices 2007, no. 22, art. ID rnm108, 26 pp. Zbl 1134.35076 MR 2376217

[17] Burq, N., Tzvetkov, N.: Random data Cauchy theory for supercritical wave equations. I. Local
theory. Invent. Math. 173, 449–475 (2008) Zbl 1156.35062 MR 2425133

[18] Burq, N., Tzvetkov, N.: Random data Cauchy theory for supercritical wave equations. II.
A global existence result. Invent. Math. 173, 477–496 (2008) Zbl 1187.35233 MR 2425134

[19] Burq, N., Tzvetkov, N.: Probabilistic well-posedness for the cubic wave equation. J. Eur.
Math. Soc. 16, 1–30 (2014) Zbl 1295.35387 MR 3141727

[20] Christ, M., Colliander, J., Tao, T.: Asymptotics, frequency modulation, and low regularity
ill-posedness for canonical defocusing equations. Amer. J. Math. 125, 1235–1293 (2003)
Zbl 1048.35101 MR 2018661

[21] Christ, M., Colliander, J., Tao, T.: Ill-posedness for nonlinear Schrödinger and wave equations.
arXiv:math/0311048 (2003)

[22] Colliander, J., Keel, M., Staffilani, G., Takaoka, H., Tao, T.: Global well-posedness and scat-
tering for the energy-critical nonlinear Schrödinger equation in R3. Ann. of Math. (2) 167,
767–865 (2008) Zbl 1178.35345 MR 2415387

[23] Colliander, J., Oh, T.: Almost sure well-posedness of the cubic nonlinear Schrödinger equation
below L2(T). Duke Math. J. 161, 367–414 (2012) Zbl 1260.35199 MR 2881226

[24] Deng, Y.: Two-dimensional nonlinear Schrödinger equation with random radial data. Anal.
PDE 5, 913–960 (2012) Zbl 1264.35212 MR 3022846

[25] de Suzzoni, A.-S.: Invariant measure for the cubic wave equation on the unit ball of R3.
Dynam. Partial Differential Equations 8, 127–147 (2011) Zbl 1237.35118 MR 2857361

[26] de Suzzoni, A.-S.: Large data low regularity scattering results for the wave equation on the
Euclidean space. Comm. Partial Differential Equations 38, 1–49 (2013) Zbl 1267.35130
MR 3005545

[27] de Suzzoni, A.-S.: Consequences of the choice of a particular basis of L2(S3) for the cubic
wave equation on the sphere and the Euclidean space. Comm. Pure Appl. Anal. 13, 991–1015
(2014) Zbl 1284.35287 MR 3177685

[28] Feichtinger, H.: Modulation spaces of locally compact Abelian groups. Technical report, Uni-
versity of Vienna (1983); also in: Proc. Int. Conf. on Wavelets and Applications (Chennai,
2002), R. Radha et al. (eds.), New Delhi Allied Publ., 1–56 (2003)

[29] Ginibre, J., Soffer, A., Velo, G.: The global Cauchy problem for the critical nonlinear wave
equation. J. Funct. Anal. 110, 96–130 (1992) Zbl 0813.35054 MR 1190421

[30] Grillakis, M.: Regularity and asymptotic behaviour of the wave equation with a critical non-
linearity. Ann. of Math. 132, 485–509 (1990) Zbl 0736.35067 MR 1078267

[31] Grillakis, M.: Regularity for the wave equation with a critical nonlinearity. Comm. Pure Appl.
Math. 45, 749–774 (1992) Zbl 0785.35065 MR 1162370

[32] Gröchenig, K.: Foundations of Time-Frequency Analysis. Birkhäuser, Boston (2001)
Zbl 0966.42020 MR 1843717

[33] Ibrahim, S., Majdoub, M., Masmoudi, N.: Ill-posedness of H 1-supercritical waves. C. R.
Math. Acad. Sci. Paris 345, 133–138 (2007) Zbl 1127.35073 MR 2344811

[34] Kahane, J. P.: Some Random Series of Functions. 2nd ed., Cambridge Stud. Adv. Math. 5,
Cambridge Univ. Press, Cambridge (1985) Zbl 0805.60007 MR 0833073

[35] Kapitanski, L.: Global and unique weak solutions of nonlinear wave equations. Math. Res.
Lett. 1, 211–223 (1994) Zbl 0841.35067 MR 1266760

[36] Keel, M., Tao, T.: Endpoint Strichartz estimates. Amer. J. Math. 120, 955–980 (1998)
Zbl 0922.35028 MR 1646048

http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1134.35076&format=complete
http://www.ams.org/mathscinet-getitem?mr=2376217
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1156.35062&format=complete
http://www.ams.org/mathscinet-getitem?mr=2425133
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1187.35233&format=complete
http://www.ams.org/mathscinet-getitem?mr=2425134
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1295.35387&format=complete
http://www.ams.org/mathscinet-getitem?mr=3141727
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1048.35101&format=complete
http://www.ams.org/mathscinet-getitem?mr=2018661
http://arxiv.org/abs/math/0311048
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1178.35345&format=complete
http://www.ams.org/mathscinet-getitem?mr=2415387
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1260.35199&format=complete
http://www.ams.org/mathscinet-getitem?mr=2881226
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1264.35212&format=complete
http://www.ams.org/mathscinet-getitem?mr=3022846
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1237.35118&format=complete
http://www.ams.org/mathscinet-getitem?mr=2857361
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1267.35130&format=complete
http://www.ams.org/mathscinet-getitem?mr=3005545
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1284.35287&format=complete
http://www.ams.org/mathscinet-getitem?mr=3177685
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0813.35054&format=complete
http://www.ams.org/mathscinet-getitem?mr=1190421
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0736.35067&format=complete
http://www.ams.org/mathscinet-getitem?mr=1078267
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0785.35065&format=complete
http://www.ams.org/mathscinet-getitem?mr=1162370
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0966.42020&format=complete
http://www.ams.org/mathscinet-getitem?mr=1843717
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:1127.35073&format=complete
http://www.ams.org/mathscinet-getitem?mr=2344811
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0805.60007&format=complete
http://www.ams.org/mathscinet-getitem?mr=0833073
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0841.35067&format=complete
http://www.ams.org/mathscinet-getitem?mr=1266760
http://www.zentralblatt-math.org/zmath/en/advanced/?q=an:0922.35028&format=complete
http://www.ams.org/mathscinet-getitem?mr=1646048


2574 Oana Pocovnicu

[37] Kenig, C., Merle, F.: Global well-posedness, scattering and blow-up for the energy-critical
focusing non-linear wave equation. Acta Math. 201, 147–212 (2008) Zbl 1183.35202
MR 2461508
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